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Self-aware Social Learning over Graphs
Konstantinos Ntemos, Virginia Bordignon, Stefan Vlaski, and Ali H. Sayed

Abstract—In this paper we study the problem of social
learning under multiple true hypotheses and self-interested
agents which exchange information over a graph. In this
setup, each agent receives data that might be generated
from a different hypothesis (or state) than the data other
agents receive. In contrast to the related literature in
social learning, which focuses on showing that the network
achieves consensus, here we study the case where every
agent is self-interested and wants to find the hypothesis
that generates its own observations. However, agents do
not know which ones of their peers wants to find the same
state with them and as a result they do not know which
agents they should cooperate with. To this end, we propose
a scheme with adaptive combination weights and study the
consistency of the agents’ learning process. The scheme
allows each agent to identify and collaborate with neighbors
that observe the same hypothesis, while excluding others,
thus resulting in improved performance compared to both
non-cooperative learning and cooperative social learning
solutions. We analyze the asymptotic behavior of agents’
beliefs under the proposed social learning algorithm and
provide sufficient conditions that enable all agents to
correctly identify their true hypotheses. The theoretical
analysis is corroborated by numerical simulations.

Index Terms—social learning, self-interested agents, infor-
mation diffusion.

I. INTRODUCTION

Social learning [1], [2], [3], [4], [5], [6], [7], [8], [9]
refers to the distributed hypothesis testing problem where
agents exchange information over a graph and aim at
learning an unknown hypothesis of interest. Every agent
has access to its own data (observations), as well as
to information provided by its neighbors. Furthermore,
every agent has access to some likelihood functions
that provide the probability of every observation being
generated from every possible hypothesis. Under the
social learning paradigm every agent utilizes its own
observations along with their likelihood functions to per-
form a Bayesian update of its belief vector (probability
distribution over the possible hypotheses). Moreover, ev-
ery agent uses a fusion rule (e.g., linear rule [4], [6], log-
linear rule [1], [2], [3]) to incorporate the information the
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exchanged belief vectors from its neighbors. By using
this procedure and under some assumptions every agent’s
beliefs converge to the hypothesis that better explains all
agents’ models (i.e., likelihood functions). In this way,
network consensus is achieved (i.e., all agents’ beliefs
converge to the same hypothesis).

The setup we consider in this work is close to the
conflicting hypotheses setup considered in [3], where the
observations of each agent are generated according to
some unknown distribution and the authors show that
all agents’ beliefs converge to the hypothesis that best
“explains” all agents’ models. In contrast, in this work
we are interested in studying the problem where each
agent wants to find its individual true hypothesis, instead
of converging to a consensus.

There are many reasons for which this problem is inter-
esting, as in many cases consensus does not describe the
system’s behavior. Real-life social networks constitute
one example, where there are disparate opinions among
the various interacting parties. Another example is the
scenario where a network of communicating classifiers
uses the social learning protocol as in [10] to classify
scenes from different classes. Finally, sensor networks
where the agents receive observations generated from
different sources is another example of interest.

One main challenge in this problem is the fact that
the agents are unaware of which other agents want to
find the same state with them. As a result, agents do
not know which agents they should cooperate with and
whose agents’ shared information they should disregard.
To tackle the problem, we use the idea that agents’
cooperative beliefs are driven by agents’ private infor-
mation. More specifically, every agent use its private
information (i.e., own observations) to form a local belief
about its true state and exchanges this local belief with
its neighbors. Based on these exchanged local beliefs
the combination weights are formed in a way that is
proportional to the probability that the agents want to
find the same state. Our contributions are the following.

1) We propose a scheme with adaptive combination
weights that utilizes the agents’ private information
and helps agents in identifying other agents that
aim at finding the same hypotheses. In this way we
extend the social learning algorithm proposed in
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[1], [2] for the problem of multiple true hypotheses
and self-interested agents.

2) We analyze the asymptotic behavior of agents’
beliefs and characterize the agents’ belief evolution
at steady-state.

3) We provide sufficient conditions under which the
agents in the network manage to learn their true
hypotheses.

The problem we study is close to the problem of multi-
task learning over networks studied in [11], [12], [13],
[14], [15]. In [11], [12], every agent aims at estimating
its true parameter vector, which might be different from
the target vector of other agents. The authors devise
an adaptive combination policy to correctly identify
the neighbors with which agents should cooperate to
correctly estimate their true parameter vectors. The
agents adapt their combination weights based on a Mean
Square Deviation (MSD) criterion and a diffusion Least
Mean Squares (LMS) algorithm is developed. A different
approach was followed in [14], where every agent keeps
a stand-alone LMS estimate (updated based only on
the agent’s own signals and not on information from
neighbors). At every time instant, every agent performs
a binary hypothesis test to decide whether each of its
neighbors is interested in the same parameter vector.
Related formulations followed in [13], [15], [16], [17],
[18], [19], [20] and references therein.

The aforementioned works focus on parameter estima-
tion tasks with agents either being aware that they aim
at identifying different parameter vectors or not. Here,
we focus on the distributed hypothesis testing problem
where every agent aims at identifying an underlying
hypothesis of interest and is not aware which agents
aim at finding the same hypothesis with it or a different
one. Thus, our work is closer to the multi-task decision
problem studied in [21]. In [21], an LMS-type algorithm
is devised. In contrast, here we study the social learning
problem where every agent performs local Bayesian up-
dates before exchanging information with its neighbors.
Thus, our results neither imply, nor are implied by the
results in [21]. An interesting result that comes out from
our analysis is the fact that identifiability (i.e., the ability
of an agent to correctly distinguish among the different
hypotheses) plays a crucial role on the outcome of the
learning process over the network.

A. Notation

We use the notation a.s.−→ and P.−→ to denote almost
sure convergence and convergence in probability, re-
spectively. Is denotes the indicator function which is
equal to 1 if the statement s is true and 0 otherwise.
blockdiag{A1, . . . , An} denotes the block-diagonal ma-

trix composed of the matrices A1, . . . , An and 1 denotes
the all-ones vector. | · | denotes the cardinality of a set.

II. PROBLEM FORMULATION

We assume a set N = {1, . . . , N} of agents interacting
over a network, which is represented by an undirected
graph G = 〈N , E〉, where E includes bidirectional links
between agents. The set of neighbors of an agent k
(including agent k) is denoted by Nk. In contrast to the
usual setup, here we assume a heterogeneous setting,
where there exist multiple true hypotheses that agents
want to retrieve. The set of all possible hypotheses is
denoted by Θ = {θ1, . . . , θM}.

We assume that each agent k has access to observations
ζk,i ∈ Zk at every time i ≥ 1. Agent k also has
access to the likelihood functions Lk(ζk,i|θ), θ ∈ Θ. The
signals ζk,i are independent and identically distributed
(i.i.d.) over time. In this work, the sets Zk are assumed
to be finite. We will use the notation Lk(θ) instead
of Lk(ζk,i|θ) whenever it is clear from the context.
Every agent k’s true hypothesis θ(k) is drawn according
to some probability P(θ(k)) initially and remains un-
changed throughout the process. Agent k’s observations
are generated according to the model

ζk,i ∼ Lk(ζk,i|θ
(k) = θ(k)), θ(k) ∈ Θ (1)

and the states θ(k) are independent across agents, mean-
ing that P(θ(k),θ(`)) = P(θ(k))P(θ(`)).

Agents’ observations are possibly generated by different
hypotheses and each agent k aims at finding the realiza-
tion θ(k) of its true hypothesis θ(k) ∈ Θ according to
which ζk,i are created.

Agents share information with their neighbors in a dis-
tributed fashion. This information can be utilized to find
the underlying true hypothesis by forming beliefs, which
are probability distributions over the set of hypothesis Θ.
We consider the log-linear social learning rule [1], [5]
where the agents update their beliefs, denoted by νk,i,
in the following manner:

ϕk,i(θ) =
Lk(ζk,i|θ)νk,i−1(θ)∑
θ′ Lk(ζk,i|θ′)νk,i−1(θ′)

(2)

νk,i(θ) =

∏
`∈Nk(ϕ`,i(θ))

a`k∑
θ′
∏
`∈Nk(ϕ`,i(θ

′))a`k
, k ∈ N (3)

where a`k denotes the static (time-invariant) combination
weight assigned by agent k to neighboring agent `,
satisfying 0 < a`k ≤ 1, for all ` ∈ Nk, a`k = 0 for
all ` /∈ Nk and

∑
`∈Nk a`k = 1. Let A denote the

combination matrix, which consists of all combination
weights with [A]`k = a`k. Clearly, A is left-stochastic.
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It is known that if agents use the above algorithm,
under the assumption of a strongly connected network
(information flows from every agent to any other agent
in the network and at least one agent has a self-loop,
akk > 0) [22], then the network achieves consensus [1],
[3], [4], [2], thus ruling out the possibility for agents
with different true states to correctly identify them.

In order for agents to find their true state, they should
evaluate over time if the received information from the
neighbourhood is beneficial to them or not. This means
that they have to decide if the information received
from their neighbors should be taken into account in the
information aggregation step (3). One way to do so is to
dynamically adjust the combination weights according
to whether agents believe each neighbors aim at finding
the same state or not.

III. ADAPTIVE COMBINATION WEIGHTS

The idea is that the weights assigned by agent k should
be zero towards every neighbor that tries to find a
different state than θ(k). However, this information is
not known beforehand. If an agent can identify its
true state alone, then it might be better for that agent
not to cooperate and just perform stand-alone Bayesian
learning. In this way, it will be guaranteed to converge to
its true hypothesis without being misled by other agents.
However, some agents might not be able to find their true
states alone. This happens when for an agent k, its true
state θ(k) is observationally equivalent to some other
θ 6= θ(k). In that case this agent will be unable to find
its true state without other agents’ help. We define the
set of states that are observationally equivalent to θ(k)

as follows.

Definition 1. (Observationally equivalent states). The
set

Θ?
k ,

{
θ ∈ Θ : Lk(ζk|θ) = Lk(ζk|θ(k)), ∀ζk ∈ Zk

}
(4)

is comprised of all states that are observationally equiv-
alent to θ(k) for an agent k ∈ N . �

Note that θ(k) is always contained in Θ?
k. Before we

introduce the adaptive combination weights mechanism,
we provide a motivating example. In the network exam-
ple presented in Fig. 1 the set of possible hypotheses is
Θ = {θ1, θ2, θ3} and the true hypotheses of agents 1, 2, 3
are θ2, θ2, θ3, respectively. However, agent 1 cannot
distinguish between hypotheses θ1 and θ2. Since agent
1 communicates with both agents 2 and 3, it may not
converge to hypothesis θ2. However, if agent 1 over time
realizes that agent 3’s true hypothesis is θ3 (i.e., it is
different from agent 1’s true hypothesis), then it can cut
off the link with agent 3 and find its true hypothesis
with the aid of agent 2 (which can find θ2 alone as

Θ?
2 = {θ2}), provided that agent 2 also realizes that its

true hypothesis is different from agent 3’s true hypothesis
and cuts off its link to agent 3 as well. Our goal is
to devise an adaptive mechanism that enables agents to
discriminate over time which agents aim at finding the
same hypothesis with them against other agents.

Fig. 1: A network example with three agents. The true
state of agents 1, 2 is θ2, while the true state of agent 3
is θ3.

In doing so, each agent at every time i can form a local
belief about the unknown hypothesis θ(k) based only
on its own observations ζk,1:i = (ζk,1, . . . , ζk,i) until
time i. These local beliefs do not contain any misleading
information from other agents and they are given by

πk,i(θ) = P(θ(k) = θ|ζk,1:i), θ ∈ Θ (5)

where πk,i is the posterior belief over θ(k) given the
sequence of private observations of agent k. The belief
πk,i can be computed given πk,i−1 and ζk,i recursively
according to Bayes’ rule:

πk,i(θ) =
Lk(ζk,i|θ)πk,i−1(θ)∑

θ′∈Θ Lk(ζk,i|θ′)πk,i−1(θ′)
. (6)

Now, we can design a scheme based on the local beliefs
so that the weights assigned to every neighbor ` by agent
k evolve according to the probability that the two agents
are trying to find the same hypothesis (i.e., θ(k) = θ(`)).
Let us denote the event that the two agents have the same
hypothesis by

Sk` , {θ(k) = θ(`)} = ∪
θ∈Θ
Sθk`, k 6= ` (7)

where

Sθk` , {θ
(k) = θ ∩ θ(`) = θ}, k 6= ` (8)

is the event that both agent k and agent `’s true state is
θ: Since the Sθk` are disjoint events for different θ

P( ∪
θ∈Θ
Sθk`) =

∑
θ∈Θ

P(Sθk`) (9)
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Obviously, the probability that agent k has the same state
with itself is 1. Then, the weight each agent k may assign
to its neighbor ` can be set to

a`k,i =


P(Sk`| ζk,1:i,ζ`,1:i)

σk,i
, if ` ∈ N ?

k

1
σk,i

, if ` = k

0, otherwise

(10)

where N ?
k , Nk \ {k} denotes the set of neighbors of

agent k without including k and σk,i is a normalizing
factor to ensure that Ai is left-stochastic.

Construction (10) ensures that agent k incorporates in-
formation from agent ` in a manner that is proportional
to the probability that agents k and ` are observing the
same state. As agents gain confidence in their true state
over time, this allows them to exclude inconsistent in-
formation, and collaborate only with agents who observe
data that do not conflict with their local models.

In the sequel, we first show that agents are able to ef-
ficiently compute P(Sk`|ζk,1:i, ζ`,1:i) and then establish
formally that the resulting learning process is consistent.

Lemma 1. (Conditional probability of two agents
sharing the same hypothesis). The probability of two
distinct agents k, ` having the same state conditioned on
the joint observations ζk,1:i, ζ`,1:i is given by

P(Sk`|ζk,1:i, ζ`,1:i) =
∑
θ

πk,i(θ)π`,i(θ) (11)

Proof. See Appendix A. �

Utilizing Lemma 1, the normalizing factor is given by

σk,i = 1 +
∑
`∈N?k

∑
θ∈Θ

πk,i(θ)π`,i(θ). (12)

Note that according to construction (10), we have that
akk,i > 0 for all i ≥ 1 and for all k ∈ N . In order
to account for the information from local beliefs, agents
perform two parallel updates. A non-cooperative update,
in which the local belief πk,i is formed by using (6),
which is then shared with every neighbor of k; and a
social learning update. The novel part introduced in the
social learning algorithm (2), (3) is that the combination
step utilizes the adaptive combination weightsAi instead
of static weights. More specifically, every agent k ∈ N
updates its cooperative belief µk,i according to the
following procedure:

ψk,i(θ) =
Lk(ζk,i|θ)µk,i−1(θ)∑
θ′ Lk(ζk,i|θ′)µk,i−1(θ′)

, k ∈ N (13)

µk,i(θ) =

∏
`∈Nk ψ

a`k,i
`,i (θ)∑

θ′
∏
`∈Nk ψ

a`k,i
`,i (θ′)

, k ∈ N . (14)

We call µk,i cooperative beliefs. For simplicity, and
since agents do not have any prior evidence on their
true state, we impose the following assumption on the
prior local beliefs πk,0(θ) and prior cooperative beliefs
µk,0(θ).

Assumption 1. (Uniform prior beliefs). The prior be-
liefs of all agents are uniform

πk,0(θ) = µk,0(θ) = 1/|Θ|, k ∈ N , θ ∈ Θ. (15)

�

A. Behavior of Adaptive Weights

The behavior of the adaptive weights depends on the
evolution of local beliefs. The next result characterizes
the behavior of local beliefs πk,i over time. Before
presenting the result, we impose the following technical
assumption [23].

Assumption 2. (Likelihood functions with full sup-
port). Lk(ζ|θ) > α for some α > 0 for all ζ ∈ Zk and
for all θ ∈ Θ. �

From (11), it follows that the ability of agent k to cor-
rectly reject inconsistent information from its neighbor `
is driven by its ability to reject inconsistent states θ /∈ Θ?

k

through πk,i(θ). We begin by studying its evolution.

Proposition 1. (Rate of rejection of false hypotheses
for local beliefs). Under Assumptions 1 and 2, for all
θ /∈ Θ?

k the following is true:

P (πk,i(θ) ≥ exp (xki)) ≤ exp (−yki) (16)

where

xk , −
1

2
min
θ/∈Θ?k

dk(θ) (17)

yk , −
minθ/∈Θ?k

d2
k(θ)

8(logα)2
(18)

and α is given by Assumption 2 and

dk(θ) , DKL

(
Lk(θ(k))||Lk(θ)

)
(19)

denotes the KL divergence for an agent k ∈ N between
Lk(θ(k)) and Lk(θ).

Proof. See Appendix B. �

Based on the evolution of the local beliefs πk,i(θ), we
can now investigate the behavior of the adaptive weights.
The following result characterizes the asymptotic behav-
ior of the adaptive combination weights.

Theorem 1. (Limiting behavior of the adaptive com-
bination weights). The adaptive combination weights
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exhibit the following limiting behavior as i → ∞ for
every agent k ∈ N :

a`k,i
a.s.−→


ηk`

1+
∑
`′∈N?

k
ηk`′

, if ` ∈ N ?
k

1−
∑
`′′∈N?k

ηk`′′
1+

∑
`′∈N?

k
ηk`′

, if ` = k

0, otherwise
(20)

where ηk` ,
|Θ?k∩Θ?` |
|Θ?k||Θ

?
` |

.

Proof. See Appendix C. �

We observe that if an agent k can identify its true
hypothesis alone (i.e., Θ?

k = {θ(k)}), then it will assign
asymptotically positive weights only to the neighbors
` ∈ N ?

k for which θ(k) is within their optimal hypothesis
set (i.e., θ(k) ∈ Θ?

` ). We see here the implications of the
identifiability capabilities of the agents. For example,
if all agents can identify their true hypothesis alone
(i.e., Θ?

k = {θ(k)} for all k ∈ N ), then the network
will (asymptotically) decompose into components where
every agent communicates only with the neighbors that
aim at finding the same hypothesis with it.

IV. ANALYSIS OF THE ALGORITHM

In this section we examine whether the adaptive combi-
nation scheme is sufficient to drive the agents’ cooper-
ative beliefs µk,i to the individually correct hypotheses.
First, we observe from Theorem 1 that the combination
matrix Ai converges to a limiting matrix A∞ with
elements [A∞]`k = a`k,∞, defined as

A∞ , lim
i→∞

Ai. (21)

In order to study the evolution of the cooperative beliefs
µk,i generated by our proposed algorithm with adaptive
combination weights (13)-(14), we will show that they
track the evolution of beliefs generated by the algorithm
(2)-(3) with the steady-state combination matrix A∞,
which is much simpler to analyze. More specifically, we
will show that asymptotically µk,i tracks µck,i which is
given by

ψck,i(θ) =
Lk(ζk,i|θ)µck,i−1(θ)∑
θ′ Lk(ζk,i|θ′)µck,i−1(θ′)

, k ∈ N (22)

µck,i(θ) =

∏
`∈Nk(ψc`,i(θ))

a`k,∞∑
θ′
∏
`∈Nk(ψc`,i(θ

′))a`k,∞
, k ∈ N . (23)

The evolution of the beliefs generated by (22)-(23) has
been analyzed for a time-invariant combination matrix
for both cases of strongly-connected [1], [5] and weakly-
connected networks [24]. First we prove a useful Lemma
that characterizes the structure of A∞.

Lemma 2. (Structure of A∞). A∞ is comprised of S ∈
N disjoint strongly-connected components, meaning

A∞ =

 A∞,1 . . . 0
...

. . .
...

0 . . . A∞,S

 . (24)

Then, we have

ĀT
∞ , lim

t→∞
(AT
∞)t = blockdiag{p11

T, . . . , pS1
T}.

(25)

ps, s ∈ {1, . . . , S} is the Perron eigenvector of A∞,s.

Proof. See Appendix D. �

Let us define the set N̄s, s ∈ {1, . . . , S} as the set
of agents whose combination weights comprise A∞,s.
Furthermore, let us define for N̄s the sub-network con-
fidence for a state θ ∈ Θ as

Cs(θ) , −
∑
k∈N̄s

ps(k)DKL(Lk(θ(k))||Lk(θ)). (26)

where ps(k) is the kth element of ps and let

Θ̄?
s ,

{
θ?s , arg max

θ∈Θ
Cs(θ)

}
. (27)

This set is comprised of the hypotheses that best describe
the sub-network agents’ observation models weighted by
their centrality. Now, we can provide the main result,
which characterizes the evolution of cooperative beliefs
µk,i.

Theorem 2. (Cooperative beliefs convergence and
consistent learning). For any agent k ∈ N̄s:

1) The cooperative beliefs converge to 0 in probabil-
ity, meaning: µk,i(θ)

P.−→ 0, for every θ /∈ Θ̄?
s .

2) Agent k learns its true state, meaning
µk,i(θ

(k))
P.−→ 1, if Θ̄?

s = {θ(k)}.

Proof. See Appendix E. �

There is one more question of interest to answer. We see
from the result above that whether an agent is able to
learn its true state is dependent on the structure of the
sub-network N̄s. However, from Theorem 1 we see that
this structure depends on the identifiability capabilities
of the agents (i.e., on the sets Θ?

k) and on the graph
topology given by G. The following result provides
conditions that guarantee that every agent in the network
will find its true state.

Corollary 1. (Globally consistent learning). Under the
proposed adaptive combination scheme, every agent k ∈
N learns its true state, meaning

µk,i(θ
(k))

P.−→ 1, ∀k ∈ N (28)
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if both of the following hold:

Θ?
k ∩Θ?

` = ∅,∀k ∈ N ,∀` ∈ N ?
k such that θ(k) 6= θ(`)

(29)

∩
`∈N̄s

Θ?
` = {θ(k)},∀s ∈ {1, . . . , S} such that k ∈ N̄s.

(30)

Proof. If (29) holds for two neighbors k, ` with different
states, then we have from Theorem 1 that ak`,∞ =
a`k,∞ = 0, which means that two agents with different
states do not exchange information directly. Since this
holds for every two neighbors across the network, this
implies that there can not be two agents with different
true states in the same sub-network N̄s. This further
implies that, in every sub-network all agents have the
same true hypothesis, because θ(k) ∈ Θ?

k for all k ∈ N .

Then, if (30) holds, we have that for every θ 6= θ(k) there
is at least one agent k ∈ N̄s such that dk(θ) > 0. This
implies that Cs(θ) < 0 for all θ 6= θ(k). Then, from (26)
we have that Cs(θ(k)) = 0, which implies that θ?s = θ(k).
Thus, Θ̄?

s = {θ(k)} and part 2 of Theorem 2 applies. �

Condition (29) ensures that for any two neighboring
agents k, ` with different states both agents can rule
out the state of the other agent based on their own
observations (i.e., θ(k) /∈ Θ?

` and θ(`) /∈ Θ?
k). This

condition ensures that in every formed sub-network all
agents share the same true state. Then, condition (30)
is needed to ensure that in every sub-network the agents
can collectively identify their true state. We illustrate the
results by means of some numerical examples.

Example 1. (Consistent learning for all agents). We
refer to Figure 1 for which from Theorem 1 we have

A∞ =

 2/3 1/3 0
1/3 2/3 0
0 0 1

 (31)

where the order of agents’ labeling is {1, 2, 3}. As we
observe, A∞ is comprised of two strongly connected
components. The limiting matrix in this case is

ĀT
∞ =

 1/2 1/2 0
1/2 1/2 0
0 0 1.

 (32)

Moreover, because (29), (30) hold for all 3 agents, all of
them converge to their true hypothesis, as we can see in
the left plot of Fig. 2. �

Example 2. (Inconsistent learning). However, in case

0 100
Time

0.00

0.25

0.50

0.75

1.00

µ
k
,i
(θ

(k
) )

Example 1

Agent 1 Agent 2 Agent 3

0 100
Time

0.00

0.25

0.50

0.75

1.00

µ
k
,i
(θ

(k
) )

Example 2

Fig. 2: Agents’ evolution of the beliefs on each agent’s
true hypothesis (i.e, µk,i(θ

(k)), k ∈ {1, 2, 3}) for: (left
Example 1) and (right) Example 2.

we have Θ?
1 = {θ1, θ2, θ3} for the same example, then

A∞ =

 4/6 1/4 1/4
1/6 3/4 0
1/6 0 3/4

 (33)

and

ĀT
∞ ≈

 0.428 0.286 0.286
0.428 0.286 0.286
0.428 0.286 0.286

 (34)

As we see above (AT
∞)i converges to a rank-1 matrix.

Thus, the network achieves consensus and all agents’
beliefs converge to the same hypothesis (θ3 in this
example). As a result, agents 1 and 2 fail to identify
their true states as we observe in the right plot of Fig. 2.
Also, note that in this example (29), (30) are violated.�

As we see from Example 2, consistent learning is not
always possible. When an agent cannot find its true
hypothesis alone, then their beliefs will be determined
by the information received from its neighborhood.

Another interesting remark is the following. In Example
2 one agent (agent 1) cannot rule out any of the three
states. This makes information flow from agent 2 to
agent 3 and their cooperative beliefs achieve consensus.
Because of that, agent 2’s cooperative belief converges
to θ3, despite the fact that agent 2 can find its true
state (θ2) alone. This case has to be taken into account.
Agents whose private beliefs indicate that a particular
state θ is unlikely to be their true hypothesis (i.e.,
πk,i(θ)→ 0), then this information should be taken into
account and rule out cooperative beliefs that suggest the
opposite. One way to do that is by setting a low threshold
ε > 0. If for a state θ, πk,i(θ) < ε and simultaneously
µk,i(θ) > ε, then the cooperative belief µk,i should be
disregarded and the agent should limit itself to using its
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own local belief for inferring its true hypothesis. To do
so, we assume that every agent keeps a global belief
vector which is given by

µ̄k,i =

{
πk,i, if ∃θ : πk,i(θ) < ε and µk,i(θ) > ε,

µk,i, otherwise.
(35)

Finally, the proposed social learning
algorithm is summarized as follows.

Algorithm. Self Aware Social learning (SASL).

Initialize µk,0(θ) = πk,0(θ) for all k ∈ N , θ ∈ Θ.
For all k ∈ N and i ≥ 1:

1) Obtain ζk,i.
2) Update for all θ ∈ Θ

ψk,i(θ) =
Lk(ζk,i|θ)µk,i−1(θ)∑
θ′ Lk(ζk,i|θ′)µk,i−1(θ′) , k ∈ N .

3) Update for all θ ∈ Θ

πk,i(θ) =
Lk(ζk,i|θ)πk,i−1(θ)∑

θ′∈Θ Lk(ζk,i|θ′)πk,i−1(θ′) .
4) Exchange πk,i with every ` ∈ N ?

k .
5) Update a`k,i via (10).
6) Update for all θ ∈ Θ

µk,i(θ) =
∏
`∈Nk

ψ
a`k,i
`,i (θ)∑

θ′
∏
`∈Nk

ψ
a`k,i
`,i (θ′)

, k ∈ N .

7) Compute global belief µ̄k,i via (35).

V. EXPERIMENTS

In the following experiments we illustrate the agents’
belief evolution for a network of 10 agents. The network
is depicted in Fig. 3. To facilitate the illustration of our

1

2

3

4

5

6

7

8

9

10

Fig. 3: Network topology.

results in a simple way we assume that |Zk| = 10
for all k ∈ N and the set of possible hypotheses is
Θ = {θ1, . . . , θ10}. In order highlight the need for
an adaptive combination mechanism in updating the
cooperative beliefs, we compare the asymptotic beliefs

of our proposed scheme to the classic cooperative social
learning solution (2) - (3) with a static (time-invariant)
combination matrix A (every agent assigns uniform
combination weights to its neighbors) as well as to the
non-cooperative learning (beliefs are given by (6)).

First, we explore a simple setup where every agent has
a distinct true state, meaning θ(k) = θk, for all k ∈ N .
Furthermore, none of the agents faces an identification
problem and agents’ likelihood functions are given by
the following expression:

Lk(ζyk,i|θx) =

{
qk ∈ (0, 1), if y = x,

1−qk
|Zk|−1

, otherwise.
(36)

for all k ∈ N and for x, y, k = 1, . . . , 10. ζyk,i ∈ Zk
denotes the yth observation of agent k. We set qk = 0.28
for all k ∈ N . Note that for the likelihood functions
given by (36) and for this value of qk, we have Θ?

k =
{θ(k)} for all k ∈ N . In Fig. 4 (third row) we observe
that each agent k’s cooperative beliefs converge to its
true hypothesis θ(k) for all k ∈ N . We use a light green
to orange colormap to indicate the magnitude of agents’
beliefs on their true state. Light green indicates beliefs
that are close to 0, while orange indicates beliefs close
to 1. Also, note that the conditions given by Corollary
1 are satisfied. On the contrary, the cooperative social
learning algorithm leads all agents, except for agent 1, to
inconsistent learning, as expected due to the fact that the
network achieves consensus and agents beliefs converge
to θ1, which is the hypothesis maximizing (26) in this
example. Also note that the the non-cooperative learning
(second row) is consistent since every agent can identify
its true hypothesis alone. Finally, note that for SASL in
steady-state the network decomposes into isolated agents
as all adaptive weights assigned from every agent to its
neighbors go to 0 and thus no information is exchanged
across the network. This is depicted in third row in Fig.
4 where there are no edges as we set the edge-width
between any two connected agents to be proportional to
the sum of the respective combination weights between
the agents. The same rationale is followed in the other
experiments as well.

We consider next a more interesting scenario where some
agents share the same true hypothesis and some agents
face an identification problem. More specifically, the
agents’ true hypotheses are assigned as follows:

θ(k) =

{
θ1, if k ∈ {1, . . . , 5}
θ6, if k ∈ {6, . . . , 10}.

(37)

The agents’ likelihood functions are constructed as fol-
lows so that some agents cannot discriminate among
some states. For agents 1 and 6, their likelihood functions
are given by (36) (they can identify their true hypotheses
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Cooperative social learning algorithm.

1

2
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4
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10

Non-cooperative learning.

1

2

3

4

5

6

7

8

9

10

SASL.

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 4: Steady-state beliefs of every agent on its true
hypothesis θ(k) for cooperative social learning (i.e.,
νk,i(θ

(k))) (first row), non-cooperative learning (i.e.,
πk,i(θ

(k))) (second row) and SASL Algorithm (i.e.,
µk,i(θ

(k))) (third row). Colormap explanation: Agents
colored in orange indicate that their beliefs on their true
state are close to 1, while light green denotes that beliefs
are close to 0

.

alone). For agents 2, 3, 4, 5 Lk(ζyk,i|θx) is given by (36)
for x ≥ 6 and by

Lk(ζyk,i|θx) =
1

|Zk|
, ∀y = 1, . . . , |Zk| (38)

for x ≤ 5. For agents 7, 8, 9, 10 Lk(ζyk,i|θx) is given by
(36) for x ≤ 5 and by (38) for x ≥ 6.

In this case we see that (29) is satisfied and the network
decomposes into two strongly connected components,
one consisting of agents 1, 2, 3, 4, 5 and one consisting
of agents 6, 7, 8, 9, 10 (see third row in Fig. 5). We also
can verify from (38) that condition (30) holds. As we see
in third row in Fig. 5 (third row), all agents converge to
their true hypotheses, as expected by Corollary 1, while
both cooperative and non-cooperative solutions lead to
inconsistent learning for some of the agents.

Finally, we examine a scenario where the proposed

1

2

3

4

5

6

7

8

9

10

Cooperative social learning algorithm.

1

2

3

4

5

6

7

8

9

10

Non-cooperative learning.

1

2

3

4

5

6

7

8

9

10

SASL.

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 5: Steady-state beliefs of every agent on its true
hypothesis θ(k) for cooperative social learning (i.e.,
νk,i(θ

(k))) (first row), non-cooperative learning (i.e.,
πk,i(θ

(k))) (second row) and SASL Algorithm (i.e.,
µ̄k,i(θ

(k))) (third row) for all agents.

solution fails to achieve consistent learning for all agents.
In this setup, some agents again face an identification
problem, but conditions (29) and (30) will not be sat-
isfied. In this setup the true hypotheses are given again
by (37), the likelihood functions of agents 1 and 6 are
given by (38), but now the likelihood functions for the
remaining agents are given by

Lk(ζyk,i|θx) =
1

|Θ|
, for all y, x, and for k 6= 1, 6.

(39)

We see that in this case all agents except for 1, 6
cannot distinguish between any two hypotheses, meaning
Θ?
k = Θ for all k 6= 1, 6. Moreover, we can verify that

condition (29) does not hold and as a result the network
does not decompose into two disconnected components
(see third row in Fig. 6). As a result, the network
achieves consensus and all agents’ beliefs converge to
hypothesis θ1 except for agent 6 that can identify its
true hypothesis alone. Of course, the cooperative and
non-cooperative solutions lead to inconsistent learning
for some agents as well, with the results being strictly
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worse compared to SASL (agent 6 does not converge to
θ6 with the cooperative solution, while under the non-
cooperative solution agents 2, 3, 4, 5 do not converge to
their true hypothesis θ1).

1

2

3

4

5

6

7

8

9

10

Cooperative social learning algorithm.

1

2

3

4

5

6

7

8

9

10

Non-cooperative learning.

1

2

3

4

5

6

7

8

9

10

SASL.

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 6: Steady-state beliefs of every agent on its true
hypothesis θ(k) for cooperative social learning (i.e.,
νk,i(θ

(k))) (first row), non-cooperative learning (i.e.,
πk,i(θ

(k))) (second row) and SASL Algorithm (i.e.,
µ̄k,i(θ

(k))) (third row).

VI. CONCLUSIONS

In this work the problem of social learning with multiple
true hypotheses and self-interested agents was investi-
gated. Contrary to previous works that aim at showing
that the network achieves consensus, here we investi-
gated the scenario where every agent wants to converge
to its true hypothesis. For this reason, we devised an
adaptive combination weights scheme based on agents’
private information and studied the performance of the
proposed social learning algorithm. We provided condi-
tions under which every agent in the network success-
fully learns its true hypothesis and we illustrated the
learning behavior of the agents via computer simulations.

APPENDIX A
PROOF OF LEMMA 1

Let us define for convenience the following:

pk,i|θ , P(ζk,1:i|θ
(k) = θ), θ ∈ Θ (40)

p`,i|θ , P(ζ`,1:i|θ
(`) = θ), θ ∈ Θ (41)

qθ̄(k) , P(θ(k) = θ̄(k)), θ̄(k) ∈ Θ (42)

qθ̄(`) , P(θ(`) = θ̄(`)), θ̄(`) ∈ Θ. (43)

For every two agents k 6= ` let us consider the joint
conditional probability

P(Sk`|ζk,1:i, ζ`,1:i)

(9)
=
∑
θ∈Θ

P(θ(k) = θ,θ(`) = θ|ζk,1:i, ζ`,1:i)

(a)
=
∑
θ∈Θ

pk,i|θp`,i|θP(θ(k) = θ,θ(`) = θ)

P(ζk,1:i, ζ`,1:i)

(b)
=
∑
θ∈Θ

pk,i|θp`,i|θP(θ(k) = θ)P(θ(`) = θ)∑
θ̄(k),θ̄(`) pk,i|θ̄(k)p`,i|θ̄(`)qθ̄(k)qθ̄(`)

=
∑
θ∈Θ

pk,i|θp`,i|θP(θ(k) = θ)P(θ(`) = θ)∑
θ̄(k) pk,i|θ̄(k)qθ̄(k)

∑
θ̄(`) p`,i|θ̄(`)qθ̄(`)

=
∑
θ∈Θ

πk,i(θ)π`,i(θ) (44)

In step (a) Bayes rule was utilised along with the fact
that ζk,1:i and ζ`,1:i are conditionally independent given
θ(k) and θ(`), respectively. Step (b) is true due to the
assumption that the hypotheses are independent across
agents, i.e., P(θ(k),θ(`)) = P(θ(k))P(θ(`)). �

APPENDIX B
PROOF OF PROPOSITION 1

For convenience for a given hypothesis θ ∈ Θ we define
the state-specific weights as

a`k,i(θ) ,
P(Sθk`|ζk,1:i, ζ`,1:i)

σk,i
=
πk,i(θ)π`,i(θ)

σk,i
,

(45)

where ` ∈ N ?
k . Then, the following holds:

a`k,i =
∑
θ∈Θ

a`k,i(θ) (46)

We prove the result by following the techniques used in
Theorem 2 in [3]. We define the log ratio of local beliefs:

λ̄k,i(θ) , log
πk,i(θ)

πk,i(θ(k))
, θ /∈ Θ?

k, k ∈ N . (47)

Using (6) we have

λ̄k,i(θ) =

i∑
t=1

Lk,t(θ) + λk,0(θ), θ /∈ Θ?
k (48)
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where the last term on the right-hand side (RHS) in (48)
is equal to 0 due to Assumption 1 and

Lk,i(θ) , log
Lk(ζk,i|θ)
Lk(ζk,i|θ(k))

, θ /∈ Θ?
k, k ∈ N . (49)

Taking expectations in (48) we have for every θ /∈ Θ?
k

E{λ̄k,i(θ)} = E

{
i∑
t=1

Lk,t(θ)

}
= −idk(θ) ≤ −i min

θ 6=θ(k)
dk(θ). (50)

Next, by Assumption 2, we have

logα ≤ dk(θ) ≤ log
1

α
, ∀θ /∈ Θ?

k. (51)

Let us consider the sequence of random variables
ζk,1:i = (ζk,1, . . . , ζk,i). We want to establish that
λ̄k,i(θ), which is a function of ζk,1:i, has bounded
differences. For all t such that 1 ≤ t ≤ i we have

max
ζk,t

λ̄k,i(θ)−min
ζk,t

λ̄k,i(θ) = max
ζk,t

log
Lk(ζk,t|θ)
Lk(ζk,t|θ(k))

−min
ζk,t

log
Lk(ζk,t|θ)
Lk(ζk,t|θ(k))

≤ log
1

α
− logα = 2 log

1

α
(52)

where we utilized (51). Thus, λ̄k,i(θ) has bounded
differences and as a result, we can apply McDiarmid’s
inequality [25], which states the following. Consider a
sequence of random variables ζk,1:i = (ζk,1, . . . , ζk,i)
and a function g : Zik → R of bounded differences for
all 1 ≤ t ≤ i, meaning

sup
ζk,t∈Zk

g(. . . , ζk,t, . . .)− inf
ζk,t∈Zk

g(. . . , ζk,t, . . .) ≤ ρt

(53)

for some ρt <∞. Then, for any ε > 0 and all i ≥ 1

P
(
g(ζk,1:i)− E{g(ζk,1:i)} ≥ ε

)
≤ exp

(
− 2ε2∑i

t=1 ρ
2
t

)
.

(54)

Thus, from (54) for ρt = 2 log 1
α (the bound from (52))

we have

P
(
λ̄k,i(θ)− E{λ̄k,i(θ)} ≥ ε

)
≤ exp

(
− 2ε2

4i(log 1
α )2

)
.

(55)

Then, since πk,i(θ) ∈ (0, 1) we have for all θ /∈ Θ?
k

πk,i(θ) ≤
πk,i(θ)

πk,i(θ(k))
= exp

(
λ̄k,i(θ)

)
. (56)

Thus, for an arbitrary ε we have

P
(
πk,i(θ) ≥ exp(ε)

)
≤ P

(
exp(λ̄k,i(θ)) ≥ exp(ε)

)
= P

(
λ̄k,i(θ) ≥ ε

)

(50)
≤ P

(
λ̄k,i(θ)− E{λk,i} ≥ ε+ i min

θ/∈Θ?
k

dk(θ)
)

(57)

By utilizing (55), (57) and by setting

ε = − i
2

min
θ/∈Θ?k

dk(θ) (58)

we obtain the result. �

APPENDIX C
PROOF OF THEOREM 1

From Proposition 1 we have for every agent k ∈ N :

πk,i(θ)
a.s.−→ 0, ∀θ /∈ Θ?

k. (59)

By utilizing (45), the above implies that

a`k,i(θ)
a.s.−→ 0, ∀θ /∈ Θ?

k,∀` ∈ N ?
k . (60)

Moreover, due to Assumption 1 and the fact that all θ ∈
Θ are observationally equivalent we have

πk,i(θ) = πk,i(θ
′), ∀θ, θ′ ∈ Θ?

k, θ 6= θ′,∀i ≥ 1.
(61)

Utilizing the above, since πk,i is a probability vector we
have

πk,i(θ)
a.s.−→ 1

|Θ?
k|
, ∀θ ∈ Θ?

k. (62)

Similarly for a neighbor ` ∈ N ?
k we have that

π`,i(θ)
a.s.−→ 0, ∀θ /∈ Θ?

` (63)

an`,i(θ)
a.s.−→ 0, ∀θ /∈ Θ?

` , ∀n ∈ N ?
` (64)

π`,i(θ)
a.s.−→ 1

|Θ?
` |
, ∀θ ∈ Θ?

` . (65)

Utilizing the above, for an agent k:

P(θ(k) = θ,θ(`) = θ|ζk,1:i, ζ`,1:i)

a.s.−→

{
1
|Θ?k|

1
|Θ?` |

, θ ∈ Θ?
k ∩Θ?

` , ` ∈ N ?
k

0, otherwise.
(66)

Then, (12) yields

σk,i
a.s.−→ 1 +

∑
`∈N?k

∑
θ∈Θ?k∩Θ?`

1

|Θ?
k|

1

|Θ?
` |

= 1 +
∑
`∈N?k

|Θ?
k ∩Θ?

` |
|Θ?
k||Θ?

` |
(67)

Then, from (45) we obtain the result. �

APPENDIX D
PROOF OF LEMMA 2

A strongly-connected component is a set of connected
agents where information can flow from every agent to
every other agent in that set and at least one agent has
a self-loop (i.e., there is at least one k ∈ N such that
akk > 0) [22].
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Since G is undirected we have that if ` ∈ N ?
k ⇐⇒ k ∈

N ?
` . Moreover, due to (20), we observe that

a`k,∞ > 0⇐⇒ ak`,∞ > 0, ∀k, ` ∈ N , k 6= ` (68)
a`k,∞ = 0⇐⇒ ak`,∞ = 0, ∀k, ` ∈ N , k 6= ` (69)

since ak`,∞, a`k,∞ ∝ |Θ?k∩Θ?` |
|Θ?k||Θ

?
` |

. This implies that infor-
mation can flow from k to ` if and only if information
can flow from ` to k as well. This means that there
is not one-directional flow of information between any
two agents in the network. This implies that there can
not be any path in the network that allows information
to flow from any agent k to any other agent ` without
information from ` to flow to k as well. As a result, all
network is decomposed into disjoint strongly-connected
components. Then, let N̄1, . . . , N̄S denote the distinct
strongly connected components. Then, (25) follows from
Perron-Frobenius Theorem.

APPENDIX E
PROOF OF THEOREM 2

First we prove a useful Lemma that provides a bound
on the difference between the log-belief ratios formed
by algorithm (13)-(14) and (22)-(23). Let us first define
for every possible pair θ, θ′ ∈ Θ such that θ 6= θ′ the
aforementioned log-belief ratios as follows:

λk,i(θ, θ
′) , log

µk,i(θ)

µk,i(θ
′)
, k ∈ N (70)

λck,i(θ, θ
′) , log

µck,i(θ)

µck,i(θ
′)
, k ∈ N . (71)

and the log-likelihood ratio:

Lk,i(θ, θ
′) , log

Lk(ζk,i|θ)
Lk(ζk,i|θ′)

, k ∈ N (72)

Then, by utilizing (13)-(14) and (22)-(23), respectively,
(70) and (71) yield:

λk,i(θ, θ
′) =

∑
`∈Nk

a`k,iL`,i(θ, θ
′)

+
∑
`∈Nk

a`k,iλ`,i−1(θ, θ′) (73)

λck,i(θ, θ
′) =

∑
`∈Nk

a`k,∞L`,i(θ, θ
′)

+
∑
`∈Nk

a`k,∞λ
c
`,i−1(θ, θ′). (74)

The above are written in matrix-vector notation as

λi(θ, θ
′) = AT

i Li(θ, θ
′) +AT

i λi−1(θ, θ′) (75)

λci (θ, θ
′) = AT

∞Li(θ, θ
′) +AT

∞λ
c
i−1(θ, θ′) (76)

where

Li(θ, θ
′) =

[
log

L1,i(ζ1,i|θ)
L1,i(ζ1,i|θ′)

, . . . , log
L|N|,i(ζ|N|,i|θ)
L|N|,i(ζ|N|,i|θ′)

]T
(77)

and λi(θ, θ
′) = [λ1,i(θ, θ

′), . . . ,λ|N |,i(θ, θ
′)]T and

λci (θ, θ
′) = [λc1,i(θ, θ

′), . . . ,λc|N |,i(θ, θ
′)]T.

Lemma 3. (Bounded difference of log-belief ratios).
The difference between the log-belief ratios is bounded
for all i ≥ 1 and for all θ 6= θ′, θ, θ′ ∈ Θ, meaning

lim
i→∞

supE{||λi(θ, θ′)− λci (θ, θ′)||∞} ≤ y <∞. (78)

Proof. By utilizing (75) and (76), the difference in the
log-belief ratios between the two algorithms for any two
distinct θ, θ′ ∈ Θ is given by

λi(θ, θ
′)− λci (θ, θ′)

= (AT
i −AT

∞)Li(θ, θ
′) +AT

i λi−1(θ, θ′)

−AT
∞λ

c
i−1(θ, θ′) +AT

i λ
c
i−1(θ, θ′)−AT

i λ
c
i−1(θ, θ′)

= (AT
i −AT

∞)Li(θ, θ
′) +AT

i (λi−1(θ, θ′)− λci−1(θ, θ′))

+ (AT
i −AT

∞)λci−1(θ, θ′) (79)

Taking the L∞-norm we have

||λi(θ, θ′)− λci (θ, θ′)||∞
(a)

≤ ||(AT
i −AT

∞)||∞||Li(θ, θ
′)||∞

+ ||AT
i ||∞||(λi−1(θ, θ′)− λci−1(θ, θ′))||∞

+ ||(AT
i −AT

∞)||∞||λci−1(θ, θ′)||∞
(b)
= ||(AT

i −AT
∞)||∞||Li(θ, θ

′)||∞
+ ||λi−1(θ, θ′)− λci−1(θ, θ′)||∞
+ ||(AT

i −AT
∞)||∞||λci−1(θ, θ′)||∞ (80)

where ||x||∞ corresponds to the maximum (absolute) row
sum norm (induced by L∞ vector norm) if x is a matrix.
(a) is true by the sub-multiplicative property of vector
induced norms (see [26] Theorem 5.6.2 property b) and
(b) due to the fact that AT is right-stochastic and as a
result ||AT

i ||∞ = 1 for all i. Expanding the above we
get

||λi(θ, θ′)− λci (θ, θ′)||∞

≤
i∑
t=1

||(AT
t −AT

∞)||∞||Lt(θ, θ
′)||∞

+ ||λ0(θ, θ′)− λc0(θ, θ′)||∞

+

i∑
t=1

||(AT
t −AT

∞)||∞||λct−1(θ, θ′)||∞

(a)
=

i∑
t=1

||(AT
t −AT

∞)||∞||Lt(θ, θ
′)||∞

+
i∑
t=1

||(AT
t −AT

∞)||∞||λct−1(θ, θ′)||∞

(b)

≤ L

i∑
t=1

||(AT
t −AT

∞)||∞
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+

i∑
t=1

||(AT
t −AT

∞)||∞||λct−1(θ, θ′)||∞ (81)

where (a) is true due to Assumption 1 and (b) because
of the fact that |Lt(θ, θ

′)| is bounded by L = | logα|.
Regarding the second term in (81), by iterating (76) and
using the sub-multiplicative property, we have
i∑
t=1

||(AT
t −AT

∞)||∞||λct−1(θ, θ′)||∞

≤
i∑
t=1

||(AT
t −AT

∞)||∞
t−1∑
t′=1

||(AT
∞)t

′
||∞||Lt−t′(θ, θ

′)||∞

+ ||(AT
∞)t−1||∞||λ0(θ, θ′)||∞

(a)
=

i∑
t=1

||(AT
t −AT

∞)||∞
t−1∑
t′=1

||Lt′(θ, θ
′)||∞

(b)

≤
i∑
t=1

||(AT
t −AT

∞)||∞
t−1∑
t′=1

L

= L

i∑
t=1

||(AT
t −AT

∞)||∞(t− 1) (82)

where (a) is true due to Assumption 1 and the fact that
||(AT

∞)t
′ ||∞ = 1 for all t′. (b) holds for the same reason

as in (81). Combining (81) and (82) we get

||λi(θ, θ′)− λci (θ, θ′)||∞ ≤ L
i∑
t=1

||(AT
t −AT

∞)||∞

+

i∑
t=1

||(AT
t −AT

∞)||∞
i∑

t′=t

||Lt′ ||∞

≤ L
i∑
t=1

||(AT
t −AT

∞)||∞

+ L

i∑
t=1

||(AT
t −AT

∞)||∞(t− 1) (83)

Let us bound E{
∑i
t=1 |a`k,t − a`k,∞|}. We have for

every k ∈ N , ` ∈ N ?
k and for all θ /∈ Θ?

k ∩Θ?
`

E

{
i∑
t=1

|a`k,t(θ)− 0|

}
= E

{
i∑
t=1

|a`k,t(θ)I{a`k,t≥exp(c`kt)}|

+

i∑
t=1

|a`k,t(θ)I{a`k,t(θ)<exp(c`kt)}|

}
(a)

≤
i∑
t=1

1× exp(−d`kt) +

i∑
t=1

exp(−c`kt)× 1 (84)

where in (a) we utilized part 1) of Lemma 5 to upper
bound the value of |a`k,t(θ)− 0| = a`k,t(θ). Moreover,
following the same rationale as above, from part 2) of
Lemma 5 we have for every k ∈ N , ` ∈ N ?

k and for all

θ ∈ Θ?
k ∩Θ?

`

E

{
i∑
t=1

|a`k,t(θ)− a`k,∞(θ)|

}

= E

{
i∑
t=1

|a`k,t(θ)− a`k,∞|I{|a`k,t(θ)|≥α′`k exp(−c′`kt)}

+

i∑
t=1

|a`k,t(θ)− a`k,∞|I{|a`k,t(θ)|<α′`k exp(−c′`kt)}

}

≤
i∑
t=1

1× b′`k exp(−d′`kt) +

i∑
t=1

α′`k exp(−c′`kt)× 1.

(85)

Moreover, we have
i∑
t=1

||(AT
t −AT

∞)||∞ ≤
i∑
t=1

max
k∈N

{∑
` 6=k

|a`k,t − a`k,∞|

+ |1−
∑
6̀=k

a`k,t − 1 +
∑
6̀=k

a`k,∞|

}

≤ 2

i∑
t=1

max
k∈N

∑
6̀=k

|a`k,t − a`k,∞|


≤ 2

i∑
t=1

max
k∈N

{∑
6̀=k

(
∑

θ/∈Θ?
k
∩Θ?

`

|a`k,t(θ)− 0|

+
∑

θ∈Θ?
k
∩Θ?

`

|a`k,t(θ)− a`k,∞(θ)|)

}
(a)

≤ 2

i∑
t=1

∑
k∈N

(∑
6̀=k

( ∑
θ/∈Θ?

k
∩Θ?

`

|a`k,t(θ)− 0|

+
∑

θ∈Θ?
k
∩Θ?

`

|a`k,t(θ)− a`k,∞(θ)|
))

. (86)

where (a) is true due to the fact that all the summation
terms are positive and thus the total sum of the elements
is greater than the maximum element. By taking expec-
tation, we have

E

{
i∑
t=1

||(AT
t −AT

∞)||∞

}

≤ 2

i∑
t=1

∑
k∈N

(∑
` 6=k

( ∑
θ/∈Θ?

k
∩Θ?

`

exp(−d`kt) + exp(c`kt)

+
∑

θ∈Θ?
k
∩Θ?

`

b′`k,t exp(−d′`kt) + α′`k,t exp(−c′`kt)
))

= ξi

(87)

We have

ξ∞ , lim
i→∞

ξi <∞. (88)

because all series appearing in (87) are convergent
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geometric series. Then, (83) yields

E{||λi(θ, θ′)− λci (θ, θ′)||∞}

≤E

{
L

i∑
t=1

||(AT
t −AT

∞)||∞+L

i∑
t=1

||(AT
t −AT

∞)||∞(t− 1)

}

≤ Lξi + 2L

(
i∑
t=1

∑
k∈N

(∑
` 6=k

( ∑
θ/∈Θ?

k
∩Θ?

`

exp(−d`kt)(t− 1)

+ exp(−c`kt)(t− 1) +
∑

θ∈Θ?
k
∩Θ?

`

α′`k exp(−c′`kt)(t− 1)

+ b′`k exp(−d′`kt)(t− 1)
)))

. (89)

Let us study the series appearing in the second term on
the RHS of the above inequality. Performing the ratio
test for each one of them we have

r = lim
t→∞

exp(−v(t+ 1))t

exp(−vt)(t− 1)

= exp(−v) < 1, ∀v > 0. (90)

Thus, all series on LHS of (89) converge, implying

lim
i→∞

supE{||λi(θ, θ′)− λci (θ, θ′)||∞} ≤ y <∞. (91)

�

Now we prove Theorem 2. We characterize the asymp-
totic behavior of µck,i and then we use Lemma 3 to
characterize the behavior of µk,i. Expanding (76) yields

λci (θ, θ
′) =

i∑
t=1

(AT
∞)i−t+1Lt(θ, θ

′)

+ (AT
∞)iλ0(θ, θ′), θ 6= θ′ (92)

Since the prior beliefs are uniform (Assumption 1) the
second term in (92) is equal to 0. Then, by adding and
subtracting ĀT

∞ (defined in (25) and by dividing by i
and taking the limit as i→∞ (92) yields

lim
i→∞

1

i
λci (θ, θ

′)= lim
i→∞

1

i

i∑
t=1

(
(AT
∞)i−t+1 − ĀT

∞
)
Lt(θ, θ

′)

+ lim
i→∞

1

i

i∑
t=1

ĀT
∞Lt(θ, θ

′) (93)

Following the same arguments used in the proof of
Lemma 8 in [27] we can show that the first term on
the RHS of the above expression goes to 0 a.s. Then,
from the strong law of large numbers we have that

lim
i→∞

1

i
λci (θ, θ

′)
a.s.−→ ĀT

∞E{Lt(θ, θ
′)} (94)

From Lemma 2, the above implies that for every k ∈ N̄s

lim
i→∞

1

i
λck,i(θ, θ

′)
a.s.−→

∑
`∈N̄s

ps(`)E{L`,t(θ, θ
′)}

=
∑
`∈N̄s

ps(`)(d`(θ
′)− d`(θ)) (95)

Observing the above, we conclude that for any θ /∈ Θ̄?
s

and for any θ′ ∈ Θ̄?
s we have

lim
i→∞

1

i
λci (θ, θ

′)
a.s.−→ −(Cs(θ

?))− Cs(θ)) (96)

which is Cs(θ?s) − Cs(θ) > 0 from the definition of θ?s
in (27). Also, note that Cs(θ?) − Cs(θ) is finite due to
Assumption 2.

Since
λck,i(θ,θ

′)

i converges to a finite negative value, we
have that λck,i(θ, θ

′) diverges to −∞, which in turn
implies that µck,i(θ)

a.s.−→ 0 for all θ /∈ Θ̄?
s .

Then, we have

E
{∣∣∣∣∣∣∣∣λi(θ, θ′)i

− λ
c
i (θ, θ

′)

i

∣∣∣∣∣∣∣∣
∞

}
=

1

i
E{||λi(θ, θ′)− λci (θ, θ′)||∞} (97)

From Lemma 3 by taking the limit as i goes to ∞ we
get

lim
i→∞

E
{∣∣∣∣∣∣∣∣λi(θ, θ′)i

− λ
c
i (θ, θ

′)

i

∣∣∣∣∣∣∣∣
∞

}
= lim
i→∞

1

i
E{||λi(θ, θ′)− λci (θ, θ′)||∞} ≤ lim

i→∞

y

i
= 0

(98)

which implies that

λi(θ, θ
′)

i

P.−→ λci (θ, θ
′)

i
(99)

Then, since

λci (θ, θ
′)

i

a.s.−→ −(Cs(θ
?)− Cs(θ)) (100)

we have that
λi(θ, θ

′)

i

P.−→ −(Cs(θ
?)− Cs(θ)). (101)

This implies

µk,i(θ)
P.−→ 0, ∀θ /∈ Θ̄?

s. (102)

For the part 2) of the Theorem, we have that µk,i is a
probability vector and thus its entries must sum up to 1.
Then, if Θ̄?

s = {θ(k)}, from the first part of the Theorem
we have that µk,i(θ)

P.−→ 0 for all θ 6= θ(k) because Θ̄?
s

contains only θ(k) and thus, µk,i(θ
(k))

P.−→ 1. �

APPENDIX F
AUXILIARY RESULTS

Lemma 4. Let two random variables xi,yi such that:

P (|xi − x∞| ≥ cx exp(−axi)) ≤ dx exp(−bxi) (103)
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P (|yi − y∞| ≥ cy exp(−ayi)) ≤ dy exp(−byi) (104)

for some ax, bx, ay, by > 0 and x∞, y∞ ∈ R. Then:

P (|xi+yi−x∞−y∞|≥c̄ exp(−āi)) ≤ d̄ exp(−b̄i) (105)
P (|xiyi − x∞y∞| ≥ c̄ exp(−āi)) ≤ d̄ exp(−b̄i) (106)

for some ā, b̄, c̄, d̄ > 0.

If further xi, x∞ ≥ 1, then:

P
(
|x−1
i − x

−1
∞ | ≥ c̄ exp(−āi)

)
≤ d̄ exp(−b̄i) (107)

for some ā, b̄, c̄, d̄ > 0.

Proof. Let us define the following events:

A , {|xi − x∞| ≥ cx exp(−axi)} (108)

B , {|yi − y∞| ≥ cy exp(−ayi)} (109)

C(ā, c̄) , {|x−1
i − x

−1
∞ | ≥ c̄ exp(−āi)} (110)

D(ā, c̄) , {|xi + yi − x∞ − y∞| ≥ c̄ exp(−āi)}
(111)

E(ā, c̄) , {|xiyi − x∞y∞| ≥ c̄ exp(−āi)} (112)

for some ax, ay, cx, cy, ā, c̄ > 0.

We prove first (107). We have

|x−1
i − x

−1
∞ | =

|xi − x∞|
|xix∞|

≤ |xi − x∞| (113)

because |xix∞| ≥ 1. The above implies

Ā ⇒ C̄(ax, cx) (114)

where Ā stands for the complement of an event A. The
above in turn implies

P(C̄(ax, cx)) ≥ P(Ā)

⇔ P(C(ax, cx)) ≤ P(A)
(103)
≤ dx exp(−bxi). (115)

The above implies that (107) holds for xi, x∞ ≥ 1 and
for ā = ax, b̄ = bx, c̄ = cx, d̄ = dx.

We move on to prove (105). From the triangle inequality,
we have

|xi + yi − x∞ − y∞| ≤ |xi − x∞|+ |yi − y∞|
(116)

The above implies that

Ā ∩ B̄
⇒ |xi + yi − x∞ − y∞|
< cx exp(−axi) + cy exp(−ayi)
< (cx + cy) exp(−min{ax, ay}i). (117)

The above implies

Ā ∩ B̄ ⇒ D̄(−min{ax, ay}i, cx + cy) (118)

which in turn implies

P(D̄(min{ax, ay}, cx + cy)) ≥ P(Ā ∩ B̄)

⇔ P(D(min{ax, ay}i, cx + cy))

(a)

≤ P(A ∪ B)
(b)

≤ P(A) + P(B)
(103),(104)
≤ dx exp(−axi) + dy exp(−ayi) (119)

where in (a) De Morgan’s law [28] was utilized and in
(b) we used the union bound. The above implies that
(105) holds for ā = min{ax, ay}, b̄ = min{bx, by}, c̄ =
cx + cy, d̄ = dx + dy .

Finally, we prove (106). We have.

|xiyi − x∞y∞| =
|(xi − x∞)(yi − y∞) + x∞(yi − y∞) + y∞(xi − x∞)|
≤ |xi − x∞||yi − y∞|
+ |x∞||yi − y∞|+ |y∞||xi − x∞| (120)

By working in the same way as in (118), (119), from
the above we obtain

Ā ∩ B̄ ⇒ Ē(min{ax, ay}, cxcy + x∞cy + y∞cx)
(121)

which implies

P(Ē(min{ax, ay}, cxcy + x∞cy + y∞cx))

≥ P(Ā ∩ B̄)

⇔ P(E(min{ax, ay}, cxcy + x∞cy + y∞cx))

≤ P(A ∪ B) ≤ P(A) + P(B)

≤ dx exp(−axi) + dy exp(−ayi) (122)

The above implies that (106) holds for ā =
min{ax, ay}, b̄ = min{bx, by}, c̄ = cxcy + x∞cy +
y∞cx), d̄ = dx + dy . �

The following auxiliary Lemma characterizes the evolu-
tion of the adaptive weights.

Lemma 5. (Rate of convergence of the combination
weights ). Under Assumptions 1 and 2 the following
hold:

1) For every θ /∈ Θ?
k ∩Θ?

` and ` ∈ N ?
k the following

holds:

P (a`k,i(θ) ≥ exp (−c`ki)) ≤ exp (−d`ki) (123)

where

c`k ,
1

2
min

θ/∈Θ?k∩Θ?`

∑
m∈{k,`}

dm(θ) (124)

d`k ,
minθ/∈Θ?k∩Θ?`

∑
m∈{k,`} d

2
m(θ)

32(logα)2
(125)
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2) For every θ ∈ Θ?
k∩Θ?

` and for all k ∈ N , ` ∈ N ?
k

a`k,i(θ) the following is true:

P (|a`k,i(θ)− a`k,∞(θ)| ≥ α′`k exp(−c′`ki))
≤ b′`k exp(−d′`ki) (126)

for some α′`k, c
′
`k, b

′
`k, d

′
`k > 0 and for all i ≥ 1.

Proof. We will prove first part 1) of the Lemma. Since
σk,i ≥ 1, ∀i ≥ 1, k ∈ N , ` ∈ N ?

k , for all θ /∈ Θ?
k∩Θ?

`

we have from (45):

a`k,i(θ) ≤ πk,i(θ)π`,i(θ) ≤ min{πk,i(θ),π`,i(θ)}
(127)

where the last inequality follows from the fact that 0 ≤
πk,i(θ),π`,i(θ) ≤ 1. Then, from (10) we have

a`k,i =
∑
θ∈Θ

a`k,i(θ) ≤
∑
θ∈Θ

πk,i(θ)π`,i(θ) (128)

Let us denote

λ̂k,i(θ) , log
πk,i(θ)π`,i(θ)

πk,i(θ(k))π`,i(θ(`))
, θ /∈ Θ?

k ∩Θ?
` .

(129)

Now, we follow the same rationale as in the proof of
Proposition 1 and as in [3]. Using (6) we have

λ̂i(θ) =

i∑
t=1

log
Lk(ζk,i|θ)
Lk(ζk,i|θ(k))

+

i∑
t=1

log
L`(ζ`,i|θ)
L`(ζ`,i|θ(`))

+ λk,0(θ) + λ`,0(θ) (130)

where the last two terms λk,0(θ) = λ`,0(θ) = 0 due to
Assumption 1. Taking expectations in (130) we have

E{λ̂i(θ)} = −i
∑

m∈{k,`}

dm(θ)

≤ −i min
θ/∈Θ?k∩Θ?`

∑
m∈{k,`}

dm(θ). (131)

Next, by Assumption 2, we have for all θ /∈ Θ?
k ∩Θ?

`

2 logα ≤
∑

m∈{k,`}

dm(θ) ≤ 2 log
1

α
. (132)

Consider the sequence of random variables ζ1:i =
(ζk,1, ζ`,1, . . . , ζk,i, ζ`,i). We want to establish that
λ̂k,i(θ), which is a function of ζ1:i, has bounded dif-
ferences. For all t such that 1 ≤ t ≤ i we have

max
ζk,t,ζ`,t

λ̂i(θ)− min
ζk,t,ζ`,t

λ̂i(θ)

= max
ζk,t,ζ`,t

{
log

Lk(ζk,t|θ)
Lk(ζk,t|θ(k))

+ log
L`(ζ`,t|θ)
L`(ζ`,t|θ(`))

}
− min
ζk,t,ζ`,t

{
log

Lk(ζk,t|θ)
Lk(ζk,t|θ(k))

+ log
L`(ζ`,t|θ)
L`(ζ`,t|θ(`))

}
≤ 2 log

1

α
− 2 logα = 4 log

1

α
(133)

where we utilized (132). Thus, λ̂i(θ) has bounded dif-
ferences and as a result, we can apply McDiarmid’s
inequality. Then, by utilizing (54) for ρt = 4 log 1

α (the
bound from (133)) we obtain

P
(
λ̂i(θ)− E{λ̂i(θ)} ≥ ε

)
≤ exp

(
− 2ε2

16i(log 1
α )2

)
.

(134)

Then, since πk,i(θ),π`,i(θ) ∈ (0, 1) for all θ /∈ Θ?
k∩Θ?

`

we have

a`k,i(θ) = πk,i(θ)π`,i(θ) ≤
πk,i(θ)π`,i(θ)

πk,i(θ(k))π`,i(θ(`))

= exp
(
λ̂i(θ)

)
. (135)

Thus, for an arbitrary ε we have

P
(
a`k,i(θ) ≥ exp(ε)

)
≤ P

(
exp(λ̂i(θ)) ≥ exp(ε)

)
= P

(
λ̂i(θ) ≥ ε

)
≤ P

λ̂i(θ)− E{λ̂i}
(131)
≥ ε+ i min

θ/∈Θ?k∩Θ?`

∑
m∈{k,`}

dm(θ)


(136)

Utilizing (134), (136) and setting

ε = − i
2

 min
θ/∈Θ?k∩Θ?`

∑
m∈{k,`}

dm(θ)

 (137)

we have

P (a`k,i(θ) ≥ exp(ε))

≤ P

λ̂i(θ)− E{λ̂i(θ)} ≥
i

2
min

θ/∈Θ?
k
∩Θ?

`

∑
m∈{k,`}

dm(θ)


≤ exp

− 1
2

(
iminθ/∈Θ?

k
∩Θ?

`

∑
m∈{k,`} dm(θ)

)2

16i(log 1
α

)2


= exp

(
−

minθ/∈Θ?
k
∩Θ?

`

∑
m∈{k,`} d

2
m(θ)

32(logα)2
i

)
(138)

Now we will prove part 2) of Lemma. From Proposition
1 we have that

P (πk,i(θ) ≥ exp(−xki)) ≤ exp(−yki) (139)

for all θ /∈ Θ?
k for some xk, yk > 0. Consider

the events Yθ = {πk,i(θ) < exp(−xki)} and
Y = {

∑
θ/∈Θ?k

πk,i(θ) ≥
∑
θ/∈Θ exp(−xki) = |Θ \

Θ?
k| exp(−xki)}. Then, we have

∩
θ∈Θ

Yθ ⇒ ¬Y (140)

which implies

Y ⇒ ∪
θ∈Θ
¬Yθ (141)
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where ¬ stands for negation. Then, (141) implies

P

∑
θ/∈Θ?k

πk(θ) ≥ |Θ \Θ?
k| exp(−xki)


≤ P

(
∪θ/∈Θ?k

{πk,i(θ) ≥ exp(−xki)}
)

≤ |Θ \Θ?
k| exp(−yki) (142)

where in the last inequality the union bound was utilized.
Then, since πk,i is a probability vector, we have∑

θ∈Θ

πk,i(θ) =
∑
θ∈Θ?k

πk,i(θ) +
∑
θ/∈Θ?k

πk,i(θ) = 1.

(143)

Then, from (142) and (143) we obtain

P

∑
θ∈Θ?k

πk,i(θ) ≤ 1− |Θ \Θ?
k| exp(−xki)


≤ |Θ \Θ?

k| exp(−yki) (144)

Utilizing (61), (144) yields

P
(
πk,i(θ) ≤

1

|Θ?
k|
− |Θ \Θ?

k|
|Θ?
k|

exp(−xki)
)

≤ |Θ \Θ?
k| exp(−yki), θ ∈ Θ?

k. (145)

Also, due to (61) and the fact that πk,i is a probability
vector, the probability mass placed on every θ ∈ Θ?

k

cannot exceed 1/|Θ?
k|. Thus, the following is true:

P
(
πk,i(θ) >

1

|Θ?
k|

+
|Θ \Θ?

k|
|Θ?
k|

exp(−xki)
)

= 0 ≤ |Θ?
k| exp(−yki), θ ∈ Θ?

k. (146)

Combining (145) and (146), we obtain

P
(
|πk,i(θ)−

1

|Θ?
k|
| ≥ |Θ \Θ?

k|
|Θ?
k|

exp(−xki)
)

≤ |Θ \Θ?
k| exp(−yki), θ ∈ Θ?

k, (147)

for all k ∈ N . Also, for all θ /∈ Θ?
k we can write (see

Proposition 1):

P (|πk,i(θ)− 0| ≥ exp(−xki)) ≤ exp(−yki) (148)

Now, we can use the properties shown in Lemma 4
(see Appendix F) to show that a`k,i(θ) converges ex-
ponentially fast to a`k,∞(θ) for all θ. From (45), we see
that the numerator of a`k,i(θ) converges exponentially
fast to πk,∞(θ)π`,∞(θ) from (106). The denominator
(i.e., σk,i) also converges exponentially fast because
we can repeatedly apply (105) and (106), as σk,i is
comprised of products and sums of random variables
satisfying (105), (106). The inverse of the denominator
also converges exponentially fast due to (107) (note that
σk,i ≥ 1 for all i ≥ 1). Finally, we apply (106) by

setting xi = πk,i(θ)π`,i(θ) and yi = σ−1
k,i . Thus, we

get the statement of the Lemma. �
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