
ar
X

iv
:2

21
2.

03
48

4v
1 

 [
cs

.I
T

] 
 7

 D
ec

 2
02

2

Generalized Hamming Weights of Linear Codes from

Quadratic Forms over Finite Fields of Even Characteristic

Chao Liu, Dabin Zheng and Xiaoqiang Wang ∗

Abstract

The generalized Hamming weight of linear codes is a natural generalization of the minimum
Hamming distance. They convey the structural information of a linear code and determine its
performance in various applications, and have become one of important research topics in coding
theory. Recently, Li (IEEE Trans. Inf. Theory, 67(1): 124-129, 2021) and Li and Li (Discrete
Math., 345: 112718, 2022) obtained the complete weight hierarchy of linear codes from a quadratic
form over a finite field of odd characteristic by analysis of the solutions of the restricted quadratic
equation in its subspace. In this paper, we further determine the complete weight hierarchy of
linear codes from a quadratic form over a finite field of even characteristic by carefully studying the
behavior of the quadratic form on the subspaces of this field and its dual space, and complement
the results of Li and Li.
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1 Introduction

Let q be a power of a prime number and Fq be a finite field with q elements. A linear code C over
Fq with parameters [n, k, d] is a k-dimensional subspace of Fn

q with length n and minimum Hamming
distance d. For each r with 1 ≤ r ≤ k, let [C, r] be the set of all r-dimensional Fq-subspaces of C.
For each Hr ∈ [C, r], the support of Hr, denoted by supp(Hr), is the set of nonzero coordinates of
nonzero vectors in Hr, i.e.,

supp(Hr) = {i : 1 ≤ i ≤ n, ci 6= 0 for some (c1, c2, · · · , cn) ∈ Hr} .

The r-th generalized Hamming weight (GHW) of C is defined by

dr(C) = min { |supp(Hr)| : Hr ∈ [C, r] } ,

where |supp(Hr)| denotes the cardinality of the set supp(Hr). The set {d1(C), d2(C), · · · , dk(C)} is
called the weight hierarchy of C. Note that d1(C) is just the minimum Hamming distance of C.

The notion of GHWs was introduced by Helleseth et al. [18] and Kløve [21], which is a natural
generalization of the minimum distance d1(C). The GHWs of linear codes provide fundamental
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information of linear codes which are important in many applications. In 1991, Wei [37] first gave
a series of beautiful results on GHW and used it to characterize the cryptography performance of
a linear code over the wire-tap channel of type II. The GHW was also used to deal with t-resilient
functions, and trellis or branch complexity of linear codes [5, 31]. Apart from these cryptographic
applications, the GHWs also can be applied to computation of the state and branch complexity
profiles of linear codes [11,20], indication of efficient ways to shorten linear codes [15], determination
of the erasure list-decodability of linear codes [12], etc..

The study of GHWs of linear codes has attracted much attention in the past two decades, and
many results have been obtained in the literature. For example, general lower and upper bounds on
GHWs of linear codes were derived [1, 4, 15], and the GHWs have been determined or estimated for
many classes of linear codes such as Hamming codes [37], Reed-Muller codes [19,37], binary Kasami
codes [16], Melas and dual Melas codes [32], some BCH codes and their duals [2, 9, 10,28,29,33,34],
some trace codes [3, 30, 35, 36], some algebraic geometry codes [45] and cyclic codes [27, 43, 44].
Readers may refer to the excellent textbook [14] for a brief introduction to GHWs, and to [31] for
a comprehensive survey of GHWs via a geometric approach. However, to determine the weight
hierarchy of linear codes is a difficult problem, and to the best of our knowledge, only a few linear
codes have known complete weight hierarchies so far.

Let Tr denote the trace function from Fqm to Fq. For a set D = {d1, d2, · · · , dn} ⊂ Fqm, we define
a linear code CD of length n over Fq as follows:

CD = {c(x) = (Tr(xd1),Tr(xd2), · · · ,Tr(xdn)) , x ∈ Fqm} . (1)

The set D is called the defining set of CD. This method of construction of linear codes was first
proposed by Ding and Niederreiter [7]. A number of linear codes with a few weights were obtained
by properly choosing defining sets. For examples see [8, 26,41] and reference therein.

Let C be an [n,m] linear code over Fq with generator matrix G. For an integer r with 1 ≤ r ≤ m,
let U be an (m− r)-dimensional subspace of Fm

q and m(U) denote the total number of occurrences
of the vectors of U as columns of G. Helleseth et al. in [17] gave a formula to calculate the r-th
generalized Hamming weight of C as follows:

dr(C) = n−max
{

m(U) : U ∈
[

F
m
q ,m− r

]}

,

where
[

F
m
q ,m− r

]

denotes the set of all (m − r)-dimensional subspaces of Fm
q . It has been shown

in [42] that all linear codes can be obtained from the defining-set construction as in (1). Following
the idea of Helleseth et al., Li [23] gave a formula to calculate the r-th generalized Hamming weight
of CD as follows:

Lemma 1. [23, Theorem 1] For each r with 0 ≤ r ≤ m, if the dimension of CD given in (1) is m,
then

dr(CD) = n−max
{

|D ∩H⊥
r | : Hr ∈ [Fqm, r]

}

,

where [Fqm, r] denotes the set of all r-dimensional Fq-subspaces of Fqm and H⊥
r is the dual space of

Hr.

Let f(x) be a quadratic form over Fqm . Define a subset of Fqm as follows:

Df = {x ∈ Fqm : f(x) = a, a ∈ Fq} . (2)

In the case a = 0, the weight hierarchy of CDf
can be derived from the results in [39, 40], in which

the discussed linear codes were represented by generator matrices, and their weight hierarchies were
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deduced by application of the theory of finite projective geometry. When a 6= 0 and q is an odd
prime, Li and Li [24, 25] used a different method to determine the weight hierarchy of the linear
code CDf

for f being non-degenerate and degenerate, respectively. Continuing the work of [24] and
[25], this paper further discusses the weight hierarchy of the linear code CDf

for a 6= 0 and q being
a power of 2. By Lemma 1, the key to obtaining the r-th generalized Hamming weight of CDf

is to

determine the maximum value of |Df ∩H⊥
r | for a quadratic form f and any r-dimensional subspace

Hr of Fqm. It has been shown that |Df ∩H⊥
r | is equal to the number of solutions for the quadratic

equation f |H⊥
r
(x) = a, where f |H⊥

r
is the restriction of f to H⊥

r . The rank and the stand type of the
restriction f |H⊥

r
need to be determined for solving the equation f |H⊥

r
(x) = a. This is different from

and more difficult than the case of finite fields of odd characteristic. By application of quadratic
form theory on finite fields of even characteristic and anatomization of the rank of f |H⊥

r
and type

f |H⊥
r
, the maximum values of |Df ∩H⊥

r | are determined for all r-dimensional subspaces H⊥
r of Fqm,

where 1 ≤ r ≤ m. So, we obtain the weight hierarchy of the linear code CDf
for any quadratic form

f over finite fields of even characteristic, and complement the results of [24,25].
The rest of this paper is organized as follows: In Section 2, we introduce quadratic forms over a

finite field Fqm of even characteristic and their restrictions to the subspaces of Fqm . Section 3 deter-
mines the weight hierarchies of the binary linear codes CDf

for f being a non-degenerate quadratic
form over Fqm . In Section 4, we obtain the weight hierarchies of the binary linear codes CDf

for f
being a degenerate quadratic form over Fqm . Finally, Section 5 concludes the paper.

2 Quadratic forms on Fqm and their restrictions to its subspace

In this section, we recall some definitions and properties of quadratic forms over finite fields of
even characteristic and their restrictions to subspaces. Reader refer to [13,24,38] for more details.

From now on, let q be a power of 2 and Fqm be a finite field of qm elements. A polynomial
F (x) ∈ Fqm[x] with the following shape,

F (x) =

m−1
∑

i,j=0

aijx
qi+qj , aij ∈ Fqm,

is called a Dembowski-Ostrom (DO) polynomial [6]. It is clear that F (x) is also a homogeneous
quadratic polynomial. A function Q(x1, x2, . . . , xm) from F

m
q to Fq is called a quadratic form if it is

a homogenous polynomial of degree two as follows:

Q(x1, x2, · · · , xm) =
∑

1≤i≤j≤m

aijxixj , aij ∈ Fq.

Let Tr(·) denote the trace function from Fqm to Fq. We fix a basis Ω = {ε1, ε2, · · · , εm} of Fqm over
Fq and identify x =

∑m
i=1 xiεi ∈ Fqm with the vector x = (x1, x2, · · · , xm) ∈ F

m
q , then Tr(F (x)) is a

quadratic form in the coordinates of Fm
q . Moreover, every quadratic form f(x) from Fqm to Fq can

be represented as
f(x) = Tr (F (x)) ,

where F (x) is a DO polynomial defined above.
Let f be a quadratic form on Fqm and ℓf be the symmetric bilinear form on Fqm associated with

f as follows:
ℓf (x, y) = f(x+ y)− f(x)− f(y), x, y ∈ Fqm .
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By the property f(ax) = a2f(x) for all x ∈ Fqm, where a ∈ Fq, and the property of the symmetric
bilinear forms, we have that

f(x) =

m
∑

i=1

f(εi)x
2
i +

∑

1≤i<j≤m

ℓf (εi, εj)xixj = xMf (Ω)x
T , (3)

where x = (x1, x2, · · · , xm) ∈ F
m
q and

Mf (Ω) =











f(ε1) ℓf (ε1, ε2) · · · ℓf (ε1, εm)
0 f(ε2) · · · ℓf (ε2, εm)
...

...
. . .

...
0 0 · · · f(εm)











is called the matrix of quadratic form f with respect to the basis Ω. Recall that the kernel of ℓf is
defined to be

ker ℓf = {x ∈ Fqm : ℓf (x, y) = 0 for all y ∈ Fqm} =
{

x ∈ F
m
q : x

(

Mf (Ω) +MT
f (Ω)

)

= 0
}

,

and the kernel of f is defined to be

ker f = {x ∈ Fqm : f(x+ y) = f(y) for all y ∈ Fqm}

= {x ∈ Fqm : f(x) = 0 and lf (x, y) = 0 for all y ∈ Fqm}.

The quadratic form f is said to be non-degenerate if ker f = {0}. Otherwise, f is degenerate. The
rank of the quadratic form f over Fqm is defined as

rank f = m− dimFq(ker f).

It is known that ker f ⊆ ker ℓf [13]. The type of f is defined as

type f = dimFq(ker ℓf/ker f).

It has been shown in Lemma 6.34 of [13] that type f = 0 if f(ker ℓf ) = {0}, otherwise, type f = 1.
The rank of f can be represented as

rank f = m− dimFq ker ℓf + type f = rank
(

Mf (Ω) +MT
f (Ω)

)

+ type f. (4)

Taking a nonsingular linear transformation x = yP , where x,y ∈ F
m
q and P is an m×m nonsingular

matrix over Fq, the quadratic form f(x) in (3) is equivalent to the following standard types.

Lemma 2. [22, Proposition 2.4] Let f be a quadratic form given in (3) with rank t. If t is even,
then f is equivalent under a change coordinates to

Tpye I: x1x2 + x3x4 + · · · + xt−1xt, or

Type II: x1x2 + x3x4 + · · ·+ xt−3xt−2 + αx2t−1 + xt−1xt + αx2t , α ∈ Fq \
{

x2 + x : x ∈ Fq

}

.

If t is odd, then f is equivalent under a change coordinates to

Type III: x1x2 + x3x4 + · · · + xt−2xt−1 + x2t .

For a ∈ Fq, let δ(a) = −1 if a 6= 0 and δ(0) = q− 1. The number of solutions in Fqm to the equation
f(x) = a is
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Tpye I: qm−1 + δ(a)qm− t+2

2 ;

Type II: qm−1 − δ(a)qm− t+2

2 ;

Type III: qm−1.

It is known that the rank of Mf (Ω) +MT
f (Ω) is even. If f is equivalent to Type I or Type II,

then the rank of f is an even number. By (4) we have that type f = 0. If f is equivalent to Type
III, then the rank of f is an odd number. By (4) we have that type f = 1.

Next, we recall some results on the restriction of the quadratic form f to a subspace of Fqm. Let
H be an r-dimensional subspace of Fqm. The restriction of f to H, denoted by f |H , is a quadratic
form over H with at most r variables. Wan in Lemma 2 of [40] proved that the size of the intersection
of a preimage of a quadratic form f and a subspace H is equal to the number of solutions for the
restricted equation f |H(x) = a. Below we give the finite-field version of Lemma 2 in [40].

Proposition 1. [40, Lemma 2] Let f be a quadratic form over Fqm defined in (3) and Df be a set
given in (2). Let H be a d-dimensional subspace of Fqm and f |H be the restriction of f to H. Then

|Df ∩H| = |Df |H |,

where Df |H = {y ∈ H : f |H(y) = a}.

Proof. Let Ω = {ε1, ε2, · · · , εm} be a basis of Fqm over Fq. Each element x ∈ Fqm corresponds one
to one with its coordinate vector x = (x1, x2, · · · , xm) under this basis. Let {α1, α2, · · · , αd} be a
basis of H over Fq, then αi =

∑m
j=1 bijεj , where bij ∈ Fq and i = 1, 2, · · · , d. For any y ∈ H, it can

be represented as

y =

d
∑

i=1

yiαi =

m
∑

j=1

(

d
∑

i=1

bijyi

)

εj , yi ∈ Fq. (5)

By a discussion similar to (3) we have

f |H(y) =

(

d
∑

i=1

bi1yi, · · · ,
d
∑

i=1

bimyi

)

Mf (Ω)

(

d
∑

i=1

bi1yi, · · · ,
d
∑

i=1

bimyi

)T

= yPMf (Ω)P
TyT ,

where y = (y1, y2, · · · , yd), P = (b1,b2, · · · ,bd) and bi = (bi1, bi2, · · · , bid)
T for i = 1, 2, · · · , d. This

shows that the matrix of the restricted quadratic form f |H is PMf (Ω)P
T .

For any x ∈ Df ∩H, we have f(x) = xMf (Ω)x
T = a and x = yP from (5). Then, we derive that

yPMf (Ω)P
TyT = a, i.e., f |H(y) = a. So, from an x ∈ Df ∩H we can obtain a y ∈ Df |H . Conversely,

for any y ∈ Df |H , we have f |H(y) = yPMf (Ω)P
TyT = a. Let x = yP = (x1, x2, · · · , xm), then

xMf (Ω)x
T = a and x =

∑m
i=1 xiεi ∈ H. So, from a y ∈ Df |H we obtain an x ∈ Df ∩ H. This

completes proof.

Two vectors x, y ∈ Fqm are said to be orthogonal under the quadratic form f , denoted by x ⊥ y,
if ℓf (x, y) = 0. For a d-dimensional subspace H ⊆ Fqm , its dual space H⊥ under the quadratic form
f is defined by

H⊥ = {x ∈ Fqm : ℓf (x, y) = 0 for all y ∈ H}.

Two subspaces H and W of Fqm are said to be orthogonal, denoted by H ⊥ W , if x ⊥ y for all
x ∈ H and y ∈ W . The self-orthogonal subspace H⊥

f |H
of H under f |H is defined as

H⊥
f |H

= {x ∈ H : ℓf (x, y) = 0 for all y ∈ H} .
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It is obvious that H⊥
f |H

= H⊥ ∩H. Similar to (4), the rank of f |H can be represented as follows:

rank f |H = d− dimFq (H
⊥ ∩H) + type f |H , (6)

where type f |H = dimFq (ker ℓf |H/ker f |H).
For a subspace H ⊂ Fqm , it is known from Proposition 1 that |Df ∩H| is equal to the number

of solutions for the equation f |H(x) = a, where f |H is the restriction of f to H. By Lemma 2, the
rank and the standard type of f |H need to be determined for solving the equation f |H(x) = a. This
is different from and more difficult than the case of finite fields of odd characteristic. The following
proposition gives a formula to calculate the intersection of the preimage of a quadratic form and a
subspace of Fqm , which is slightly different from Proposition 1 in [24].

Proposition 2. Let f be a quadratic form over Fqm and Df be a set given in (2). Let H be a
d-dimensional subspace of Fqm and R = rank f |H (R ≤ d). Then

|Df ∩H| =

{

qd−1 ± qd−
R+2

2 , if R ≡ 0 (mod 2),

qd−1, if R ≡ 1 (mod 2).

Proof. By Proposition 1, we know that |Df ∩H| = |Df |H |, where

|Df |H | =
{

x ∈ H : f |H(x) = a, a ∈ F
∗
q

}

.

It is known that f |H(x) is a quadratic form over H with rank R (R ≤ d). By Lemma 2, if R is even,
then the quadratic form f |H(x) is equivalent to the standard type I or II, i.e.,

x1x2 + · · · + xR−1xR or x1x2 + · · ·+ αx2R−1 + xR−1xR + αx2R,

and |Df |H | = qd−1 ± qd−
R+2

2 , respectively. If R is odd, then the quadratic form f |H(x) is equivalent
to the standard type III, i.e.,

x1x2 + · · ·+ xR−2xR−1 + x2R,

and |Df |H | = qd−1.

By a similar proof of Proposition 2 in [24], we have

Proposition 3. [24, Proposition 2] Let f be a non-degenerate quadratic form over Fqm. For each r
with 0 < 2r < m, there exists an r-dimensional subspace H ⊆ Fqm such that H ⊆ H⊥.

3 The weight hierarchies of linear codes from non-degenerate quadratic

forms on Fqm

Let f be a non-degenerate quadratic form over Fqm , where q is a power of 2. In this section, by
analysis of behavior of the restriction of f to subspaces of Fqm , we determine the weight hierarchy
of the linear code

CDf
=
{

cx = (dx)d∈Df
: x ∈ Fqm

}

, (7)

where Df =
{

x ∈ Fqm : f(x) = a, a ∈ F
∗
q

}

.

6



Theorem 1. Let m be an even number. Let f be a non-degenerate quadratic form over Fqm , which
is equivalent to Type I. Then the linear code CDf

defined in (7) has the following weight hierarchy:

dr
(

CDf

)

=































qm−1 − q
m−2

2 − qm−2, if r = 1,

qm−1 − q
m−2

2 − qm−r−1 − q
m−4

2 , if 2 ≤ r ≤ m
2 ,

qm−1 − q
m−2

2 − qm−r−1 − qm−r−2, if m
2 < r < m− 1,

qm−1 − q
m−2

2 − 1, if r = m− 1,

qm−1 − q
m−2

2 , if r = m.

Proof. Since f is a non-degenerate quadratic form over Fqm , which is equivalent to Type I, by
Lemma 2 we have that

n = |
{

x ∈ Fqm | f(x) = a, a ∈ F
∗
q

}

| = qm−1 − q
m−2

2 .

By Lemma 1, the weight hierarchy of CDf
is

dr(CDf
) = n−max

{

|Df ∩H⊥
r | : Hr ∈ [Fqm , r]

}

.

So, the next task is to determine the maximum value of |Df ∩H⊥
r | for all r-dimension subspaces of

Fqm. By Proposition 2, we know that

|Df ∩H⊥
r | =

{

qm−r−1 ± qm−r−R+2

2 , if R ≡ 0 (mod 2),

qm−r−1, if R ≡ 1 (mod 2),
(8)

where R = rank f |H⊥
r
. By the equation (6),

R = rank f |H⊥
r
= m− r − dimFq(Hr ∩H⊥

r ) + type f |H⊥
r
, (9)

where R is even when type f |H⊥
r
= 0 and R is odd when type f |H⊥

r
= 1. From (8) we know that the

maximum value of |Df ∩H⊥
r | is qm−r−1 + qm−r−R+2

2 with possible minimum value of R.
By Proposition 1, we know that |Df ∩H⊥

r | = |Df |
H⊥

r

|. Let f |H⊥
r

denote the restriction of f to

the subspace H⊥
r , which is a quadratic form over H⊥

r at most m− r variables. If |Df ∩H⊥
r | is equal

to qm−r−1 + qm−r−R+2

2 , by Lemma 2, then f |H⊥
r
(x) must be equivalent to a quadratic form of Type

II.
Then, we will determine the minimum value of R when f |H⊥

r
is equivalent to a quadratic form

over H⊥
r of Type II. By Proposition 3 and (9), we know that R reaches its minimum value when

Hr ⊆ H⊥
r or H⊥

r ⊆ Hr i.e., r ≤ m− r or m− r ≤ r. These two cases are discussed below.
(1) 1 ≤ r ≤ m

2 . It is known that 0 ≤ dimFq (Hr ∩H⊥
r ) ≤ r. From (9) we have

m− 2r + type f |H⊥
r
≤ R ≤ m− r + type f |H⊥

r
. (10)

By (10), the minimum value of R is m− 2r when type f |H⊥
r
= 0. Next, we will show that f |H⊥

r
can

only be equivalent to Type I when R = m− 2r.
By Proposition 3, we can construct an r-dimensional subspace Hr of Fqm and its dual space as

follows:
Hr = 〈β1, β2, . . . , βr〉, H⊥

r = Hm−r = 〈α1, α2, . . . , αm−2r, β1, β2, . . . , βr〉.

7



Since dimFq(Hr ∩H⊥
r ) = r we have rank f |H⊥

r
= m− 2r by (9). From Hr and its dual space Hm−r

we set
Hm−2r = 〈α1, α2, . . . , αm−2r〉, H⊥

m−2r = 〈β1, β2, . . . , βr, βr+1, . . . , β2r〉.

It is clear that B1 = {α1, α2, . . . , αm−2r , β1, β2, . . . , β2r} is a basis of Fqm over Fq. Under this basis,
the matrix of the quadratic form f is

Mf (B1) =













f(α1) ℓf (α1, α2) · · · ℓf (α1, β2r)

f(α2)
...

. . .
...

f(β2r)













.

Since rank f |H⊥
r

= m − 2r is even, we know that type f |H⊥
r

= 0. This implies that ker ℓf |
H⊥

r

=ker

f |H⊥
r
. So,

f(βi) = ℓf (βi, βi) = 0, 1 ≤ i ≤ r.

Therefore, Mf (B1) has the following form,

Mf (B1) =





Mm−2r 0 0
0 0r Kr

0 0 Mr



 ,

where Mm−2r is an upper triangular matrix with order m−2r. Since f is non-degenerate, Mf (B1)+
MT

f (B1) is nonsingular. This implies that Kr is a nonsingular matrix of order r. It is easy to verify
that

GTMf (B1)G =





Mm−2r 0 0
0 0r Ir
0 0 0r



 , where G =





Im−2r 0 0
0 Ir (K−1

r )TMT
r K−1

r

0 0 K−1
r



 . (11)

According to the representations of H⊥
r and Hm−2r, we know that the restrictions of f to H⊥

r and
Hm−2r have the same canonical representation. Assume that f |H⊥

r
is equivalent to a quadratic form

on H⊥
r of Type II, and then f |Hm−2r

is also equivalent to a quadratic form on Hm−2r of Type II.
Hence, from (11) we derive that f is equivalent to a quadratic form on Fqm of Type II. This is a
contradiction to that f is equivalent to Type I.

Next, we construct a subspace H⊥
r such that f |H⊥

r
is equivalent to a quadratic form on H⊥

r of

Type II and R = rank f |H⊥
r
= m−2r+2. By Proposition 3, there exist subspaces Hr−2,H

⊥
r−2 ⊂ Fqm

as follows:

Hr−2 = 〈β1, . . . , βr−2〉, H⊥
r−2 = Hm−r+2 = 〈β1, β2, . . . , βr−2, α1, α2, . . . , αm−2r+4〉.

From Hr−2 we construct two subspaces Hr and H⊥
r as follows:

Hr = 〈β1, . . . , βr−2, ξ1, ξ2〉, H⊥
r = Hm−r = 〈δ1, δ2, . . . , δm−2r+2, β1, . . . , βr−2〉,

where {ξ1, ξ2} ∈ H⊥
r−2.

Assume that f |H⊥
r
is equivalent to a quadratic form over H⊥

r of Type II. Since dimFq (Hr∩H⊥
r ) =

r− 2, from (9) we have R = rankf |H⊥
r
= m− 2r+2. Next, we show that there exists a basis of Fqm

over Fq such that f is equivalent to a quadratic form over Fqm of Type I under this basis. Set

Hm−2r+2 = 〈δ1, δ2, . . . , δm−2r+2〉, H⊥
m−2r+2 = 〈β1, β2, . . . , βr−2, γ1, γ2, . . . , γr−2, ξ1, ξ2〉.
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Under the basis B2 = {δ1, δ2, . . . , δm−2r+2, β1, . . . , βr−2, γ1, . . . , γr−2, ξ1, ξ2} of Fqm over Fq, the matrix
of f has the following form,

Mf (B2) =









Mm−2r+2 0 0 0
0 0r−2 Kr−2 0
0 0 Mr−2 N
0 0 0 M2









,

whereMm−2r+2 andM2 are upper triangular matrices with orderm−2r+2 and 2, respectively. Since
f is non-degenerate, Mf (B2) + MT

f (B2) is non-singular. This implies that Kr−2 is a non-singular
matrix of order r − 2. It is verified that

M ′
f (B2) = GTMf (B2)G =









Mm−2r+2 0 0 0
0 0r−2 Ir−2 0

0 0 0 (K−1
r−2)

TN

0 0 NTK−1
r−2 M2









,

where M2 is congruent to a matrix of the form

(

α 1
0 α

)

, and G =









Im−2r+2 0 0 0

0 Ir−2 (K−1
r−2)

TMT
r−2K

−1
r−2 (K−1

r−2)
TN

0 0 K−1
r−2 0

0 0 0 I2









.

Moreover, it is easy to show that xM ′
f (B2)x

T = xM̄f (B2)x
T , where x = (x1, x2, · · · , xm) and

M̄f (B2) =









Mm−2r+2 0 0 0
0 0r−2 Ir−2 0
0 0 0r−2 0
0 0 0 M2









,

that is to say, the matrix of f under the basis B2 is M̄f (B2).
According to the representations of H⊥

r and Hm−2r+2, we know that the restrictions of f to H⊥
r

and Hm−2r+2 have the same canonical representation. Since f |H⊥
r
(x) is equivalent to a quadratic

form on H⊥
r of Type II, f |Hm−2r+2

(x) is also equivalent to a quadratic form on Hm−2r+2 of Type II.
So, Mm−2r+2 is a the matrix of Type II. By Lemma 11.17 in [38], we derive that f is equivalent to
a quadratic form on Fqm of Type I. Hence, R can reach m− 2r + 2 when f |H⊥

r
is equivalent to the

quadratic form on H⊥
r of Type II. In this case, from (9) we know that dimFq (Hr∩H⊥

r ) = m−r−R =
r − 2. Therefore, the cases r = 1 and 2 ≤ r ≤ m/2 need to be discussed separately.

Case 1: r = 1. From (10), the possible minimum values of R are m− 2 and m− 1. According
to analysis above, we know that f |H⊥

1
is equivalent to a quadratic form on H⊥

1 of Type I when

R = m − 2, and f |H⊥

1
is equivalent to the quadratic form on H⊥

1 of Type III when R = m − 1.

By (8), we know that |Df ∩H⊥
1 | is maximized when R = m− 1. Next, we show that there exists a

basis under which f is equivalent to Type I and its restriction to H⊥
1 is equivalent to Type III.

By Proposition 3, there exists a 1-dimensional subspace H1 of Fqm and its dual space as follows:

H1 = 〈αm−1〉, H⊥
1 = Hm−1 = 〈α1, α2, . . . , αm−1〉.

So, R = rank f |H⊥

1
= m− 1− (dim (H1 ∩H⊥

1 )− type f |H⊥

1
) = m− 1. From 1-dimensional space H1

and its dual space we construct a 2-dimensional space H2 and its dual space as follows:

H2 = 〈αm−1, γ〉, H⊥
2 = Hm−2 = 〈α1, α2, . . . , αm−2〉.
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It is clear that f |H⊥

2
is a non-degenerate quadratic form on H⊥

2 . Then, dimFq(H2 ∩H⊥
2 ) = 0. So,

B3 = {α1, α2, . . . , αm−2, αm−1, γ} is a basis of Fqm over Fq. Since R = m − 1 is odd, the quadratic
form f |H⊥

1
(x) has the canonical form of Type III and its corresponding matrix has the following

form:

Mm−1 =

(

Mm−2 0
0 1

)

,

where Mm−2 is a matrix of a quadratic form of Type I. For the sake of convenience, we can assume
that f(γ) = α = ρ2 + ρ, where ρ ∈ F

∗
q and ℓf (αm−1, γ) = 1. Under the basis B3, the matrix of

quadratic form f is

Mf (B3) =





Mm−2 0 0
0 1 1
0 0 α



 .

It is easy to verify that

M ′
f (B3) = GTMf (B3)G =





Mm−2 0 0
0 0 1 + α+ ρ−2α2

0 α+ ρ−2α2 0



 ,

where

G =





Im−2 0 0
0 ρ ρ−1α
0 1 ρ−2α+ ρ−1



 .

Moreover, it is clear that xM ′
f (B3)x

T = xM̄f (B3)x
T , where x = (x1, x2, · · · , xm) and

M̄f (B3) =





Mm−2 0 0
0 0 1
0 0 0



 .

We have shown that f is equivalent to a quadratic form on Fqm of Type I, and its restriction to H⊥
1

is equivalent to a quadratic form of Type III. In this case, |Df ∩H⊥
1 | = qm−r−1 and

d1(CDf
) = n−max

{

|Df ∩H⊥
1 | : H1 ∈ [Fqm, 1]

}

= qm−1 − q
m−2

2 − qm−2.

Case 2: 2 ≤ r ≤ m
2 . It is shown above that |Df ∩H⊥

r | is maximized when the quadratic form
f |H⊥

r
is equivalent to Type II and R = m− 2r+2. So, by Lemma 2, the number of solutions for the

equation f |H⊥
r
(x) = a is qm−r−1 + qm−r−R+2

2 = qm−r−1 + q
m−4

2 . Hence,

dr(CDf
) = n−max

{

|Df ∩H⊥
r | : Hr ∈ [Fqm , r]

}

= qm−1 − q
m−2

2 − qm−r−1 − q
m−4

2 .

(2) m
2 < r < m. In this case, 0 ≤ dimFq (Hr ∩H⊥

r ) ≤ m− r. From (9) we have

type f |H⊥
r
≤ R ≤ m− r + type f |H⊥

r
. (12)

From (8) we know that |Df ∩ H⊥
r | is maximized when f |H⊥

r
is equivalent to Type II and R is the

smallest possible even number.
From (12), the least even number that R can take is 0. In this case, type f |H⊥

r
= 0 and rank

f |H⊥
r
= 0. So, the number of solutions of f |H⊥

r
(x) = a for a ∈ F

∗
q is 0, i.e., |Df∩H

⊥
r | = 0. The second-

to-last smallest even number desirable for R is 2. In this case, from (9) we have dimFq (Hr ∩H⊥
r ) =

10



m− 2− r. When r ≤ m− 2, by a discussion similar to the case 1 ≤ r ≤ m
2 above, we can construct

a subspace Hr such that the quadratic form f |H⊥
r
(x) on H⊥

r is equivalent to Type II. The following
cases are discussed.

Case 1: m
2 < r ≤ m− 2. Since R = 2, the maximum value of |Df ∩H⊥

r | is q
m−r−1 + qm−r−2 for

any Hr ∈ [Fqm , r]. So,

dr(CDf
) = n−max

{

|Df ∩H⊥
r | : Hr ∈ [Fqm, r]

}

= qm−1 − q
m−2

2 − qm−r−1 − qm−r−2.

Case 2: r = m − 1. Let Hm−1 be a subspace of Fqm with dimension m − 1 and its dual space
H⊥

m−1 has the dimension 1. From (6), we have

R = rank f |H⊥

m−1
= 1− dimFq (H

⊥
m−1 ∩Hm−1) + type f |H⊥

m−1
. (13)

It is known that H⊥
m−1 ∩ Hm−1 is the self-orthogonal subspace of Hm−1 under f |Hm−1

. From (4)
we have that R = 0 when type f |H⊥

m−1
= 0, and R = 1 when type f |H⊥

m−1
= 1. If R = 0, then

|Df ∩H⊥
m−1| = |Df

H⊥
m−1

| = 0 for a ∈ F
∗
qm . When R = 1, from (8) we have |Df ∩H⊥

m−1| = 1. Next,

we show that there exist subspaces Hm−1 and H⊥
m−1 of Fqm such that R = rank f |H⊥

m−1
= 1 and

f |H⊥

m−1
is equivalent to Type III, where f is a quadratic form over Fqm , which is equivalent to Type

I. Let Mf and Mf |
H⊥

m−1

be the matrices of the canonical forms of f and f |H⊥

m−1
, respectively. From

(4) and (13) we know that rank (Mf |
H⊥

m−1

+MT
f |

H⊥
m−1

) = 0. So, any vector in Fqm is self-orthogonal

under f |H⊥

m−1
. Let β = (b, b, 0, . . . , 0) be a self-orthogonal vector under f |H⊥

m−1
for b ∈ F

∗
q, and

Hm−1 = 〈β, α1, . . . , αm−2〉, H⊥
m−1 = 〈β〉.

It is easy to verify that βMfβ
T = b2. This shows that f |H⊥

m−1
is equivalent to Type III. So,

dm−1(CDf
) = n−max

{

|Df ∩H⊥
m−1| : Hm−1 ∈ [Fqm ,m− 1]

}

= qm−1 − q
m−2

2 − 1.

Case 3: r = m. From (9) we hvae R = rank f |H⊥
m
= 0. So, |Df ∩H⊥

m| = 0 and

dm(CDf
) = qm−1 − q

m−2

2 .

Example 1. Let w be a primitive element of F24 and f(x) = Tr41(wx
3) be a quadratic form on

F24 , where Tr41(·) is a trace function from F24 to F2. Let CDf
be a linear code as in (7), where

Df = {x ∈ F24 | f(x) = 1}. By the help of Magma, we obtain the weight hierarchy of CDf
as follows:

d1 = 2, d2 = 3, d3 = 5, d4 = 6. This result is consistent with Theorem 1.

By a proof similar to Theorem 1, we get the following theorem.

Theorem 2. Let m be an even number. Let f be a non-degenerate quadratic form over Fqm , which
is equivalent to Type II. Then the linear codes CDf

defined in (7) has the following weight hierarchy:

dr(CDf
) =























qm−1 − qm−r−1, if 1 ≤ r ≤ m
2 − 1,

qm−1 + q
m−2

2 − qm−r−1 − qm−r−2, if m
2 ≤ r < m− 1,

qm−1 + q
m−2

2 − 1, if r = m− 1,

qm−1 + q
m−2

2 , if r = m.
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Example 2. Let w be a primitive element of F26 and f(x) = Tr61(wx
3) be a quadratic form on

F26 , where Tr61(·) is a trace function from F26 to F2. Let CDf
be a linear code as in (7), where

Df = {x ∈ F26 | f(x) = 1}. By the help of Magma, we obtain the weight hierarchy of CDf
as follows:

d1 = 16, d2 = 24, d3 = 30, d4 = 33, d5 = 35, d6 = 36. This result is consistent with Theorem 2.

By a discussion similar to Theorem 1, we obtain the following theorem.

Theorem 3. Let m be an odd number. Let f be a non-degenerate quadratic form over Fqm, which
is equivalent to Type III. Then the linear code CDf

defined in (7) has the following weight hierarchy:

dr(CDf
) =























qm−1 − qm−r−1 − q
m−3

2 , if 1 ≤ r ≤ m−1
2 ,

qm−1 − qm−r−1 − qm−r−2, if m+1
2 ≤ r < m− 1,

qm−1 − 1, if r = m− 1,

qm−1, if r = m.

Example 3. Let w be a primitive element of F25 and f(x) = Tr51(wx
3) be a quadratic form on

F25 , where Tr51(·) is a trace function from F25 to F2. Let CDf
be a linear code as in (7), where

Df = {x ∈ F25 | f(x) = 1}. By the help of Magma, we obtain the weight hierarchy of CDf
as follows:

d1 = 6, d2 = 10, d3 = 13, d4 = 15, d5 = 16. This result is consistent with Theorem 3.

4 The weight hierarchies of linear codes from degenerate quadratic

forms on Fqm

In this section, we discuss the weight hierarchy of the linear code CDf
defined in (7) for f(x)

being a degenerate quadratic form over Fqm. From now on, let f be a degenerate quadratic form
over Fqm and F̄qm = Fqm/ker f . It is easy to see that the quadratic form f induces a non-degenerate
quadratic form f̄ over F̄qm as follows:

f̄ : F̄qm −→ Fq

x̄ 7−→ f(x).

Let ϕ : x 7→ x̄ be a canonical map from Fqm to F̄qm. For a subspace H ⊂ Fqm , ϕ(H) = H/(H∩ker f)
is a subspace of F̄qm , and denote it by H̄. Let f̄ |H̄ denote the restriction of the quadratic form of f̄
to H̄, and R̄ denote the rank of f̄ |H̄ . The dual space of H̄ under the quadratic form f̄ is defined as

H̄⊥ = {x̄ ∈ F̄qm : ℓf̄ (x̄, ȳ) = 0 for all ȳ ∈ H̄},

and the self-orthogonal subspace of H̄ under f̄ |H̄ is defined as

H̄⊥
f |H̄

= {x̄ ∈ H̄ : ℓf̄ (x̄, ȳ) = 0 for all ȳ ∈ H̄}.

For a degenerate quadratic form f , to calculate the r-th generalized Hamming weight of CDf

in (7), we need to find the maximum value of |Df ∩H⊥
r | for all r-dimensional subspace Hr of Fqm,

which is determined by the rank and type of f |H⊥
r

by Proposition 2. Since f̄(x̄) = f(x) for all

x ∈ Fqm, we know that f |H and f̄ |H̄ have the same rank and standard type. However, Since f̄ is
a non-degenerate quadratic form on F̄qm , the rank and type of f̄ |H̄ can be determined as we did in
Theorem 1. Hence, by a similar way to the last section, we can determine the weight hierarchy of
the linear code CDf

for f being a degenerate quadratic form over Fqm.
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Theorem 4. Let m be a positive integer and f be a degenerate quadratic form over Fqm with rank f =
2s (2s < m), which is equivalent to Type I. Then the linear code CDf

defined in (7) has the following
weight hierarchy:

dr(CDf
) =































qm−1 − qm−s−1 − qm−2, if r = 1,

qm−1 − qm−s−1 − qm−r−1 − qm−s−2, if 2 ≤ r ≤ s,

qm−1 − qm−s−1 − qm−r−1 − qm−r−2, if s < r < m− 1,

qm−1 − qm−s−1 − 1, if r = m− 1,

qm−1 − qm−s−1, if r = m.

Proof. Since f is a degenerate quadratic form over Fqm with rank f = 2s, which is equivalent to
Type I, by Lemma 2 we know that

n = | {x ∈ Fqm | f(x) = a, a ∈ F
∗
q} | = qm−1 − qm−s−1.

By Lemma 1, the r-th generalized Hamming weight of CDf
is equal to

dr(CDf
) = n−max

{

|Df ∩H⊥
r | : Hr ∈ [Fqm , r]

}

,

where [Fqm, r] is the set of all r-dimensional subspaces of Fqm. By Proposition 2, we know that

|Df ∩H⊥
r | =

{

qm−r−1 ± qm−r−R+2

2 , if R ≡ 0 (mod 2),

qm−r−1, if R ≡ 1 (mod 2),
(14)

where R = rank f |H⊥
r
. From (14), the possible maximum value of |Df ∩H⊥

r | is qm−r−1 + qm−r−R+2

2

when R is the smallest even number possible. In this case, by Lemma 2, f |H⊥
r
(x) is equivalent to a

quadratic form over H⊥
r of Type II.

Next, we determine the minimum value of R when f |H⊥
r
(x) is equivalent to a quadratic form over

H⊥
r of Type II. Let H̄r denote the image of Hr under the canonical map ϕ, i.e., H̄r = Hr/Hr ∩ ker f .

Let R̄ denote the rank of f̄ |H̄ . From (6) we have

R̄ = rank f̄ |H̄⊥
r
= dimFq (H̄

⊥
r )− dimFq (H̄r ∩ H̄⊥

r ) + type f̄ |H̄⊥
r

(15)

and R̄ = R. Since f̄ is non-degenerate over F̄qm , by Proposition 3 and (15), R̄ reaches its minimum
value when H̄r ⊆ H̄⊥

r or H̄⊥
r ⊆ H̄r, i.e., r ≤ 2s − r or 2s − r ≤ r. These two cases are discussed

below.
(1) 1 ≤ r ≤ s. In this case, for a subspace Hr ⊂ Fqm we have

dimFq (H̄
⊥
r ) = dimFq (H

⊥
r )− dimFq (H

⊥
r ∩ ker f) ≥ m− r − (m− 2s) = 2s− r, and

0 ≤ dimFq (H̄r ∩ H̄⊥
r ) ≤ dimFq (H̄r) = 2s − dimFq (H̄

⊥
r ) ≤ 2s− (2s − r) = r.

So, from (15), we know that
R̄ ≥ 2s− 2r + type f̄ |H̄⊥

r
. (16)

Since f̄ is non-degenerate over F̄qm , by a discussion similar to Theorem 1, we know that the minimum
desirable value for R̄ is 2s− 2r+2, rather than 2s− 2r when f̄ |H̄⊥

r
(x̄) is equivalent to the quadratic

form over H̄⊥
r of Type II. Next, we construct a subspace H̄⊥

r ⊂ F̄qm such that f̄ |H̄⊥
r

is equivalent to

the quadratic form over H̄⊥
r of Type II and R̄ = 2s− 2r + 2.

13



Since dimFq(F̄qm) = 2s and 1 ≤ r ≤ s, by Proposition 3, there exist subspaces H̄r−2, H̄
⊥
r−2 ⊂ F̄qm

as follows:

H̄r−2 = 〈β1, . . . , βr−2〉, H̄⊥
r−2 = H̄2s−r+2 = 〈α1, α2, . . . , α2s−2r+4, β1, β2, . . . , βr−2〉.

From H̄r−2 and H̄⊥
r−2 we can construct two subspaces H̄r and H̄⊥

r of F̄qm as follows:

H̄r = 〈β1, β2, . . . , βr−2, ξ1, ξ2〉, H̄⊥
r = H̄2s−r = 〈δ1, δ2, . . . , δ2s−2r+2, β1, β2, . . . , βr−2〉,

where {ξ1, ξ2} ∈ H̄⊥
r−2.

Assume that f̄ |H̄⊥
r
is equivalent to a quadratic form over H̄⊥

r of Type II. Since dimFq(H̄r∩H̄⊥
r ) =

r − 2, from (15) we have R̄ = rank f̄ |H̄⊥
r

= 2s − 2r + 2. Next, we show that there exists a basis of
Fqm over Fq such that f is equivalent to a quadratic form over Fqm of Type I under this basis. Set

H̄2s−2r+2 = 〈δ1, δ2, . . . , δ2s−2r+2〉, H̄⊥
2s−2r+2 = 〈β1, β2, . . . , βr−2, γ1, γ2, . . . , γr−2, ξ1, ξ2〉,

and
ker f = 〈θ1, θ2, . . . , θm−2s〉.

Under the basis B = {δ1, . . . , δ2s−2r+2, β1, . . . , βr−2, γ1, . . . , γr−2, ξ1, ξ2, θ1, . . . , θm−2s} of Fqm over Fq,
the associated matrix of the quadratic form f is as follows:

Mf (B) =













M2s−2r+2 0 0 0 0
0 0r−2 Kr−2 0 0
0 0 Mr−2 N 0
0 0 0 M2 0
0 0 0 0 0(m−2s)×(m−2s)













.

It is verified that

M ′
f (B) = GTMf (B)G =













M2s−2r+2 0 0 0 0
0 0r−2 Ir−2 0 0

0 0 0 (K−1
r−2)

TN 0

0 0 (K−1
r−2)

TN M2 0
0 0 0 0 0(m−2s)×(m−2s)













,

where M2 is congruent to a matrix of the form

(

α 1
0 α

)

, and G =













I2s−2r+2 0 0 0 0

0 Ir−2 (K−1
r−2)

TMT
r−2K

−1
r−2 (K−1

r−2)
TN 0

0 0 K−1
r−2 0 0

0 0 0 I2 0
0 0 0 0 0(m−2s)×(m−2s)













.

Moreover, it is easy to show xM ′
f (B)x

T = xM̄f (B)x
T , where x = (x1, x2, · · · , xm) and

M̄f (B) =













M2s−2r+2 0 0 0 0
0 0r−2 Ir−2 0 0
0 0 0 0 0
0 0 0 M2 0
0 0 0 0 0(m−2s)×(m−2s)













,
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that is to say, the associated matrix of f under the basis B is M̄f (B).
According to the representations of H̄⊥

r and H̄2s−2r+2, we know that the restrictions of f̄ to H̄⊥
r

and H̄2s−2r+2 have the same canonical representation. Since f̄ |H̄⊥
r

is equivalent to a quadratic form

on H̄⊥
r of Type II, f̄ |H̄2s−2r+2

is also equivalent to a quadratic form on H̄2s−2r+2 of Type II. So,
M2s−2r+2 is the associated matrix for a quadratic form of Type II. By Lemma 11.17 in [38] and the
form of M̄f (B), f is equivalent to a quadratic form on Fqm of Type I. In this case, from (15) we know
that dimFq (H̄m−r ∩ H̄⊥

m−r) = 2s − r − R̄ = r − 2. Therefore, the cases r = 1 and 2 ≤ r ≤ s need to
be discussed separately.

Case 1: r = 1. From (10), the possible values of R̄ are 2s − 2 and 2s − 1, i.e., there exists a
subspace H1 ⊂ Fqm such that the possible rank of f̄ |H̄⊥

1
are 2s− 2 and 2s− 1. By a similar analysis

to Theorem 1, we know that f̄ |H̄⊥

1
is equivalent to the quadratic form of Type I when R̄ = 2s − 2,

and Type III when R̄ = 2s − 1. Since f |H⊥

1
(x) = f̄ |H̄⊥

1
(x̄) for any x ∈ Fqm and R = R̄, f |H⊥

1
(x) is

equivalent to Type I when R = 2s− 2 and Type III when R = 2s − 1. So, From (14) we know that
|Df ∩H⊥

1 | is maximized when R = 2s− 1. The desirable H1 can be constructed by a similar way in
Theorem 1. In this case, |Df ∩H⊥

1 | = {x ∈ Fqm | f |H⊥

1
(x) = a} = qm−2. So,

d1(CDf
) = n−max

{

|Df ∩H⊥
1 | : H1 ∈ [Fqm , 1]

}

= qm−1 − qm−s−1 − qm−2.

Case 2: 2 ≤ r ≤ s. It is shown above that the minimum value of R̄ is 2s− 2r+2 when f̄ |H̄⊥
r
(x̄)

is equivalent to the quadratic form of Type II. Since f |H⊥

1
(x) = f̄ |H̄⊥

1
(x̄) for any x ∈ Fqm and R = R̄,

we know that the minimum value of R is 2s− 2r+2 when f |H⊥
r
(x) is equivalent to a quadratic form

of Type II. So, from (14) we have

dr(CDf
) = n−max

{

|Df ∩H⊥
r | : Hr ∈ [Fqm , r]

}

= qm−1 − qm−s−1 − qm−r−1 − qm−s−2.

(2) s < r < m. In this case, 0 ≤ dimFq (H̄r ∩ H̄⊥
r ) ≤ dimFq (H̄

⊥
r ). From (15) we have

R̄ ≥ type f̄ |H̄⊥
r
. (17)

From (14) we know that |Df ∩ H⊥
r |, i.e., the number of solutions for f |H⊥

r
(x) = a is maximized

when f |H⊥
r

is equivalent to Type II and R is the smallest even number possible. It is clear that

|Df ∩H⊥
r | = 0 when R = 0, i.e., f |H⊥

r
(x) is a zero polynomial. From (17) we know the second-to-last

smallest even number of R̄ is 2. By a similar discussion to Theorem 1, we can construct a subspace
H̄r such that f̄ |H̄⊥

r
is equivalent to a quadratic form of Type II and R̄ = rank f̄ |H̄⊥

r
= 2. In this case,

R̄ = R = dimFq (H
⊥
r )− dimFq (Hr ∩H⊥

r ),

and dimFq (Hr ∩ H⊥
r ) = m − r − 2 for r ≤ m − 2. Therefore, the following cases are discussed

separately.
Case 1: s < r ≤ m− 2. According to the analysis above, |Df ∩H⊥

r | is maximized when f |H⊥
r
is

equivalent to Type II and R = 2. From from (14) we have

dr(CDf
) = n−max

{

|Df ∩H⊥
r | : Hr ∈ [Fqm , r]

}

= qm−1 − qm−s−1 − qm−r−1 − qm−r−2.

Case 2: r = m−1. For any (m−1)-dimensional subspace Hm−1 of Fqm, dimFq H
⊥
m−1 = 1. From

(9) we know
R = rank f |H⊥

m−1
= 1− dimFq (H

⊥
m−1 ∩Hm−1) + type f |H⊥

m−1
.
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It is known that the number of solutions for the equation f |H⊥

m−1
(x) = a is 0 when R = 0. For the

case of R = 1, by a similar discussion to Theorem 1, we can construct a subspace H⊥
m−1 of Fqm such

that f |H⊥

m−1
is equivalent to a quadratic form of Type III and R = rank f |H⊥

m−1
= 1. So, from (14)

we have

dm−1(CDf
) = n−max

{

|Df ∩H⊥
m−1 : Hm−1 ∈ [Fqm,m− 1]

}

= qm−1 − qm−s−1 − 1.

Case 3: r = m. From (15) we know R̄ = R = rank f |H⊥
m
= 0. So, |Df ∩H⊥

m| = 0 and

dm(CDf
) = qm−1 − qm−s−1.

Example 4. Let w be a primitive element of F26 and f(x) = Tr61(w
3x3) be a quadratic form on

F26 , where Tr61(·) is a trace function from F26 to F2. Let CDf
be a linear code as in (7), where

Df = {x ∈ F26 | f(x) = 1}. By the help of Magma, we obtain the weight hierarchy of CDf
as follows:

d1 = 8, d2 = 12, d3 = 18, d4 = 21, d5 = 23, d6 = 24. This result is consistent with Theorem 4.

By a proof similar to Theorem 4, we get the following theorem.

Theorem 5. Let m be a positive integer and f be a degenerate quadratic form over Fqm with rank f =
2s (2s < m), which is equivalent to Type II. Then the linear code CDf

defined in (7) has the following
weight hierarchy:

dr(CDf
) =























qm−1 + qs−1 − qm−r−1 − qm−s−1, if 1 ≤ r ≤ s− 1,

qm−1 + qs−1 − qm−r−1 − qm−r−2, if s ≤ r < m− 1,

qm−1 + qs−1 − 1, if r = m− 1,

qm−1 + qs−1, if r = m.

Example 5. Let w be a primitive element of F24 and f(x) = Tr41(w
3x3) be a quadratic form on

F24 , where Tr41(·) is a trace function from F24 to F2. Let CDf
be a linear code as in (7), where

Df = {x ∈ F24 | f(x) = 1}. By the help of Magma, we obtain the weight hierarchy of CDf
as follows:

d1 = 6, d2 = 9, d3 = 11, d4 = 12. This result is consistent with Theorem 5.

By a discussion similar to Theorem 4, we obtain the following theorem.

Theorem 6. Let m be a positive integer and and f be a degenerate quadratic form over Fqm with
rank f = 2s + 1 (2s + 1 < m), which is equivalent to Type III. Then the linear code CDf

defined
in (7) has the following weight hierarchy:

dr(CDf
) =























qm−1 − qm−r−1 − qm− 2s+3

2 , if 1 ≤ r ≤ s,

qm−1 − qm−r−1 − qm−r−2, if s+ 1 ≤ r < m− 1,

qm−1 − 1, if r = m− 1,

qm−1, if r = m.

Example 6. Let w be a primitive element of F26 and f(x) = Tr61(wx
5) be a quadratic form on

F26 , where Tr61(·) is a trace function from F26 to F2. Let CDf
be a linear code as in (7), where

Df = {x ∈ F26 | f(x) = 1}. By the help of Magma, we obtain the weight hierarchy of CDf
as follows:

d1 = 12, d2 = 20, d3 = 26, d4 = 29, d5 = 31, d6 = 32. This result is consistent with Theorem 6.
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5 Concluding remarks

Quadratic forms on Fqm behave quite differently depending on whether the characteristic of Fq

is 2. Some additional information is needed to classify quadratic forms over finite fields of even
characteristic. For a quadratic form f over Fqm , where q is a power of 2, by carefully studying the
behavior of the quadratic form f restricted to subspaces of Fqm , we obtained the number of solutions
for the restricted quadratic equation f |H(x) = a, where a ∈ F

∗
qm and f |H is the restriction of f

to a subspace H ⊂ Fqm. Based on this result, we determined completely the weight hierarchies of
linear codes from quadratic forms over finite fields of even characteristic. Our results complement the
results in [24, 25], and the weight hierarchies of linear codes from quadratic forms were completely
determined. By the help of Magma, we gave some numerical examples, which verified the correctness
of our theorems.
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