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Two classes of narrow-sense BCH codes and

their duals

Xiaoqiang Wang, Jiaojiao Wang, Chengju Li*, Yansheng Wu

Abstract

BCH codes and their dual codes are two special subclasses of cyclic codes and are the best linear

codes in many cases. A lot of progress on the study of BCH cyclic codes has been made, but little

is known about the minimum distances of the duals of BCH codes. Recently, a new concept called

dually-BCH code was introduced to investigate the duals of BCH codes and the lower bounds on their

minimum distances in [12]. For a prime power q and an integer m ≥ 4, let n = qm−1
q+1

(m even), or

n = qm−1
q−1

(q > 2). In this paper, some sufficient and necessary conditions in terms of the designed

distance will be given to ensure that the narrow-sense BCH codes of length n are dually-BCH codes,

which extended the results in [12]. Lower bounds on the minimum distances of their dual codes are

developed for n = qm−1
q+1

(m even). As byproducts, we present the largest coset leader δ1 modulo n

being of two types, which proves a conjecture in [28] and partially solves an open problem in [21].

We also investigate the parameters of the narrow-sense BCH codes of length n with design distance δ1.

The BCH codes presented in this paper have good parameters in general.
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I. INTRODUCTION

Let GF(q) be the finite field with q elements, where q is a prime power. Let n, k be two

positive integers such that k ≤ n. An [n,k,d] linear code C over the finite field GF(q) is a k-

dimensional linear subspace of GF(q)n with minimum (Hamming) distance d. The dual code of

C , denoted by C⊥, is defined by

C
⊥ = {b ∈ GF(q)n : bcT = 0 for any c ∈ C},

where bcT is the standard inner product of two vector b and c. If the code C is closed under

the cyclic shift, i.e., if (c0,c1,c2, · · · ,cn−1) ∈ C implies (cn−1,c0,c1,c2, · · · ,cn−2) ∈ C , then C

is called a cyclic code. By identifying any vector (c0,c1, · · · ,cn−1) ∈ GF(q)n corresponds to a

polynomial

c0 + c1x+ c2x2 + · · ·+ cn−1xn−1 ∈ GF(q)[x]/(xn−1),

then any cyclic code C of length n over GF(q) corresponds to a subset of the quotient ring

GF(q)[x]/(xn−1). Since every ideal of GF(q)[x]/(xn−1) must be principal, C can be expressed

as C = 〈g(x)〉, where g(x) is a monic polynomial with the smallest degree and is called the

generator polynomial. Let h(x) = (xn−1)/g(x), then h(x) is referred to as the check polynomial

of C . The zeros of g(x) and h(x) are called zeros and non-zeros of C .

An [n,k,d] linear code over GF(q) is said to be distance-optimal (respectively, dimension-

optimal and length-optimal) if there does not exist [n,k,d′ ≥ d+1] (respectively, [n,k′ ≥ k+1,d]

and [n′≤ n−1,k,d]) linear code over GF(q). A code is called optimal code if it is length-optimal,

or dimension-optimal, or distance-optimal, or meets a bound for linear codes.

Let n be a positive integer with gcd(n,q) = 1. Let ℓ = ordn(q) be the order of q modulo n,

and let α be a generator of the group GF(qℓ)∗. Put γ = α(qℓ−1)/n, then γ is a primitive n-th root

of unity in the finite field GF(qℓ). For any i with 0 ≤ i ≤ qℓ−2, let mi(x) denote the minimal

polynomial of γi over GF(q). For any δ with 2 ≤ δ ≤ n, let

g(q,n,δ,b) = lcm(mb(x),mb+1(x), · · · ,mb+δ−2(x)) ,

where b is an integer and lcm denotes the least common multiple of these minimal polynomials.

Let C(q,n,δ,b) denote the cyclic code of length n with generator polynomial g(q,n,δ,b), then C(q,n,δ,b)

is called a BCH code with designed distance δ. If b = 1, then C(q,n,δ,1) is called a narrow-sense
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BCH code. In this case, for convenience we will use C(q,n,δ) in the sequel. A BCH code is called

dually-BCH code if both the BCH code and its dual are a BCH code with respect to an n-th

primitive root of unity γ. This concept was introduced in [12] to investigate the duals of BCH

codes and the lower bounds on their minimum distances.

BCH codes were invented in 1959 by Hocquenghem [16], and independently in 1960 Bose

and Ray-Chaudhuri [5]. They were extended to BCH codes over finite fields by Gorenstein and

Zierler in 1961 [13]. In the past several decades, BCH codes have been widely studied and are

treated in almost every book on coding theory since they are a special class of cyclic codes

with interesting properties and applications and are usually among the best cyclic codes. The

reader is referred to, for example, [1], [2], [6], [9], [10], [11], [20], [22], [23], [31], [32] for

more information.

In [28], let m ≥ 6 be even, the authors described the largest coset leader δ1 modulo n = qm−1
q+1

for q = 2,3 and studied the parameters of the narrow-sense BCH codes with design distance δ1.

In addition, the authors gave a conjecture on the largest coset leader modulo n = qm−1
q+1

for q > 3.

In [12], the authors obtained a sufficient and necessary condition for the code C
(q, qm−1

q−1 ,δ)
being

a dually-BCH code in the ternary case, while the case q ≥ 4 is still open.

Below we always assume that m≥ 4 is an integer and q is a prime power, m is even if n= qm−1
q+1

and q > 2 if n= qm−1
q−1

. The main objective of this paper is to give several sufficient and necessary

conditions in terms of the designed distance to ensure that the BCH codes with length n are

dually-BCH codes and develop lower bounds on the minimum distances of the dual codes, where

n = qm−1
q+1

. This paper generalizes some results in [12] when n = qm−1
q+1

. As byproducts, we present

the largest coset leader δ1 modulo n, which proves a conjecture in [28] and partially solves an

open problem in [21]. We also investigate the parameters of the narrow-sense BCH codes of

length n with designed distance δ1, where n = qm−1
q+1

. To investigate the optimality of the codes

studied in this paper, we compare them with the tables of the best known linear codes maintained

in [14], and the best known cyclic codes maintained in [7], and some of the proposed codes are

optimal or almost optimal.

The rest of this paper is organized as follows. Section II contains some preliminaries. Sections

III and IV give the sufficient and necessary conditions in terms of the designed distance to

ensure that the BCH codes with length n are dually-BCH codes and develop lower bounds on

the minimum distances of the dual codes for n = qm−1
q+1

. Section V concludes the paper.
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II. PRELIMINARIES

In this section, we introduce some basic concepts and known results on BCH codes, which

will be used later. Starting from now on, we adopt the following notation unless otherwise stated:

• GF(q) is the finite field with q elements.

• α is a primitive element of GF(qm) and β = αn is a primitive n-th root of unity, where

n |qm−1.

• mi(x) denotes the minimal polynomial of βi over GF(q).

• g(q,n,δ) = lcm(m1(x),m2(x), · · · ,mδ−1(x)) denotes the least common multiple of these min-

imal polynomials.

• C(q,n,δ) denotes the BCH code with generator polynomial g(q,n,δ).

• T = {0 ≤ i ≤ n−1 : g(βi) = 0} is the defining set of C(q,n,δ) with respect to β.

• T−1 = {n− i : i ∈ T}.

• T⊥ is the defining set of the dual code C⊥
(q,n,δ) with respect to β.

• ⌈x⌉ denotes the smallest integer larger than or equal to x.

• ⌊x⌋ denotes the largest integer less than or equal to x.

• xt denotes x (mod t) and 0 ≤ xt ≤ t −1, where t is a positive integer.

For two positive integers 0 < a, b < qm − 1, let a =
m−1

∑
i=0

aiq
i and b =

m−1

∑
i=0

biq
i be the q-adic

expansion of a and b, respectively. Write a=(am−1,am−2, · · · ,a0)q and b=(bm−1,bm−2, · · · ,b0)q.

Define a > b if am−1 > bm−1 or there exists an integer 0 ≤ i≤ m−2 such that ai > bi and a j = b j

for j ∈ [i+1,m−1]. Then we have the following result.

Lemma 1. Let a,b be given as above. Then a > b if and only if a > b.

Let Zn denote the ring of integers modulo n. Let s be an integer with 0 ≤ s < n. The q-

cyclotomic coset of s is defined by

Cs = {s,sq,sq2, · · · ,sqℓs−1} mod n ⊆ Zn,

where ℓs is the smallest positive integer such that s ≡ sqℓs (mod n), and is the size of the q-

cyclotomic coset. The smallest integer in Cs is called the coset leader of Cs. The following

lemma on coset leaders modulo qm − 1 will play an important role in proving the conjecture

documented in [28].

October 18, 2022 DRAFT
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Lemma 2. The first three largest q-cyclotomic coset leaders modulo n = qm − 1 are given as

follows:

δ1 = (q−1)qm−1 −1, δ2 = (q−1)qm−1−q⌊
m−1

2 ⌋−1, δ3 = (q−1)qm−1−q⌊
m+1

2 ⌋−1.

The following lemma is given in [12], which is useful to give a characterization of C
(q, qm−1

q−1 ,δ)

being a dually-BCH code for q ≥ 3.

Lemma 3. For 2 ≤ δ < n, let I(δ) be the integer such that {0,1,2, . . . , I(δ)− 1} ⊆ T⊥ and

I(δ) /∈ T⊥. Then we have I(δ) = qm−t−1
q−1

if
qt−1
q−1

< δ ≤ qt+1−1
q−1

(1 ≤ t ≤ m− 2) and I(δ) = 1 if

qm−1−1
q−1

< δ < n.

III. BCH CODES OF LENGTH n = qm−1
q+1

AND ITS DUAL

Throughout this section, we always assume that n = qm−1
q+1

, where m ≥ 4 is even. Recall that

C(q,n,δ) is a BCH code with designed distance δ, i.e., the defining set with respect to β is

T =C1 ∪C2 ∪ · · ·∪Cδ−1, where 2 ≤ δ ≤ n and β = αq+1. It then follows that T⊥ = Zn \T−1 is

the defining set of the dual code C⊥
(q,n,δ) with respect to β, where T−1 = {n− i : i ∈ T}. It is

clear that 0 ∈ T⊥. In this section, we give the largest coset leader δ1 modulo n and study the

parameters of the BCH code C(q,n,δ1). We also derive a sufficient and necessary condition for

C(q,n,δ) being a dually-BCH code and develop the lower bounds on the minimum distance of

C⊥
(q,n,δ), where 2 ≤ δ ≤ n.

Lemma 4. Let h be a positive integer and let q be a prime power such that (q+1) | h. Then h

is a coset leader modulo qm −1 if and only if h
q+1

is a coset leader modulo n.

Proof. We first assume that h is a coset leader modulo qm − 1. If h
q+1

is not a coset leader

modulo n, then there would be an integer ℓ with 1 ≤ ℓ≤ m−1 such that

h

q+1
qℓ mod n <

h

q+1
,

which implies that

hqℓ mod qm−1 < h.

This leads to a contradiction. Hence, h
q+1

is a coset leader modulo n. With the same argument,

we can see that h is a coset leader modulo qm−1 if h
q+1

is a coset leader modulo n. The proof

is then completed.

October 18, 2022 DRAFT
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Lemma 5. Let δ1 be the largest coset leader modulo n, then

δ1 =







(q−1)qm−1−q
m−2

2 −1
q+1

, if m ≡ 2 (mod 4),

(q−1)qm−1−q
m
2 −1

q+1
, if m ≡ 0 (mod 4).

Proof. We prove the desired conclusion only for the case m ≡ 0 (mod 4), and omit the proof

for the case m ≡ 2 (mod 4), which is similar.

It is easy to check that (q+ 1) |(qm−1 + 1) and (q+ 1) |(q
m
2 −1 + 1) by noting that m ≡ 0

(mod 4). Then

(q+1) |(qm−1+1)+q
m
2 (q

m
2 −1 +1) = 2qm−1 +q

m
2 +1,

which implies that (q+1) |(q+1)qm−1− (2qm−1+q
m
2 +1) = (q−1)qm−1−q

m
2 −1. Recall that

(q− 1)qm−1 − q
m
2 − 1 is a coset leader modulo qm − 1 from Lemma 2. It then follows from

Lemma 4 that
(q−1)qm−1−q

m
2 −1

q+1
is a coset leader modulo n.

We now assert that
(q−1)qm−1−q

m
2 −1

q+1
is the largest coset leader modulo n. If there exists a coset

leader δ′ modulo n such that
(q−1)qm−1−q

m
2 −1

q+1
< δ′ < qm−1

q+1
, then for any positive integer ℓ with

1 ≤ ℓ≤ m−1, we have
(

δ′qℓ mod
qm−1
q+1

)

≥ δ′, which implies that

(

(q+1)δ′qℓ mod qm−1
)

≥ (q+1)δ′.

Hence, (q+1)δ′ is a coset leader modulo qm−1. From Lemma 2, we know that

(q+1)δ′ = (q−1)qm−1−1 or (q+1)δ′ = (q−1)qm−1−q
m−2

2 −1. (1)

It is easy to check that Equation (1) is impossible since δ′ is an integer. The desired conclusion

then follows.

A conjecture on the largest coset leader modulo n was given in [28] for q > 3. In Lemma 5,

we answered this problem. We are now ready to determine |Cδ1
| that is useful to determine the

dimension of the BCH code C(q,n,δ1).

Lemma 6. Let δ1 be given as in Lemma 5, then |Cδ1
| = m if m ≡ 0 (mod 4) and |Cδ1

| = m
2

if

m ≡ 2 (mod 4).

Proof. We prove the desired conclusion only for the case m ≡ 0 (mod 4), and omit the proof

for the case m ≡ 2 (mod 4), which is similar.

Let |Cδ|= ℓ, then

qm −1

q+1
|

(

(q−1)qm−1−q
m
2 −1

q+1

)

(qℓ−1),

October 18, 2022 DRAFT
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which is equivalent to

qm −1 |
(

(q−1)qm−1−q
m
2 −1

)

(qℓ−1).

It then follows from Lemma 2 that ℓ= m.

The following theorem gives the information on the parameters of the BCH code C(q,n,δ1),

where n = qm−1
q+1

.

Theorem 7. When m ≡ 2 (mod 4), then the BCH code C(q,n,δ1) has parameters
[

qm −1

q+1
,
m

2
+1,d ≥

(q−1)qm−1−q
m−2

2 −1

q+1

]

.

When m ≡ 0 (mod 4), then the BCH code C(q,n,δ1) has parameters
[

qm −1

q+1
,m+1,d ≥

(q−1)qm−1−q
m
2 −1

q+1

]

.

Proof. It is straightforward from Lemmas 5 and 6.

We inform the reader that Theorem 7 generalizes the results in [28, Theorems 14 and 17],

where the only the binary and ternary cases were involved. In this sense, the results documented

in [28] can be seen as a special case of Theorem 7. The following example shows that the lower

bounds given in Theorem 7 are very good.

Example 8. We have the following examples for the code of Theorem 7.

• Let q = 2, m = 6 and δ = 9, then the code C(2,21,9) has parameters [21,4,≥ 9].

• Let q = 3, m = 4 and δ = 11, then the code C(3,20,11) has parameters [20,5,≥ 11].

• Let q = 4, m = 4 and δ = 35, then the code C(4,51,35) has parameters [51,5,≥ 35].

• Let q = 5, m = 4 and δ = 79, then the code C(5,104,79) has parameters [104,5,≥ 79].

All the four codes are almost optimal according to the tables of best codes known in [14] when

the equality holds. These results are verified by Magma programs.

To present a sufficient and necessary condition for C(q,n,δ) being a dually-BCH code, the

following several lemmas will be needed later.

Lemma 9. Let t ≥ 2 be even, m ≥ 4 even and l odd. Then
ql+1
q+1

,
qt−1
q+1

,
∑

m−1
i=0 qi

q+1
,
(q−2)(∑m−1

i=0 qi)
q+1

and

qm−qm−1−qm−2−1
q+1

are coset leaders modulo n.

October 18, 2022 DRAFT
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Proof. We only prove the desired conclusion for the case that
qm−qm−1−qm−2−1

q+1
is a coset leader

modulo n, and omit the proofs of other cases, which are similar.

It is easy to check that (q+1) | (qm −qm−1 −qm−2 −1), and

qm −qm−1 −qm−2 −1 = (q−2,q−2,q−1,q−1, · · · ,q−1)q.

By Lemma 1, we see that qm −qm−1 −qm−2 −1 is a coset leader modulo qm −1. The desired

conclusion then follows from Lemma 4.

Lemma 10. Let δ1 be given as in Lemma 5. Then we have

(1) δ1 ∈ T⊥ is a coset leader modulo n if m ≡ 0 (mod 4), m ≥ 8 and 2 ≤ δ ≤ q
m
2
−1+1

q+1
.

(2) δ1 ∈ T⊥ is a coset leader modulo n if m ≡ 2 (mod 4), m ≥ 6 and 2 ≤ δ ≤ q
m
2 +1

q+1
.

Proof. For the first case, recall from Lemma 9 that
q

m
2
−1+1

q+1
is a coset leader modulo n. This means

that
q

m
2
−1+1

q+1
* T if 2 ≤ δ ≤ q

m
2
−1+1

q+1
. Hence, δ1 = n− q

m
2 (q

m
2
−1+1)

q+1
/∈ T−1, i.e., δ1 ∈ Zn\T−1 = T⊥.

It is similar to give the proof for the second case, and we omit the details.

Lemma 11. Let q be an odd prime power. Then
(q−1)q3−q2−q−2

q+1
is the second largest coset leader

modulo
q4−1
q+1

.

Proof. It is easy to see that

(q−1)q3−q2 −q−2 = (q−2,q−2,q−2,q−2)q,

so (q − 1)q3 − q2 − q − 2 is a coset leader modulo q4 − 1. From Lemma 4, we know that

(q−1)q3−q2−q−2
q+1

is a coset leader modulo
q4−1
q+1

.

We now assert that
(q−1)q3−q2−q−2

q+1
is the second largest coset leader modulo

q4−1
q+1

. If there

exists a coset leader δ′ modulo n such that
(q−1)q3−q2−q−2

q+1
< δ′ < (q−1)q3−1

q+1
, then for any positive

integer ℓ with 1 ≤ ℓ≤ m−1, we have
(

δ′qℓ mod
qm−1
q+1

)

≥ δ′, which implies that

(

(q+1)δ′qℓ mod qm−1
)

≥ (q+1)δ′.

Hence, (q+1)δ′ is a coset leader modulo qm−1.

From Lemma 1, we know that the sequences of first five largest coset leaders modulo q4−1 are

(q−2,q−1,q−1,q−1)q, (q−2,q−1,q−2,q−1)q, (q−2,q−2,q−1,q−1)q, (q−2,q−2,q−

2,q− 1)q and (q− 2,q− 2,q− 2,q− 2)q, respectively. Then the first five largest coset leaders

modulo q4−1 are (q−1)q3−1, (q−1)q3−q−1, (q−1)q3−q2−1, (q−1)q3−q2−q−1 and

October 18, 2022 DRAFT
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(q−1)q3−q2 −q−2, respectively. Since
(q−1)q3−q2−q−2

q+1
< δ′ <

(q−1)q3−1
q+1

, if
(q−1)q3−q2−q−2

q+1
is

not the second largest coset leader, we have

(q+1)δ′= (q−1)q3−q−1,or (q+1)δ′= (q−1)q3−q2−1,or (q+1)δ′= (q−1)q3−q2−q−1.

(2)

It is easy to check that Equation (2) is impossible since δ′ is an integer. The desired conclusion

then follows.

Lemma 12. Let q > 2 be a prime power and m ≥ 4 be even. Let δ1 be given as in Lemma 5.

Then the following hold.

(1)
(q−1)q3−q2−q−2

q+1
∈ T⊥ is a coset leader modulo n if m = 4 and 2 ≤ δ ≤ q2 +1.

(2)
∑

m−1
i=0 qi

q+1
∈ T⊥ is a coset leader modulo n if 2 ≤ δ ≤

(q−2)(∑m−1
i=0 qi)

q+1
.

(3) 2 /∈ T⊥ is a coset leader modulo n if
(q−2)(∑

m−1
i=0 qi)

q+1
< δ ≤ δ1.

Proof. From Lemma 4 and Lemma 11, it is easy to get that
(q−1)q3−q2−q−2

q+1
,

∑
m−1
i=0 qi

q+1
, and 2 are

coset leaders modulo n.

When m = 4 and 2 ≤ δ ≤ q2 +1, it follows from Lemma 9 that
q3+q2+q+1

q+1
= q2+1 is a coset

leader modulo
q4−1
q+1

. This means that q2 +1 * T in this case. Hence,

(q−1)q3−q2 −q−2

q+1
= n− (q2 +1) /∈ T−1 and

(q−1)q3−q2 −q−2

q+1
∈ Zn\T−1 = T⊥.

When 2 ≤ δ ≤
(q−2)(∑

m−1
i=0 qi)

q+1
, we see from Lemma 9 that

(q−2)(∑
m−1
i=0 qi)

q+1
is a coset leader modulo

n. Then
(q−2)(∑m−1

i=0 qi)
q+1

/∈ T . Hence,

∑m−1
i=0 qi

q+1
= n−

(q−2)(∑m−1
i=0 qi)

q+1
/∈ T−1 and

∑m−1
i=0 qi

q+1
∈ Zn\T−1 = T⊥.

When
(q−2)(∑

m−1
i=0 qi)

q+1
< δ ≤ δ1, it is easy to see that

(q−2)qm−1 −2qm−2 −1

q+1
<

(q−2)(∑m−1
i=0 qi)

q+1
.

Then
(q−2)qm−1−2qm−2 −1

q+1
=

qm −1

q+1
−2qm−2 ∈ T.

Note that n− 2qm−2 and n− 2 are in the same q-cyclotomic coset modulo n. Then we have

n−2 ∈ T , i.e., 2 ∈ T−1. Hence, 2 /∈ T⊥ = Zn \T−1.
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Lemma 13. Let q= 2 and m≥ 8 be even. When 7< δ≤ 2m−2−1
3

, there is a coset leader belonging

to T⊥. Moreover, the coset leader is larger than
∑

m−5
i=0 2i

3
.

Proof. Let M = 28 +26 +25 +24 +22 +2+1 = (0,1,0,1,1,1,0,1,1,1)2 if m = 10, and

M = 2m−2 +
1

∑
i=0

(2m−4−4i +2m−5−4i +2m−6−4i)+

m−13
3

∑
i=0

(2m−12−3i +2m−13−3i)

= (0,1,0,1,1,1,0,1,1,1,0,1,1,0,1,1, · · · ,0,1,1)2

if m ≡ 1 (mod 3) and m 6= 10, and

M =







∑
m−2

2

i=0 22i = (0,1,0,1, · · · ,0,1)2, if m ≡ 0 (mod 3),

∑
m−2

2

i=1 22i +2+1 = (0,1,0,1, · · · ,0,1,1,1)2, if m ≡ 2 (mod 3).

It is easy to see that M is a coset leader modulo 2m −1. By the definition of M, we know that

3 |M. Then from Lemma 4, M
3

is a coset leader modulo n.

Since M
3
> 2m−2−1

3
, we have M /∈ T . If m = 10, then

23(26 +24 +1)

3
= n−M /∈ T−1 and

26 +22 +1

3
∈ Zn\T−1 = T⊥

since 26+22+1
3

and 26+24+1
3

are in the same coset modulo n. If m ≡ 1 (mod 3) and m 6= 10, then

22(2m−3+2m−5+2m−9+∑
m−13

3
i=0 23i)

3
= n−M /∈ T−1 and

2m−4 +∑
m−13

3

i=0 23i+5 +22 +1

3
∈ Zn\T−1 = T⊥

since
2m−3+2m−5+2m−9+∑

m−13
3

i=0 23i

3
and

2m−4+∑
m−13

3
i=0 23i+5+22+1

3
are in the same coset modulo n.

Similarly, we have






∑
m−2

2
i=0 22i

3
∈ Zn\T−1 = T⊥, if m ≡ 0 (mod 3),

∑
m−4

2
i=0 22i

3
∈ Zn\T−1 = T⊥, if m ≡ 2 (mod 3).

Let

L =







26 +22 +1, if m = 10,

∑
m−2

2

i=0 22i, if m ≡ 0 (mod 3),

2m−4 +∑
m−13

3

i=0 23i +22 +1, if m ≡ 1 (mod 3) and m 6= 10,

∑
m−4

2

i=0 22i, if m ≡ 2 (mod 3).

It is easy to check that L is a coset leader modulo 2m −1. From Lemma 4, L
3

is a coset leader

modulo n. It is obvious that L
3
>

∑
m−5
i=0 2i

3
. The desired conclusion then follows.
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Lemma 14. Let q be a prime power and 2 ≤ t ≤ m−2 be even. For 2 ≤ δ < n, let I(δ)≥ 1 be

the integer such that {0,1,2, . . . , I(δ)−1} ⊆ T⊥ and I(δ) /∈ T⊥. Then we have I(δ) = qm−t−1
q+1

if

qt−1
q+1

< δ ≤ qt+1+2qt−1
q+1

.

Proof. When
qt−1
q+1

< δ ≤ qt+1+2qt−1
q+1

, it is straightforward to see that

qm −qm−t

q+1
=

(qt −1)

q+1
qm−t ∈Cqt−1

q+1

⊆ T.

Therefore,
qm−t−1

q+1
= n− qm−qm−t

q+1
∈ T−1 and

qm−t−1
q+1

6∈ T⊥ = Zn \T−1.

We are ready to show that {0,1,2, . . . , qm−t−1
q+1

− 1} ⊆ T⊥. It is clear that 0 ∈ T⊥. For every

integer i with 1 ≤ i ≤ qm−t−1
q+1

−1, we have i = qm−t−1
q+1

−u, where 1 ≤ u ≤ qm−t−1
q+1

−1. Note that

((q+1) ·qtu+qt −1)qm−t ≡ qm −qm−t +(q+1)u (mod qm −1)

and the sequence of (q+1) ·qtu+qt −1 is

(im−1, im−2, . . . , it
︸ ︷︷ ︸

m−t

,q−1, . . . ,q−1
︸ ︷︷ ︸

t

)q,

where it = it+1 = 1 if u = 1 and there are at least two t+1 ≤ j ≤ m−1 such that i j 6= 0 if u > 1.

It follows that the coset leader of the cyclotomic coset of (q+1) ·qtu+qt −1 modulo qm−1 is

larger than or equal to qt+1 +2qt −1. Then we obtain that

CL

(
(q+1) ·qtu+qt −1

q+1

)

≥
qt+1 +2qt −1

q+1
> δ−1,

where CL
(
(q+1)·qt u+qt−1

q+1

)

denotes the coset leader of the 2-cyclotomic coset modulo n con-

taining
(q+1)·qtu+qt−1

q+1
. Consequently,

(q+1)·qt u+qt−1
q+1

6∈ T and
qm−t−1

q+1
− u 6∈ T−1. This leads to

i = qm−t−1
q+1

−u ∈ T⊥. It then follows that I(δ) = qm−t−1
q+1

for any δ with
qt−1
q+1

< δ ≤ qt+1+2qt−1
q+1

. The

proof is then completed.

Lemma 15. Let q be a prime power and 2 ≤ δ ≤ q−1. Let d⊥(δ) be the minimum distance of

C⊥
(q,n,δ). Then d⊥(δ)≥ qm−1+2qm−2−1

q+1
.

Proof. From the BCH bound, in order the obtain the desired result, we only need to show that

{0,1,2, . . . , qm−1+2qm−2−1
q+1

−1} ⊆ T⊥.

It is clear that 0 ∈ T⊥. For every integer i with 1 ≤ i ≤ qm−1+2qm−2−1
q+1

− 1, we have i =

qm−1+2qm−2−1
q+1

−u, where 1≤ u≤ qm−1+2qm−2−1
q+1

−1. Since q+1 |qm−1+2qm−2−1 and q+1 |qm−

1, if there exist 0 < t ≤ q−1 and 0 ≤ i ≤ m−1 such that

qm−1 +2qm−2 −1−u(q+1)≡ tqi (mod qm−1),
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then q+1 | tqi, which is impossible. Hence,

CL

(
qm−1 +2qm−2 −1−u(q+1)

q+1

)

> q−1 > δ,

where CL
(

qm−1+2qm−2−1−u(q+1)
q+1

)

denotes the coset leader of the 2-cyclotomic coset modulo n

containing
qm−1+2qm−2−1−u(q+1)

q+1
. Consequently,

qm−1+2qm−2−1−u(q+1)
q+1

6∈ T and
qm−1+2qm−2−1

q+1
−u 6∈

T−1. This leads to i = qm−1+2qm−2−1
q+1

− u ∈ T⊥. From the BCH bound, the desired conclusion

then follows.

Let 2 ≤ δ′ ≤ δ′′ ≤ n, it is clear that C(q,n,δ′′) ⊆ C(q,n,δ′). Then we have C⊥
(q,n,δ′′) ⊇ C⊥

(q,n,δ′), which

implies that d(C⊥
(q,n,δ′′)) ≤ d(C⊥

(q,n,δ′)). From Lemma 14, Lemma 15 and the BCH bound for

cyclic codes, it is easy to get the minimum distance of the lower bound of C⊥
(q,n,δ).

Theorem 16. Let 2 ≤ δ ≤ n, 0 ≤ t ≤ m−2 and d⊥(δ) be the minimum distance of C⊥
(q,n,δ). Let

q = 2, then we have d⊥(δ)≥ 2m−t−1
3

+1 if 2t−1
3

< δ ≤ 2t+2−1
3

. Let q > 2 be a prime power, then

we have

d⊥(δ)≥







qm−1+2qm−2−1
q+1

, if 2 ≤ δ ≤ q−1,

qm−t−1
q+1

+1, if
qt−1
q+1

< δ ≤ qt+1+2qt−1
q+1

,

qm−t−2−1
q+1

+1(t 6= m−2), if
qt+1+2qt−1

q+1
< δ ≤ qt+2−1

q+1
,

2, if
qm−1+2qm−2−1

q+1
< δ ≤ qm−1

q+1
.

It is very hard to determine the minimum distance of C⊥
(q,n,δ) in general. The following

examples show that the lower bounds in Theorem 16 are good in some cases.

Example 17. Let δ = 2, q = 3 and m = 4. In theorem 16, the minimum distance of the lower

bound of C⊥
(3,20,2) is 11. By Magma, the true minimum distance of C⊥

(3,20,2) is 12.

Example 18. Let δ = 2, q = 2 and m = 6. In theorem 16, the minimum distance of the lower

bound of C⊥
(2,21,2) is 6. By Magma, the true minimum distance of C⊥

(3,21,2) is 8.

We now give the sufficient and necessary condition for C(q,n,δ) being a dually-BCH code. The

cases q = 2 and q 6= 2 will be treated separately.

Theorem 19. Let n = qm−1
q+1

, where q = 2 and m ≥ 4 is even. Then C(q,n,δ) is a dually-BCH code

if and only if δ1 +1 ≤ δ ≤ n, where δ1 is given in Lemma 5.

Proof. We only prove the desired conclusion for the case m ≡ 0 (mod 4), and omit the proof

of the case m ≡ 2 (mod 4), which is similar.

October 18, 2022 DRAFT



13

By definition, we have 0 /∈ T and 1 ∈ T , then 0 /∈ T−1 and n−1 ∈ T−1. Furthermore, we have

0 ∈ T⊥, which means that C0 must be the initial cyclotomic coset of T⊥. In other words, there

must be an integer J ≥ 1 such that T⊥ =C0 ∪C1 ∪· · ·∪CJ−1 if C(q,n,δ) is a dually-BCH code.

When δ1 +1 ≤ δ ≤ n, it is easily seen that T⊥ = {0} and C⊥
(q,n,δ) is a BCH code with respect

to β since δ1 is the largest coset leader modulo n.

It remains to prove the desired conclusion for 2 ≤ δ ≤ δ1. If m = 4, there is nothing to prove

since δ1 = 1. When m > 4, we have the following three cases.

Case 1: 2 ≤ δ ≤ 3. From Lemma 10 and 0 ∈ T⊥, we know that T⊥ =C0

⋃
C1

⋃
· · ·

⋃
Cδ1

= Zn

if C⊥
(2,n,δ) is a BCH code, which leads to C(2,n,δ) = {0}. It is obvious that C(2,n,δ) 6= {0}, which

is a contradiction.

Case 2: 3 < δ ≤ 7. It is clear that there exists 2 ≤ t ≤ m− 4 such that 2t−1
3

< δ ≤ 2t+2−1
3

if

3 < δ ≤ 7. It is easily seen that

2m−2 +2m−4 +
m−6

∑
i=0

2i = (0,1,0,1,0,1, . . .,1
︸ ︷︷ ︸

m−5

)2

is a coset leader modulo 2m−1. From Lemma 4, we know that
2m−2+2m−4+∑

m−6
i=0 2i

3
is a coset leader

modulo 2m−1
3

. Obviously, 21 = (0, . . . ,0,1,0,1,0,1)2 is a coset leader modulo 2m −1, then 7 is

a coset leader modulo 2m−1
3

form Lemma 4. Since 7 ·2m−5 /∈ T , we have

2m−2 +2m−4 +∑m−6
i=0 2i

3
= n−7 ·2m−5 /∈ T−1 and

2m−2 +2m−4 +∑m−6
i=0 2i

3
∈ Zn\T−1 = T⊥.

It is easy to check that

Imax := max

{

I(δ) : 3 < δ ≤
2m−2 −1

3

}

= I(4) =
2m−2 −1

3
<

2m−2 +2m−4 +∑m−6
i=0 2i

3
.

It then follows that there is no integer J ≥ 1 such that T⊥ =C0 ∪C1 ∪· · ·∪CJ−1, i.e., C⊥
(q,n,δ) is

not a BCH code with respect to β.

Case 3: 7 < δ ≤ 2m−2−1
3

. It is clear that 5 = 23+22+2+1
3

∈ T , then

24(∑m−5
i=0 2i)

3
= n−5 ∈ T−1 and

∑m−5
i=0 2i

3
∈ Zn\T−1 /∈ T⊥.

From Lemma 13, there is no integer J ≥ 1 such that T⊥ =C0 ∪C1 ∪ · · · ∪CJ−1, i.e., C⊥
(q,n,δ) is

not a BCH code with respect to β.

Case 4: 2m−2−1
3

< δ ≤ δ1. Since 1 /∈ T⊥, we have C⊥
(2,n,δ) = {0} if C⊥

(2,n,δ) is a BCH code

with respect to β. However, the dimension of C(2,n,δ) is dim(C(2,n,δ)) ≤ n−|Cδ1
| < n, which is

contradictory to dim(C(2,n,δ))+dim(C⊥
(2,n,δ)) = n.
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Combining all the cases above, the desired conclusion then follows.

Theorem 20. Let n = qm−1
q+1

, where q > 2 is a prime power and m ≥ 4 is even. Let δ1 be given

in Lemma 5. Then the following statements hold.

(1) If m = 4, then C(q,n,δ) is a dually-BCH code if and only if

δ = 2, δ1 ≤ δ ≤ n.

(2) If m 6= 4, then C(q,n,δ) is a dually-BCH code if and only if

δ1 +1 ≤ δ ≤ n.

Proof. We only prove the conclusion of this lemma for the case that m ≡ 0 (mod 4), and omit

the proof of the conclusion for m ≡ 2 (mod 4), which is similar.

With an analysis similar as Theorem 19, when δ1 +1 ≤ δ ≤ n, we know that T⊥ = {0} and

C⊥
(q,n,δ) is a BCH code with respect to β. It remains to show that whether C⊥

(q,n,δ) is a BCH code

with respect to β for 2 ≤ δ ≤ δ1. We have the following four cases.

Case 1: δ = 2. The defining set of C(q,n,δ) with respect to β is T =C1. Since qm−2 ∈ T , we have

n−qm−2 =
qm −qm−1 −qm−2 −1

q+1
∈ T−1.

Let δ′ = qm−qm−1−qm−2−1
q+1

. From Lemma 9, we know that δ′ is a coset leader modulo n. Hence,

we obtain T−1 =Cδ′ .

If m = 4, then δ′ = δ1, i.e., T−1 =Cδ1
. Hence, T⊥ = Zn\T−1 =C0∪C1∪· · ·Cδ1−1. This means

that C⊥
(2,n,δ) = C(2,n,δ1+1,0) is a BCH code with the designed distance δ1 +1 with respect to β.

If m 6= 4, then δ′ < δ1. Since δ′ and δ1 are not in the same coset, then δ1 /∈ T−1, i.e., δ1 ∈

Zn \T−1 = T⊥. It then follows T⊥ = C0 ∪C1 ∪ · · · ∪Cδ1
= Zn if C⊥

(2,n,δ) is a BCH code. This

means that C(2,n,δ) = {0} and leads to a contradiction.

Case 2: 3 ≤ δ ≤ q+1. If m = 4, from Lemma 12 and 0 ∈ T⊥, we know that

T⊥ ⊇C0 ∪C1 ∪· · ·∪C (q−1)q3−q2−q−2
q+1

if C⊥
(2,n,δ) is a BCH code. From Lemma 11, we know that the dimension of C⊥

(2,n,δ) is

dim(C⊥
(2,n,δ))≥

q4 −1

q+1
−|Cδ1

|− |C0|=
q4 −1

q+1
−5 (3)

since |Cδ1
|= 4. It is easy to check that |C1|= |C2|= 4, then dim(C(2,n,δ))≥ |C2|+ |C3| ≥ 8. From

(3), we know that dim(C(2,n,δ)) =
q4−1
q+1

− dim(C⊥
(q,n,δ)) ≤ 5 and this leads to a contradiction.

Hence, C⊥
(q,n,δ) is not a BCH code.
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If m 6= 4, from Lemma 10 and 0 ∈ T⊥, we know that T⊥ =C0

⋃
C1

⋃
· · ·

⋃
Cδ1

= Zn if C⊥
(2,n,δ)

is a BCH code, which leads to C(2,n,δ) = {0}. It is obvious that C(2,n,δ) 6= {0}, which is a

contradiction.

Case 3: q+1 < δ ≤
(q−2)(∑m−1

i=0 qi)
q+1

. Since q−1 < δ, we have q−1 ∈ T . Then

qm−qm−2

q+1
=

qm−2(q2 −1)

q+1
= qm−2(q−1) ∈ T.

Hence,
qm−2−1

q+1
= n− (qm−qm−2)

q+1
∈ T−1 and

qm−2−1
q+1

6∈ T⊥ = Zn \T−1. From Lemma 12, we know

that
∑

m−1
i=0 qi

q+1
∈ T⊥ is the coset leader modulo n. It is clear that

qm−2−1
q+1

<
∑

m−1
i=0 qi

q+1
. It then follows

that there is no integer J ≥ 1 such that T⊥ =C0∪C1∪· · ·∪CJ−1, i.e., C⊥
(q,n,δ) is not a BCH code

with respect to β.

Case 4:
(q−2)(∑

m−1
i=0 qi)

q+1
< δ ≤ δ1. It is clear that δ1 /∈ T , which implies that n− δ1 /∈ T−1, i.e.,

n−δ1 ∈ Zn \T−1 = T⊥. Obviously, we have

n−δ1 =
qm−1 +q

m
2

q+1
=

q
m
2 (q

m
2 −1 +1)

q+1
∈C

q
m
2
−1

+1
q+1

since
q

m
2
−1+1

q+1
is a coset leader modulo n from Lemma 9. From Lemma 12, we know that

2 /∈ C⊥
(q,n,δ). Then T⊥ =C0∪C1 if C⊥

(q,n,δ) is a BCH code. If m 6= 4, it is obvious that C
q

m
2
−1

+1
q+1

6⊆

C0 ∪C1. Hence, C⊥
(q,n,δ) is not a BCH code.

If m = 4, we obtain that δ = δ1. It is clear that T =C1∪C2 · · ·∪Cδ1−1 and T⊥ =C0∪C1. This

means that C⊥
(2,n,δ) = C(2,n,2,0) is a BCH code with the designed distance 2 with respect to β.

Combining all the cases above, the desired conclusion then follows.

IV. BCH CODES OF LENGTH n = qm−1
q−1

AND ITS DUAL

Throughout this section, we always assume that n = qm−1
q−1

, where q ≥ 3 is a prime power and

m ≥ 4 is an integer. In accordance with the notation specified in Section II, we first consider the

parameters of the BCH code C(q,n,δ1), and then show a sufficient and necessary condition for

C(q,n,δ) being a dually-BCH code, where 2 ≤ δ ≤ n and δ1 is the largest coset leader modulo n.

It is clear that the defining set of C(q,n,δ) with respect to β is T =C1∪C2∪· · ·∪Cδ−1. As before,

denote by T⊥ the defining set of the dual code C⊥
(q,n,δ) with respect to β. Then T⊥ = Zn \T−1

and 0 ∈ T⊥.
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Lemma 21. Let q ≥ 3 be a prime power and m ≥ 4 an integer. Let q−1 = mt1+ t2, where t1 ≥ 0

and m > t2 ≥ 0. Assume that ϒ = {⌈mγ
t2
−1⌉, γ = 1,2, · · · , t2} if t2 6= 0. Let

q−1

∑
t=1

q
⌈ mt

q−1−1⌉ = am−1qm−1 +am−2qm−2 + · · ·+a1q+a0.

If t2 = 0, then ai =
q−1

m
for all i ∈ [0,m− 1]. If t2 6= 0, then ai = ⌈q−1

m
⌉ if i ∈ ϒ, ai = ⌊q−1

m
⌋ if

i ∈ [0,m−1]\ϒ and ∑m−1
i=0 ai = q−1.

Proof. We only prove the lemma for the case that q−1 ≥ m. The case q−1 < m can be shown

similarly and we omit the details.

If t2 = 0, it is clear that a0 = a1 = · · ·= am−1 =
q−1

m
. The desired conclusion then follows. If

t2 6= 0, let it2 = mui + vi, where i ∈ [0,m−1], 0 ≤ ui ≤ t2 −1 and 0 ≤ vi < m. To determine the

value of ai for i ∈ [0,m−1], we need to consider the possible values of ⌈ mt
q−1

⌉ for t ∈ [1,q−1].

There are four cases.

Case 1: t ∈ [1, it1+ui]. It is clear that

⌈
mt

q−1
−1

⌉

≤

⌈
m(it1+ui)

q−1
−1

⌉

.

Since mt1 = q−1− t2 and mui = it2− vi, we obtain

⌈

i−1+
mui − it2

q−1

⌉

=

⌈

i−1−
vi

q−1

⌉

= i−1.

In this case, we have
⌈

mt
q−1

−1
⌉

≤ i−1.

Case 2: t ∈ [it1+ui +1,(i+1)t1+ui]. It is clear that t can be expressed as t = it1+ui+g, where

1 ≤ g < t1. Since mt1 = q−1− t2 and mui = it2− vi, we have

⌈
mt

q−1
−1

⌉

=

⌈

i−1+
mui +mg− it2

q−1

⌉

=

⌈

i−1+
mg− vi

q−1

⌉

.

It is clear that 0 < mg− vi < q−1, then ⌈ mt
q−1

−1⌉= i.

Case 3: t = it1+ui + t1+1. From mt1 = q−1− t2 and mui = it2− vi, we have

mt

q−1
= i+

t1m+m− vi

q−1
,

Then ⌈ mt
q−1

−1⌉= i if m− vi ≤ t2, and ⌈ mt
q−1

−1⌉= i+1 if m− vi > t2.

Case 4: t ∈ [it1+u+ t1 +2,q−1]. Similar as above, it is easy to get that

⌈
mt

q−1
−1

⌉

≥ i+1.
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From above four cases, we know that






⌈
mt

q−1
−1
⌉

≤ i−1, if t ∈ [1, it1+ui],
⌈

mt
q−1

−1
⌉

= i, if t ∈ [it1+ui +1,(i+1)t1+ui] ,or t = it1+ui + t1 +1 and m− vi ≤ t2,
⌈

mt
q−1

−1
⌉

= i+1, if t = it1+ui + t1 +1 and m− vi > t2,
⌈

mt
q−1

−1
⌉

≥ i+1, if t ∈ [it1+ui + t1+2,q−1] .

When i runs over [0,m−1], note that t1 = ⌊q−1
m

⌋ and t1+1 = ⌈q−1
m

⌉, it is easy to get that

ai =







⌈q−1
m

⌉, i f 0 < m− vi ≤ t2,

⌊q−1
m

⌋, i f t2 < m− vi

since the number of t in the range [it1+ui +1,(i+1)t1+ui] is ⌊q−1
m

⌋. Then ai = ⌈q−1
m

⌉ if and

only if 0 < m− vi ≤ t2. Since vi = it2−mui, we have ai = ⌈q−1
m

⌉ if and only if

m(ui +1)

t2
−1 ≤ i <

m(ui +1)

t2
,

which implies that i = ⌈
m(ui+1)

t2
−1⌉. This means that ai = ⌈q−1

m
⌉ if and only if i ∈ ϒ. The desired

conclusion then follows.

Lemma 22. Let t2 6= 0 and N
ξ
γ = ⌈mγ

t2
−1⌉−⌈m(γ−ξ)

t2
−1⌉, where 1 ≤ ξ ≤ t2 and 1 ≤ γ ≤ t2. Then

the following statements hold.

1. If t2 |m, then N
ξ
i = N

ξ
j , where 1 ≤ i, j ≤ t2.

2. If t2 ∤ m, then N
ξ
γ −N

ξ
t2
= 0 or 1. Moreover, there exists 1 ≤ ξ0 ≤ t2 such that N

ξ0
γ = N

ξ0
t2
.

Proof. If t2 |m, the desired conclusion follows from the definition of N
ξ
γ , directly. Next, we give

the proof for the case t2 ∤ m. By the definition of N
ξ
γ , it is easy to get that

mξ0

t2
−1 =

mγ

t2
−1−

(
m(γ−ξ)

t2

)

< N
ξ
γ <

mγ

t2
−

(
m(γ−ξ)

t2
−1

)

=
mξ0

t2
+1.

Similarly, we have
mξ

t2
−1 < N

ξ
t2
<

mξ

t2
.

Then N
ξ
γ −N

ξ
t2
= 0 or 1. When ξ = t2 we have N

ξ
γ = N

ξ0
t2

= m, then there must exist ξ0 ∈ [1, t2]

such that N
ξ0
γ = N

ξ0
t2
. The proof is then completed.

Lemma 23. Let q ≥ 3 be a prime power and m ≥ 4 be an integer. Then θ = qm−1 − 1 −
(∑

q−2
t=1 q

⌈ mt
q−1

−1⌉
−q+2)

q−1
is a coset leader modulo n.
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Proof. Note that

θqi (mod n)≥ θ ⇔ θ(q−1)qi (mod qm −1)≥ θ(q−1) (4)

for any 1 ≤ i ≤ m−1. Below we will prove that

θ(q−1)qi (mod qm −1)≥ θ(q−1)

holds for any 1 ≤ i ≤ m−1. It is clear that

θ = qm−1 −1−
(∑

q−2
t=1 q

⌈ mt
q−1−1⌉−q+2)

q−1
=

qm −∑
q−1
t=1 q

⌈ mt
q−1−1⌉−1

q−1
.

Then by Lemma 21 we have

θ(q−1) = qm −am−1qm−1 −am−2qm−2 −·· ·−a1q−a0 −1 (5)

and

θ(q−1)qi (mod qm −1) =qm −am−i−1qm−1 −·· ·−a1qi+1 −a0qi−

am−1qi−1 −·· ·−am+1−iq−am−i −1.
(6)

For the sake of narrative, we denote θ′ = (q− 1)θ. If m|(q− 1), from Lemma 21 we know

that ai =
q−1

m
for all i ∈ [0,m−1], then θ′qi (mod qm −1) = θ′. From (4), (5) and (6), we see

that θ is a coset leader modulo n. If m ∤ (q−1), we have the following three cases.

Case 1: i ∈ [1,m−1]\ϒ. From Lemma 21, we know that ai = ⌊q−1
m

⌋. Then θ′qm−i−1 (mod qm−

1)> θ′ since am−1 = ⌈q−1
m

⌉= ⌊q−1
m

⌋+1.

Case 2: i ∈ ϒ and t2|m. Put 1 ≤ h ≤ m. From Lemma 21, we know that

ah−1 =







⌈q−1
m

⌉, i f m
t2
|h,

⌊q−1
m

⌋, i f m
t2
∤ h.

Let h1 = (h− i)m, then ah = ah1
. Hence, the sequences of

(am−1,am−2, · · · ,a1,a0)q

and

(am−i−1,am−i−2, · · · ,am+1−i,am−i)q

are the same. From (5) and (6), we have θ′qi (mod qm −1) = θ′.

Case 3: i ∈ ϒ and t2 ∤ m. From Lemma 21, let 0 ≤ h ≤ m−1, we know that ah = ⌈q−1
m

⌉ if and

only if h = ⌈
m(t2−l)

t2
−1⌉ and ah = ⌊q−1

m
⌋ for the other values of h, where l ∈ [0, t2−1]. It is easy

to check that

m−1−

⌈
m(t2− l)

t2
−1

⌉

= m−1−⌈m−1−
ml

t2
⌉=

⌊
ml

t2

⌋

.
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Let a = ⌈q−1
m

⌉ and b = ⌊q−1
m

⌋, then the sequence of

(am−1,am−2, · · · ,a1,a0)q

can be expressed as

(ab, . . . ,b
︸ ︷︷ ︸

⌊ m
t2
⌋−1

,a,b, · · · ,b

︸ ︷︷ ︸

⌊ 2m
t2
⌋−1

,a, · · ·

︸ ︷︷ ︸

···

,a, · · ·b

︸ ︷︷ ︸

⌊
m(t2−1)

t2
⌋−1

,a,b, · · · ,b)q.

Since i ∈ ϒ, we can assume that m−1− i = ⌈mγ1

t2
−1⌉, where γ1 ∈ [1, t2−1]. Moreover, we have

⌈
mγ1

t2
−1

⌉

−

⌈
m(γ1 + l)

t2
−1

⌉

≤

⌊
ml

t2

⌋

.

Then the sequence of

(am−i−1,am−i−2, · · · ,a1,a0,am−1,am−2, · · · ,am−i)q

can be expressed as

(ab, . . . ,b
︸ ︷︷ ︸

≤⌊ m
t2
⌋−1

,a,b, · · · ,b

︸ ︷︷ ︸

≤⌊ 2m
t2
⌋−1

,a, · · ·

︸ ︷︷ ︸

···

,a, · · ·b

︸ ︷︷ ︸

≤⌊
m(t2−1)

t2
⌋−1

,a,b, · · · ,b)q.

Hence, from (5) and (6), we obtain θ′qi (mod qm −1)≥ θ′.

From Cases 1, 2 and 3, we have θ′qi (mod qm −1) ≥ θ′ for any i ∈ [0,m−1]. Then θ is a

coset leader modulo n from (4). This completes the proof.

Let

M = qm−
q−1

∑
t=1

q
⌈ mt

q−1−1⌉−1+µ(q−1) (7)

and 0 < µ <
∑

q−1
t=1 q

⌈ mt
q−1

−1⌉

q−1
. By the definition of µ, we know that µ can be expressed as

µ = bm−2qm−2 +bm−3qm−3 + · · ·+b1q+b0,
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where b0, · · · ,bm−2 ∈ [0,q−1]. Then

(q−1)µ = bm−2qm−1 +(bm−3 −bm−2)q
m−2 + · · ·+(b1 −b2)q

2+(b0 −b1)q−b0.

By Lemma 21, we have

M = qm− (am−1−bm−2)q
m−1− (am−2+bm−2 −bm−3)q

m−2−·· ·− (a1 +b1−b0)q−a0−b0 −1.

(8)

We next prove that M is a not a coset leader modulo qm −1 from the following three lemmas.

Lemma 24. Let the notation be given as above. If bm−2 > 0, 0 ≤ a0 +b0 < q and 0 ≤ ai +bi −

bi−1 < q for i ∈ [1,m−2], then M is not a coset leader modulo qm −1.

Proof. If bm−2 = am−1, from Lemma 21, we know that

bm−2 +am−2 −bm−3 = am−1 +am−2 −bm−3 ≤ 2⌈
q−1

m
⌉−bm−3 ≤

q+1

2
≤ q−1.

It is easy to see that the equality can not hold simultaneously. Hence, M > (q− 1)qm−1 from

(8). By Lemma 2, we know that M is not a coset leader modulo qm−1.

We now prove that M is not a coset leader modulo qm−1 when bm−2 < am−1. From Lemma 21

we know that am−1 = ⌈q−1
m

⌉. Let

a = am−1 −bm−2, (9)

then 0 < a< ⌈q−1
m

⌉. If there exists a positive integer i0 ∈ [1,m−2] satisfying ai0 +bi0 −bi0−1 > a,

then Mqi0 (mod qm−1)< M.

If for all i ∈ [0,m−2] we have ai +bi −bi−1 ≤ a, i.e.,







am−2 +bm−2 −bm−3 ≤ a,

am−3 +bm−3 −bm−4 ≤ a,
...

a1 +b1 −b0 ≤ a,

(10)

then by (9) and (10) we have

am−1 +am−2 + · · ·+a2 +a1 −b0 ≤ (m−1)a,

i.e.,

am−1 +am−2 + · · ·+a2 +a1 +a0 −a0 −b0 ≤ (m−1)a. (11)
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Since ∑m−1
i=0 ai = q−1 and a < ⌈q−1

m
⌉, from (11) we have

b0 +a0 ≥ q−1− (m−1)a > a.

From (8) we know that Mqm−1 (mod qm −1)< M. The desired conclusion then follows.

Lemma 25. Let the notation be given as above. If bm−2 = 0, 0 ≤ a0 +b0 < q and 0 ≤ ai +bi −

bi−1 < q for i ∈ [1,m−2], then M is not a coset leader modulo qm −1.

Proof. If M is a coset leader modulo qm − 1, then M ≤ Mqi (mod qm − 1) for i ∈ [1,m− 1].

From Lemma 21 and the definition of M, we have






am−2 −bm−3 ≤ ⌈q−1
m

⌉,

bm−3 +am−3 −bm−4 ≤ ⌈q−1
m

⌉,
...

b1 +a1 −b0 ≤ ⌈q−1
m

⌉,

a0 +b0 ≤ ⌈q−1
m

⌉.

(12)

If m|(q−1), we have ⌈q−1
m

⌉= q−1
m

. Then from (12) and ai =
q−1

m
for all i ∈ [0,m−1], we have

b0 = b1 = · · ·= bm−3 = 0.

Combining with bm−2 = 0, we obtain that µ = 0, which is contradictory to µ > 0. Then M is not

a coset leader modulo qm −1.

In the following, we prove that M is not a coset leader modulo qm −1 if m ∤ (q−1). In this

case, we have ⌈q−1
m

⌉−⌊q−1
m

⌋ = 1. By Lemma 21, we know that a0 = ⌊q−1
m

⌋. Then b0 = 0 or

b0 = 1.

Case 1: b0 = 1. Recall that

M = qm− (am−1−bm−2)q
m−1− (bm−2+am−2 −bm−3)q

m−2−·· ·− (b1 +a1−b0)q−a0−b0 −1.

(13)

Then

qm−1M (mod qm −1) =qm − (b0 +a0)q
m−1 − (am−1 −bm−2)q

m−2 −·· ·− (b2 +a2 −b1)q

− (b1 +a1 −b0)−1.

(14)

If M ≤ qm−1M, by comparing (13) and (14), we know that

am−1 = am−2 = · · ·= a1 =

⌈
q−1

m

⌉

and b0 = b1 = · · ·= bm−3 = 0
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since bm−2 = 0 and ⌈q−1
m

⌉ ≤ ai ≤ ⌊q−1
m

⌋. Then we obtain that µ = 0, which is contradictory to

µ > 0. Hence, we have M > qm−1M (mod qm −1).

Case 2: b0 = 0. From (12), we know that b1 = 0 or b1 = 1. If b1 = 0, then from (12) we know

that b2 = 0 or b2 = 1. Continue this work, we can obtain that there exists i1 such that bi1 = 1

and bi1−l = 0, where i1 ∈ [1,m−3] and l ∈ [1, i1−1].

Recall that ϒ is defined in Lemma 21. If i1 ∈ϒ, then we have bi1−1 = 0, bi1 = 1 and ai1 = ⌈q−1
m

⌉,

which is contradictory to ai1 +bi1 −bi1−1 ≤ ⌈q−1
m

⌉. Hence, we obtain that i1 ∈ [0,m−1]\ϒ. This

means that there is γ2 ∈ [0, t2 − 1] satisfying ⌈ γ2m
t2

− 1⌉ < i1 < ⌈
(γ2+1)m

t2
− 1⌉. For the sake of

narrative, we assume that bm−1 = b−1 = 0 in the following of this proof.

Subcase 1: ⌈ γ2m
t2

−1⌉< i1 < ⌈ (γ2+1)m
t2

−1⌉−1. Let ξ = m− i1 −1+⌈ γ2m
t2

−1⌉. It is clear that M

and qm−i1−1M can be expressed as

M =qm − (am−1 −bm−2)q
m−1 − (am−2 +bm−2 −bm−3)q

m−2 −·· ·− (bξ +aξ −bξ−1)q
ξ −·· ·

− (b1 +a1 −b0)q−a0 −b0 −1,

(15)

and

qm−i1−1M (mod qm −1) =qm − (ai1 +bi1 −bi1−1)q
m−1− (ai1−1 +bi1−1 −bi1−2)q

m−2−·· ·

− (a
⌈
(γ2−1)t2

m+m

t2
−1⌉

+b
⌈
(γ2−1)t2

m+m

t2
−1⌉

−b
⌈
(γ2−1)t2

m+m

t2
−2⌉

)qξ

−·· ·− (bi1 +ai1 −bi1−1)q− (bi1−1 +ai1−1 −bi1−2)−1.

(16)

Since bm−2 = 0, bi1 = 1 and bi1−l = 0 for l ∈ [1, i1−1], we obtain that
⌈

q−1

m

⌉

= ai1 +bi1 −bi1−1 = am−1 −bm−2.

It is clear that

m−1−

(

m− i1 −1+

⌈
γ2m

t2
−1

⌉)

= i1 −

⌈
γ2m

t2
−1

⌉

≤ N1
γ2+1 −2 ≤ N1

t2
−1.

Then

am−2 = am−3 = · · ·= aξ+1 =

⌊
q−1

m

⌋

and ai1 = ai1−1 = · · ·= a⌈ γ2m

t2
⌉ =

⌊
q−1

m

⌋

since 0 ≤ N1
γ2+1−N1

t2
≤ 1 and ⌈ γ2m

t2
−1⌉< i1 < ⌈

(γ2+1)m
t2

−1⌉−1. If there exists l1 ∈ [2,m−2−ξ]

such that

am−l1−1 +bm−l1−1 −bm−l1−2 > ai1−l1 +bi1−l1 −bi1−l1−1, (17)
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let l2 be the least integer in the range [2,m−2−ξ] such that (17) holds, then we have bm−l2−1 > 0

and

am−1−l3 +bm−1−l3 −bm−2−l3 ≤ ai1−l3 +bi1−l3 −bi1−l3−1 (18)

for all 0 ≤ l3 < l2. If all of the equals in (18) hold, since bm−2 = 0 and bi1−l = 0 for all l ∈ [1, i1−

1], we know that bm−3 = bm−4 = · · · = bm−l2−1 = 0, which is contradictive with bm−l2−1 > 0.

Then at least one of equals in (18) does not hold, we obtain that qm−i1−1M (mod qm −1)< M

from (15) and (16).

If there does not exist l1 ∈ [2,m−2−ξ] such that (17) holds, then we have






⌊q−1
m

⌋= ai1−1 +bi1−1 −bi1−2 ≥ bm−2 +am−2 −bm−3,

⌊q−1
m

⌋= ai1−2 +bi1−2 −bi1−3 ≥ bm−3 +am−3 −bm−4,
...

⌊q−1
m

⌋= a⌈ γ2m

t2
⌉+b⌈ γ2m

t2
⌉−b⌈ γ2m

t2
−1⌉ ≥ bξ+1 +aξ+1 −bξ.

(19)

If there is one of equals in (19) that does not hold, then qm−i1−1M (mod qm−1)< M from (15)

and (16).

If all the equals in (19) holds, then bm−3 = bm−4 = · · ·= bξ = 0. Hence,

aξ +bξ −bξ−1 =

⌊
q−1

m

⌋

−bξ−1 ≤

⌊
q−1

m

⌋

.

It is clear that a
⌈
(γ2−1)m+m

t2
−1⌉

+b
⌈
(γ2−1)m+m

t2
−1⌉

−b
⌈
(γ2−1)m+m

t2
−2⌉

= ⌈q−1
m

⌉ since a
⌈
(γ2−1)m+m

t2
−1⌉

= ⌈q−1
m

⌉

and b
⌈
(γ2−1)m+m

t2
−1⌉

= b
⌈
(γ2−1)m+m

t2
−2⌉

= 0. Then qm−i1−1M (mod qm −1)< M from (15) and (16).

Subcase 2: i1 = ⌈ (γ2+1)m
t2

−1⌉−1. From Lemma 22, there exists ξ ∈ [1, t2] such that N
ξ
γ2
= N

ξ
t2
.

Assume that ξ1 ∈ [1, t2] is the minimum value such that N
ξ1
γ2

= N
ξ1
t2
.

If there exists l ∈ [2, i1−⌈
(γ2−ξ1)m

t2
−1⌉−1] such that am−1−l +bm−1−l −bm−2−l > a(i1−l)m

+

b(i1−l)m
− b(i1−l−1)m

, similar to the discuss of (17) and (18), then there is 1 ≤ l4 < l such that

am−1−l4 + bm−1−l4 − bm−2−l4 < a(i1−l4)m
+ b(i1−l4)m

− b(i1−l4−1)m
. Hence, we obtain qm−i1−1M

(mod qm −1)< M.

If there does not exist l ∈ [2, i1 −⌈ (γ2−ξ1)m
t2

− 1⌉− 1] such that am−1−l + bm−1−l − bm−2−l >

a(i1−l)m
+b(i1−l)m

−b(i1−l−1)m
, then we have

a(i1−l)m
+b(i1−l)m

−b(i1−l−1)m
≥ am−1−l +bm−1−l −bm−2−l (20)

for all l ∈ [2, i1 −⌈
(γ2−ξ1)m

t2
− 1⌉− 1]. If one of equals in (20) does not hold, then qm−i1−1M

(mod qm −1)< M.
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If all the equals in (20) holds, then bm−3 = bm−4 = · · · = bη = 0, where η = m− 1− i1 +

⌈
(γ2−ξ1)m

t2
⌉. Hence,

aη+1 +bη+1 −bη =

⌊
q−1

m

⌋

+0−bη=

⌊
q−1

m

⌋

.

Since a
⌈
(γ2−ξ1−1)t2 m+m

t2
−1⌉

= ⌈q−1
m

⌉ and b
⌈
(γ2−ξ1−1)t2m+m

t2
−1⌉

= b
⌈
(γ2−ξ1−1)t2m+m

t2
−2⌉

= 0, we have

a
⌈
(γ2−ξ1−1)t2

m+m

t2
−1⌉

+b
⌈
(γ2−ξ1−1)t2

m+m

t2
−1⌉

−b
⌈
(γ2−ξ1−1)t2

m+m

t2
−2⌉

=

⌈
q−1

m

⌉

,

then

aη+1 +bη+1 −bη < a
⌈
(γ2−ξ1−1)t2

m+m

t2
−1⌉

+b
⌈
(γ2−ξ1−1)t2

m+m

t2
−1⌉

−b
⌈
(γ2−ξ1−1)t2

m+m

t2
−2⌉

.

Hence, we obtain qm−i1−1M (mod qm −1)< M.

Hence, from Cases 1 and 2, we know that there always exists i ∈ [1,m−1] such that M ≥ Mqi

(mod qm − 1). Hence, M is not a coset leader modulo qm − 1. The desired conclusion then

follows.

Lemma 26. Let the notation be given as above. If there exists i ∈ [1,m−2] such that ai +bi −

bi−1 < 0 or ai +bi −bi−1 ≥ q, then M is not a coset leader modulo qm −1.

Proof. If ai +bi −bi−1 ≥ 0 for all i ∈ [1,m−2] and there exists a positive integer i2 ∈ [1,m−2]

such that ai2 +bi2 −bi2−1 ≥ q, i.e.,







am−2 +bm−2 −bm−3 ≥ 0,
...

ai2+1 +bi2+1 −bi2 ≥ 0,

ai2 +bi2 −bi2−1 ≥ q,

(21)

then bi2−1 ≤ ∑m−2
j=i2

a j + bm−2 − q ≤ ∑m−2
j=i2

a j + am−1 − q < 0, which is impossible. Hence, there

exists i3 ∈ [1,m−2] such that ai3 +bi3 −bi3−1 < 0 if there exists i2 ∈ [1,m−2] such that ai2 +

bi2 −bi2−1 ≥ q.

Let Ψ be a subset of [1,m−2] such that bi +ai −bi−1 < 0 if i ∈ Ψ and ai +bi −bi−1 ≥ 0 if

i ∈ [1,m−2]\Ψ. Let i4 = max{i : i ∈ Ψ}. If there exists i such that bi+ai−bi−1 ≥ q, we assume

that i5 = max{i : ai +bi −bi−1 ≥ q, i ∈ [1,m−2]\Ψ}. If i5 > i4, with a similar analysis as (21),

it is easy to get that bi4−1 < 0, which is contradictory to bi4−1 ≥ 0.
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If bi4 +ai4 −bi4−1 =−1 and i5 = i4 −1, we know that






am−2 +bm−2 −bm−3 ≥ 0,
...

ai4+1+bi4
+1 −bi4 ≥ 0,

ai4 +bi4 −bi4−1 =−1,

ai4−1 +bi4−1 −bi4−2 ≥ q.

Then we have bi4−2 ≤ −q+∑m−2
i=i4−1 ai +1 ≤ −q+∑m−1

i=i4−1 ai ≤ −1 < 0, which is contradictory

to bi4−2 ≥ 0.

From above, in order to obtain the desired result, we only need to prove the case that M is

not a coset leader modulo qm−1 if bi4 +ai4 −bi4−1 <−1, or i5 6= i4−1, or there does not exist

i ∈ [1,m−2] such that bi +ai −bi−1 ≥ q. In these cases, it is clear that M can be expressed as

M = (q−am−1 +bm−2)q
m−1 +(bm−3 −am−2 −bm−2)q

m−2 + · · ·+(b0 −a1 −b1)q−a0 −b0 −1.

(22)

Then qm−i4−1M (mod qm −1) can be expressed as

qm−i4−1M (mod qm−1) =(bi4−1 −ai4 −bi4)q
m−1 +(bi4−2 −ai4−1 −bi4−1)q

m−2 + · · ·+

(−a0 −b0)q
m−i4−1 +(q−am−1 +bm−2)q

m−i4−2+

· · ·+(bi4 −ai4+1 −bi4+1)

(23)

if i4 6= m−2 and

qm−i4−1M (mod qm−1) =(bi4−1 −ai4 −bi4)q
m−1 +(bi4−2 −ai4−1 −bi4−1)q

m−2 + · · ·+

(−a0 −b0)q
m−i4−1 +(−am−1 +bm−2)

if i4 = m−2. We only prove the case that M is not a coset leader modulo qm −1 if i4 6= m−2.

When i4 = m−2, the desired results can be shown similarly. We omit the details.

It is easy to see that bi4−1−bi4 −ai4 ≤ q+bm−2−am−1. If bi4−1−bi4 −ai4 < q+bm−2−am−1,

then qm−i4−1M (mod qm −1)< M.

If bi4−1 −bi4 −ai4 = q+bm−2 −am−1, it is clear that

bi4−1 = q−1, bi4 = 0, ai4 = ⌊
q−1

m
⌋, bm−2 = 0 and m ∤ (q−1) (24)

since am−1 = ⌈q−1
m

⌉. Then there exists a positive integer γ3 such that ⌈ (γ3−1)m
t2

−1⌉< i4 < ⌈ γ3m
t2

−

1⌉. Let 1 ≤ s ≤ i4 and

D(m−1−s) = (bi4−s−1 −ai4−s −bi4−s)− (bm−s−2−bm−s−1 −am−s−1).
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Clearly, from (24) we know that

D(m−2) = (bi4−2 −ai4−1 −bi4−1)− (bm−3 −bm−2 −am−2)

= bi4−2 − (q−1)−bm−3−ai4−1 +am−2.

From Lemma 21, it is obvious that

−ai4−1 +am−2 ∈ {−1,0,1}. (25)

If am−2 −ai4−1 = 1, then we have ai4−1 = ⌊q−1
m

⌋ and am−2 = ⌈q−1
m

⌉. Since ai4 = ai4−1 = ⌊q−1
m

⌋

and am−1 = am−2 = ⌈q−1
m

⌉, we obtain that N1
γ3
≥ 3 and N1

t2
= 1, which is contradictory to Lemma

22. Then from (25) we know that am−2 −ai4−1 ∈ {−1,0}. Hence, we obtain that D(m−2) ≤ 0. If

D(m−2) < 0, then qm−i4−1M (mod qm−1)< M.

If D(m−2) = 0, combined with (24), we obtain that

bi4−2 = q−1, bm−3 = 0 and am−2 −ai4−1 = 0. (26)

With a similar analysis on D(m−2), we obtain D(m−3)≤ 0. If D(m−3)< 0, then qm−i4−1M (mod qm−

1)< M.

If D(m−3) = 0, combined with (26) we obtain that bi4−3 = q−1, bm−4 = 0 and am−3−ai4−2 = 0.

Continue this work, we always have qm−i4−1M (mod qm −1)< M, or






bi4−1 = bi4−2 = · · ·= b0 = q−1,

bm−2 = bm−3 = · · ·= bm−i4−1 = 0,
...

am−2 −ai4−1 = am−3 −ai4−2 = am−i4 −a1 = 0.

(27)

If (27) holds, then

D(m−i4−1) =−(b0 +a0)− (bm−i4−2 −bm−i4−1 −am−i4−1)

=−(q−1)−⌊
q−1

m
⌋−bm−i4−2 +am−i4−1 ≤−(q−2)< 0.

Hence, qm−i4−1M (mod qm −1) < M. Combining with all the cases, we obtain that M is not a

coset leader modulo qm −1. The desired conclusion then follows.

Proposition 27. Let q ≥ 3 be a prime power and m ≥ 4 be an integer. Then δ1 = θ is the largest

coset leader modulo n, where θ is given in Lemma 23.

Proof. If δ is a coset leader modulo n, then (q−1)δ must be a coset leader modulo qm−1 since

θqi (mod n)≥ θ ⇔ θ(q−1)qi (mod qm −1)≥ θ(q−1)
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for any 1 ≤ i ≤ m−1. If δ > δ1, we know that (q−1)δ can be written as M, where M is given

in (7). From Lemmas 24-26, we obtain that M is not a coset leader modulo qm−1. Hence, δ is

not a coset leader modulo n if δ > δ1, i.e., δ1 is the largest coset leader modulo n. The desired

results then follows.

Lemma 28. Let δ1 be given as in Proposition 27, then |Cδ1
|= m

gcd(m,q−1) .

Proof. It is known that ordn(q) = m, then |Cδ1
| is a divisor of m. Assume that |Cδ1

|= h, then

n |δ1(q
h−1). (28)

By definition, δ1 can be written as

δ1 = n−
∑

q−1
t=1 q

⌈ mt
q−1−1⌉

q−1
.

Then (28) holds if and only if
qm−1

qh−1
| ∑

q−1
t=1 q

⌈ mt
q−1−1⌉, i.e.,

qm−h +qm−2h + · · ·+qm−(i−1)h +1 |
q−1

∑
t=1

q
⌈ mt

q−1−1⌉,

where i = m
h

. It is easy to check that

q−1

∑
t=1

q
⌈ mt

q−1−1⌉ =

(
gcd(q−1,m)−1

∑
i0=0

q
mi

gcd(q−1,m)

)





(q−1)
gcd(m,q−1)

∑
i1=1

q
⌈ mt

q−1−1⌉




 .

In addition,

qm−h +qm−2h + · · ·+qm−(i−1)h +1 =
gcd(q−1,m)−1

∑
i=0

q
mi

gcd(q−1,m)

if h = m
gcd(q−1,m) . Hence, (28) holds if h = m

gcd(q−1,m) . This means that

|Cδ1
|= h ≤

m

gcd(q−1,m)
. (29)

We now prove that h ≥ m
gcd(q−1,m) . Assume that there exists a positive integer Q such that

Q(qm−h +qm−2h + · · ·+qm−(i−1)h +1) =
q−1

∑
t=1

q
⌈ mt

q−1−1⌉. (30)

Let Q= aiq
i+ai−1qi−1+ · · ·+a1q+a0 and ai+ai−1+ · · ·+a0 = r. If (30) holds, then rm

h
= q−1,

which implies that rm = h(q−1). Hence, we have

r ·
m

gcd(m,q−1)
= h ·

q−1

gcd(m,q−1)
.
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Since

gcd

(
m

gcd(m,q−1)
,

q−1

gcd(m,q−1)

)

= 1,

we obtain that m
gcd(m,q−1) |h. Hence, from (29) we have |Cδ1

|= m
gcd(q−1,m) . The desired conclusion

then follows.

Remark 29. When q = 3, δ1 and |Cδ1
| have been given in [22, Lemma 17]. Let m ≥ q, b ≡ m−1

(mod q−1). When b = 0, b = 1 or b = q−2, δ1 and |Cδ1
| have been given in [35, Lemma 16].

We general these results in Proposition 27 and Lemma 28.

From Proposition 27 and Lemma 28, one can get the following theorem.

Theorem 30. When m ≥ 3 be an integer and q ≥ 3 be a prime power, the BCH code C(q,n,δ1)

has parameters
[

qm −1

q−1
,

m

gcd(m,q−1)
+1,d ≥ qm−1 −1−

∑
q−2
t=1 q

⌈ mt
q−1−1⌉−q+2

q−1

]

.

Example 31. Let (q,m) = (3,4). Then the code C(q,n,δ1) in Theorem 19 has parameters [40,3,≥

25]. This code is the best cyclic code according to [7, P. 305] when the equality holds.

In the following, we present a sufficient and necessary condition for C(q,n,δ) being a dually-

BCH code. We first give a key lemma.

Lemma 32. Let δ′ be the coset leader of Cn−δ1
modulo n. Then the following hold.

1) δ1 ∈ T⊥ is a coset leader modulo n if 2 ≤ δ ≤ δ′.

2) δ′ ∈ T⊥ is a coset leader modulo n if δ′ < δ ≤ δ1.

Proof. Since δ′ be the coset leader of Cn−δ1
modulo n, we have Cn−δ′ =Cδ1

. If 2 ≤ δ ≤ δ′, i.e.,

Cδ′ * T , then Cn−δ′ =Cδ1
* T−1, Cδ1

⊆ T⊥. If δ′ < δ ≤ δ1, i.e., Cδ1
* T , then Cn−δ1

=Cδ′ * T−1

and Cδ′ ⊆ T⊥.

Denote m = r(q−1)+ s and ν = ⌈ (s−1)(q−1)
s

⌉, where r ≥ 0 and 0 ≤ s ≤ q−2. Note that

δ1 = qm−1 −1−

q−2

∑
t=1

q
⌈ mt

q−1−1⌉−q+2

q−1
=

qm −
q−1

∑
t=1

q
⌈ mt

q−1−1⌉−1

q−1
.

Then

n−δ1 =
∑

q−1
t=1 q

⌈ mt
q−1−1⌉

q−1
. (31)
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Let δ′ and δ′′ be the coset leaders of Cn−δ1
modulo n and C(q−1)(n−δ1) modulo (q− 1)n,

respectively. It is similar with (4), we have (q−1) | δ′′ and δ′′ = δ′(q−1). From (31) we have

(q−1)(n−δ1)=∑
q−1
t=1 q

⌈ mt
q−1−1⌉

. From Lemma 21, one can see that the q-adic expansion of δ′′ has

the form (0r,1, · · ·)q if r ≥ 1 and δ′′ has the form (⌊q−1
m

⌋, · · ·)q if r = 0. where 0r = (0,0, · · · ,0
︸ ︷︷ ︸

r

)q.

Then

δ′ =
δ′′

q−1
>

qm−r−1 −1

q−1
. (32)

With the preparations above, we now give a sufficient and necessary condition for C(q,n,δ)

being a dually-BCH code.

Theorem 33. Let n = qm−1
q−1

, where q ≥ 3 is a prime power and m ≥ 4 is a positive integer. Then

C(q,n,δ) is a dually-BCH code if and only if δ1 +1 ≤ δ ≤ n, where δ1 is given in Proposition 27.

Proof. When q = 3, the result has been given in [12, Theorem 30], we only prove the result for

q > 3 in the following.

It is clear that 0 /∈ T and 1 ∈ T , so 0 /∈ T−1 and n−1 ∈ T−1. Furthermore, we have 0 ∈ T⊥

and n−1 /∈ T⊥, which means that C0 must be the initial cyclotomic coset of T⊥. Consequently,

there must be an integer J ≥ 1 such that T⊥ = C0 ∪C1 ∪ · · · ∪CJ−1 if C(q,n,δ) is a dually-BCH

code.

When δ1 +1 ≤ δ ≤ n, it is easy to see that T⊥ = {0} and C⊥
(q,n,δ) is a BCH code with respect

to β. It remains to show that C⊥
(q,n,δ) is not a BCH code with respect to β when 2 ≤ δ ≤ δ1. To

this end, we show that there is no integer J ≥ 1 such that T⊥ =C0 ∪C1 ∪· · ·∪CJ−1. Recall that

m = r(q−1)+ s, we have the following two cases.

Case 1: 2 ≤ δ ≤ qr+1−1
q−1

. It is easy to see that m− r−1 ≥ r+1. Then from Equation (32) and

Proposition 32 that δ1 ∈ T⊥ is the coset leader of Cδ1
. It follows from Lemma 14 that

Imax := max

{

I(δ) : 2 ≤ δ ≤
qr+1 −1

q−1

}

= I(2) =
qm−1 −1

q−1
= (0,1, . . . ,1

︸ ︷︷ ︸

m−1

)q.

Note that δ1 = qm−1 −1−

q−2

∑
t=1

q
⌈ mt

q−1
−1⌉

−q+2

q−1
. It is easy to see that (q−1)δ1 > qm−1 −1 and δ1 >

qm−1−1
q−1

. It then follows that there is no integer J ≥ 1 such that T⊥ = C0 ∪C1 ∪ · · · ∪CJ−1, i.e.,

C⊥
(q,n,δ) is not a BCH code with respect to β.
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Case 2: If
qr+1−1

q−1
< δ < qm−1−

q−2

∑
t=1

q
⌈ mt

q−1
−1⌉

−q+2

q−1
. It then follows from Proposition 32 that δ′ ∈ T⊥

is the coset leader of Cδ′ . It follows from Lemma 14 that

Imax := max







I(δ) :
qr+1 −1

q−1
< δ < qm−1 −

q−2

∑
t=1

q
⌈ mt

q−1−1⌉−q+2

q−1







=
qm−r−1 −1

q−1
.

We deduce from Equation (32) that δ′ > qm−r−1−1
q−1

. It then follows from Lemma 14 that there is

no integer J ≥ 1 such that T⊥ =C0∪C1∪· · ·∪CJ−1, i.e., C⊥
(q,n,δ) is not a BCH code with respect

to β.

Remark 34. In [12], the authors gave the range of δ for BCH codes C(3,n,δ) being dually-

BCH codes and showed that it looks much harder to give a characterisation of C(q,n,δ) being

dually-BCH codes, where q > 3 is a prime power. Theorem 33 finished this work.

V. CONCLUSION

Let n = qm−1
q+1

for m ≥ 4 being even and q being a prime power, or n = qm−1
q−1

for m ≥ 4 being

a positive integer and q being an odd prime power. The main contributions of this paper are the

following:

• Sufficient and necessary conditions for BCH codes C(q,n,δ) being dually-BCH codes were

given, where 2 ≤ δ ≤ n. Lower bounds on the minimum distances of their dual codes are

developed for n = qm−1
q+1

. In this sense, we extended the results in [12].

• We determined the largest coset leader modulo
qm−1
q−1

, which is very useful to completely

solve Open Problem 45 in [21]. We also determined the largest coset leader modulo
qm−1
q+1

,

so the conjecture in [28] were proved.
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