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Abstract

We study communication over a Multiple Access Channel (MAC) where users can possibly be adversarial.
The receiver is unaware of the identity of the adversarial users (if any). When all users are non-adversarial,
we want their messages to be decoded reliably. When a user behaves adversarially, we require that the honest
users’ messages be decoded reliably. An adversarial user can mount an attack by sending any input into the
channel rather than following the protocol. It turns out that the 2-user MAC capacity region follows from the
point-to-point Arbitrarily Varying Channel (AVC) capacity. For the 3-user MAC in which at most one user may
be malicious, we characterize the capacity region for deterministic codes and randomized codes (where each user
shares an independent random secret key with the receiver). These results are then generalized for the k-user
MAC where the adversary may control all users in one out of a collection of given subsets.

1 Introduction

1.1 Motivation and setup

Communication systems such as the wireless Internet-of-Things (IoTs), which consist of devices of varying security
levels connected over a wireless network, pose new security challenges [2, 3]. Since, the devices share the same
communication medium, a malicious1 device may attempt to cause decoding errors for the honest device(s). This
motivates the present problem. We study the uplink of a communication network in which users may behave
maliciously.

Consider a Multiple Access Channel (MAC) with users who are potentially adversarial. An adversarial user may
not follow the protocol and may choose its channel input maliciously to disrupt the communication of the other
users. The receiver is unaware of whether any of the users is adversarial and the identity of the adversarial user(s)
(if any). We call such a channel a “byzantine-MAC”. If all users are non-adversarial (i.e., honest), we require that
their messages be reliably decoded. However, if some of the users are adversarial, the decoder must correctly recover
the messages of all the other (honest) users. Adversarial users have no side information about the messages of the
honest users. We call this the problem of reliable communication in a byzantine-MAC.

∗This work was presented in part at the 2019 IEEE Information Theory Workshop [1].
N. Sangwan and V. M. Prabhakaran were supported by DAE under project no. RTI4001. N. Sangwan was additionally supported by
the TCS Foundation through the TCS Research Scholar Program. The work of M. Bakshi was supported in part by the Research Grants
Council of the Hong Kong Special Administrative Region, China, under Grant GRF 14300617, and in part by the National Science
Foundation under Grant No. CCF-2107526. The work of B. K. Dey was supported by Bharti Centre for Communication in IIT Bombay.
V. M. Prabhakaran was additionally supported by SERB through project MTR/2020/000308.

1We use ‘malicious’ and ‘adversarial’ interchangeably.
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1.2 Related works

The present model is different from other well-studied models involving non-byzantine users and adversaries, both
passive and active. In all such models, the adversary is different from all the legitimate communicating parties and
its identity is known to all parties.

For example, a wiretap channel [4] has a passive eavesdropper who gets a noisy version of the communication
between the sender and the receiver. The goal is to ensure reliable and private (from the eavesdropper) communication
from the sender to the receiver. On the other hand, in Arbitrarily Varying Channels (AVC) [5, 6] the adversary is
active and controls the channel. The adversary can change the channel law for each channel use with the goal of
jamming the communication between the sender and the receiver. Arbitrarily Varying Multiple Access Channels (AV-
MAC) [7–12], which consider a Multiple Access Channel (MAC) where the channel law is controlled by an adversary,
have also been studied. Jahn [8] obtained the randomized coding capacity region where each user has independent
randomness shared with the receiver. He also showed that this region is also the deterministic coding capacity
region under average probability of error whenever the latter has a non-empty interior, a result along the lines of
Ahlswede’s dichotomy for the AVC [13]. Gubner [9] proved necessary conditions (non-symmetrizability conditions)
for the deterministic coding capacity region to be non-empty. Ahlswede and Cai [10] showed that Gubner’s necessary
conditions are also sufficient for the deterministic coding capacity region to have a non-empty interior. More recently,
Pereg and Steinberg [11] obtained the capacity region for the AV-MAC with state constraints. Wiese and Boche [12]
considered the two-user AV-MAC with conferencing encoders. In a recent work, Beemer, Graves, Kliewer, Kosut,
and Yu [7] considered an authentication like model in a two-user AV-MAC, where all states, except one, are treated
as adversarial states. Under adversarial states, the decoder’s output can be a declaration of the presence of an
adversary while also decoding at least one user’s message.

In contrast to these works, the current model has byzantine users, i.e., one of the legitimate users is potentially
adversarial. There are other works on models with byzantine users in the information theory literature, mostly in the
setting of network coding. Byzantine attacks on the nodes and edges of networks have been studied under omniscient
and weaker adversarial models in [14] and [15, 16], respectively. He and Yener [17] considered a Gaussian two-hop
network with an eavesdropping and byzantine adversarial relay where the requirement is decoding the message with
secrecy and byzantine attack detection. La and Anantharam [18] studied the MAC with strategic users modeled as
a cooperative game with the objective of fairly allocating communication rate among the users.

For the byzantine-MAC, in a previous work [19], we looked at a weaker decoding guarantee than the present
model, called authenticated communication. Under this weaker guarantee, the decoder must still reliably recover the
messages when all the users are honest. However, if any user behaves adversarially, the decoder may either output the
correct messages for the honest users or declare an error, i.e., an adversary should not be able to cause an undetected
erroneous output for the honest users. In a similar model of communication with adversary identification [20] in a
byzantine-MAC with two users, a slightly stronger decoding guarantee was considered. Again, reliable decoding was
required when all users are honest. In the presence of a malicious user, the decoder may either output a pair of
messages out of which the message of the honest user is correct, or declare an error together with the identity of the
malicious user. Both these models are different from the present model, where we always require reliable decoding
of the honest users’ messages and the decoder may never declare an error2.

1.3 Two-user byzantine-MAC

For the 2-user byzantine-MAC, consider the problem of reliable communication when any one of the users might be
adversarial (though the decoder does not know a priori which, if any, of the users is adversarial). Clearly, each user
can at least achieve the capacity of the AVC where the other user’s input is treated as the channel state. Further,
it is also easy to see that no higher rate is possible as, for the honest user’s perspective, the other user, when
adversarial, can behave exactly like an adversary in the AVC setup (see Figure 1(a) and (b)). Thus, the capacity
region is the rectangular region defined by the AVC capacities of the two users’ channels (Figure 1(c)), i.e., there is

2Journal versions of [19] and [20] are in preparation. Together with the present paper these constitute our multi-part study of Byzantine
MACs encompassing various decoding requirements.
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(a) A two-user byzantine-MAC where user-2 is malicious.
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Decoder M̂1

user-2

(b) A malicious user-2 can simulate an AVC from user-1 to the
receiver where the input of user-2 is treated as the adversarial
state. Thus, user-1 cannot communicate reliably an any rate
above the capacity of this AVC. On the other hand, user-1 can
achieve all the rates below the capacity of this AVC by using
an appropriate AVC code.

R2

R1
CAVC(PY |X1X2

)

CAVC(PY |X2X1
)

(c) Capacity region of a two-user byzantine-MAC. CAVC(PY |XS) is
the capacity of AVC PY |XS with input X, state S and output Y .

Figure 1: Capacity region of a two-user byzantine-MAC is given by the rectangular capacity region obtained by treating the channel from
each user to the receiver as an AVC with the other user’s input as the AVC state sequence.

no trade-off between the rates3. Thus, the simplest non-trivial case is that of a 3-user byzantine-MAC with at most
one adversarial user.

1.4 Three-user byzantine-MAC with at most one adversary

It turns out that all the key ideas can be presented in the relatively simpler setting of a 3-user byzantine-MAC
(Figure 2) with at most one adversarial user. The general results then build on this. For this model, we characterize
the capacity region under randomized coding where each user shares independent secret keys with the decoder, and
deterministic coding with an average probability of error criterion.

user-3

user-2

user-1

WY |X1X2X3 φ

m3
X3

m2
X2

m1 X
1

Y
(M̂1, M̂2, M̂3)

Figure 2: Byzantine-MAC: At most one user may be adversarial. Reliable decoding of the messages of all honest users is required. Clearly,
no decoding guarantees are given for an adversarial user.

3This observation holds true under deterministic coding, stochastic encoding (where the encoders have private randomness), and
randomized coding settings under both maximum and average probabilities of error. A similar observation can be made for a k-user
byzantine-MAC where up to k − 1 users may adversarially collude.
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1.4.1 Randomized coding

Consider a three-user byzantine-MAC in which each user shares independent randomness with the decoder which is
unknown to the other users. Notice that similar to the two-user byzantine-MAC where a malicious user could induce
an AVC from the honest user to the receiver, in a three-user byzantine-MAC, a malicious user-i, i ∈ {1, 2, 3} can
induce a two-user AV-MAC W (i) from the honest users {1, 2, 3}\{i} to the receiver, where the input of the malicious
user is treated as the adversarially chosen state sequence. For instance, if a rate triple (R1, R2, R3) is achievable for
the byzantine-MAC, then the rate pair (R1, R2) is also be achievable over the two-user AV-MAC W (3).4 We use this
intuition to show the converse of the randomized coding capacity region (Theorem 3). We show the achievability by
using a randomized code (from [8]5) for the two-user AV-MAC W (i), i ∈ {1, 2, 3} and using random hashes for each
message, generated using the independent shared randomness. See Section 3.2.2 for a sketch of achievability and
Section 4.2 for a detailed proof of achievability and converse.

1.4.2 Deterministic coding

For deterministic coding, before discussing the capacity region, let us consider the following question: in which
channels can all users communicate reliably?

In the AVC literature, the channels over which reliable communication is infeasible are called symmetrizable
channels [21,22]. In a symmetrizable AVC, the adversary can mount an attack which introduces a spurious message
that can be confused with the actual message, resulting in a non-vanishing probability of error.

To answer the question, we first recall that a malicious user-i, i ∈ {1, 2, 3}, in a three-user byzantine-MAC, can
induce a two-user AV-MAC W (i) formed by treating user-i’s input as an adversarially chosen state and the inputs
of other two users as the inputs of legitimate users in the two-user AV-MAC. Thus, we inherit the symmetrizability
conditions [9, Definition 3.1-3.3] from the three AV-MAC W (1),W (2) and W (3). We show that, in addition to the
symmetrizability conditions inherited from the AV-MAC, fully characterizing the feasibility of reliable communication
of a 3-user byzantine-MAC requires three additional symmetrizability conditions (Eq. (8)). Roughly speaking, each
of these conditions reflect whether or not an adversarial user at a node k can attack in a manner that is also consistent
with an adversarial user at a node j 6= k while resulting in a decoding ambiguity about the remaining user’s message
(see Figure 7). Example 1 (page 14) shows that the new symmetrizability conditions are not redundant given the
symmetrizability conditions inherited from the two-user AV-MAC.

We characterize the deterministic coding capacity region under the average error criterion for most channels.6

There are two different approaches towards showing the achievability for the AVC using deterministic codes. We
show achievability for the 3-user byzantine-MAC using both approaches and show a more general result for k-user
byzantine-MAC using one of them.

First approach. The first approach uses a randomness reduction argument of Ahlswede [13] (and its extension
for AV-MAC by Jahn [8]). He showed that given a randomized code of achievable rate R and block-length n, there
exists another randomized code of achievable rate R which requires only O(log n) bits of randomness. This small
amount of shared randomness can be established using deterministic codes. This shows the surprising fact that
when the deterministic capacity is positive (which is the case for non-symmetrizable channels), it is in fact equal to
the randomized coding capacity. Thus, to show achievability under deterministic codes, it suffices to show that all
non-symmetrizable channels admit positive rates. Ahlswede and Cai in [10] took this route for the achievability proof
of the two-user AV-MAC. For byzantine-MACs, we may follow a similar recipe (in fact, we do this for the general
k-user byzantine-MAC). We show a randomness reduction argument along the lines of Jahn [8] and Ahlswede [13]

4In fact, a stronger necessary condition follows by noting that the encoder of each user must not depend on the knowledge of which
user, if any, is the adversary. Thus, as in compound channels, the same code should work for W (i), i ∈ {1, 2, 3}. We use this observation
in our converse arguments.

5Note that similar to the current model, in the AV-MAC model of [8], users share independent randomness with the decoder.
6Our characterization for deterministic codes is incomplete for channels in which some, but not all users are symmetrizable (for

an appropriate notion of symmetrizability for a 3-user byzantine-MAC). See remark 1. We only study average probability of error
under deterministic coding since the capacity under maximum probability of error remains open for multiple access channels (even with
non-byzantine users) [23].
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user-k

user-2

user-1

user-3
W

(n)
Y |X1X2...Xk

Decoder

mk

Xk

m3

X
2

X3

X
1

...

Y (M̂1,M̂2,M̂3,...,M̂k)
where (M̂3,...,M̂k)=(m3,...,mk) w.h.p.

Figure 3: Consider a k-user byzantine-MAC where the set containing users 1 and 2 belongs to the adversary structure. The figure depicts
the case when users 1 and 2 deviate from the protocol under the control of an adversary. Then we require reliable decoding of the
messages of all the honest users, i.e., users 3 to k.

(see Appendix E). With this and the randomized coding scheme discussed above (Section 1.4.1), all that remains
is to show that in a non-symmetrizable byzantine-MAC, all users can transmit at positive rates using deterministic
coding. The main difference from [10] in showing this, is that the code should be able to handle any user behaving
maliciously. Please see Section 5 for details.

Second approach. The second approach is a direct argument based on the method of types which establishes
a deterministic code. The technique does not rely on the achievability of the randomized coding capacity. For
the (point-to-point) AVC, Csiszár and Narayan [22] established the deterministic coding capacity using such an
approach. Their achievability proof is based on a concentration result [22, Lemma A1]. A similar approach for
multi-user channels (e.g. AV-MAC, byzantine-MAC etc.) requires extending this concentration result. We specialize
the concentration result in [24, Theorem 2.1] to obtain just such an extension (Lemma 4 on page 20). This allows
us to directly achieve all rate triples in the capacity region of a non-symmetrizable three-user byzantine-MAC (see
Section 4.1). Our technique can also be used to obtain the deterministic coding capacity region of a two-user AV-
MAC directly. We believe that this technique may have applications in other multi-user deterministic coding settings
for adversarial channels and may be of independent interest.

1.5 k-user byzantine-MAC

In Section 5, we consider a general k-user byzantine-MAC in which an adversary may control all users in any one
of a set of subsets of users, called an adversary structure7 (see Fig. 3). The receiver is unaware which of these
subsets the adversary controls. We provide a general symmetrizability condition for the k-user byzantine-MACs.
On the achievability side, we take the first achievability approach described above (see Section 1.4.2) and show a
randomness reduction argument along the lines of Jahn [8] and Ahlswede [13]. We then show that as long as the given
byzantine-MAC is non-symmetrizable, i.e., none of the symmetrizability conditions hold, the deterministic coding
capacity region has a non-empty interior, in other words, all users can communicate at positive rates. Finally, we
characterize the randomized coding capacity region using the same ideas as that for the three-user case. For the
k-user byzantine-MAC, we do not pursue a direct proof using the second achievability approach described above (in
Section 1.4.2) as it appears to be cumbersome.

7The term ‘adversary structure’ is borrowed from cryptography. An adversary structure is a collection of subsets of users. The
adversary may control all the users in any one of these subsets and use them to mount an attack (see, e.g., [25–27]).
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1.6 Summary of contributions

• We introduce the model of reliable communication in a byzantine-MAC, where malicious users may deviate
from the prescribed protocol. The model requires that decoded messages should be correct for the honest users
with high probability.

• We completely characterize the capacity region under both deterministic codes (with an average probability of
error criterion) and randomized codes for any k-user byzantine-MAC.

• We also provide an alternate direct achievability for the 3-user byzantine-MAC, in the spirit of [22], where the
achievability is based on a recent concentration result. This technique can be used to obtain a similar direct
achievability for the 2-user AV-MAC (see Section 1.4.2) and may be of independent interest.

1.7 Outline

The system model and main results for the 3-user byzantine-MAC are given in Section 3 (Page 6). This section also
contains the proof sketches. The main proofs of the results in Section 3 are given in Section 4 (page 18). Others
are deferred to the appendices. Section 5 presents the k-user byzantine-MAC model and gives main results. All the
proofs of theorems in this section are given in the appendices.

2 Notation

Random variables are denoted by capital letters (possibly indexed) like X1, X2, X3, Y, etc. The corresponding alpha-
bets are denoted by calligraphic letters in the same format, for example, the random variable X1 has alphabet X1.
Its n-product set is denoted by Xn

1 . We use bold faced letters to denote n-length vectors, for example, x denotes
a vector in Xn and X denotes a random vector taking values in Xn. For a random variable X , we denote its
distribution by PX and use the notation X ∼ PX to indicate this. For an alphabet X , let Pn

X denote the set of all
empirical distributions of n length strings from Xn. For a random variable X ∼ PX such that PX ∈ Pn

X , let T n
X be

the set of all n-length strings with empirical distribution PX . For x ∈ Xn, the statement x ∈ T n
X defines PX as the

empirical distribution of x and a random variable X ∼ PX . For a set S, 2S denotes it power set, Sc denotes its
compliment and int(S) denotes its interior. A uniform distribution on any set S is denoted by Unif(S). For any n,
the set {1, 2, . . . , n} will be denoted by [1 : n]. We will use the acronyms ‘w.h.p.’ to mean ‘with high probability’.
For any real number A, we use |A|+ to mean A if A ≥ 0. Otherwise, |A|+ = 0.

The following notation will be used in Section 5. For any sets Si, i ∈ [1 : k] and for B ⊆ [1 : k], SB denotes the
product set ×i∈BSi. The tuple (si ∈ Si : i ∈ [1 : k]) will be denoted by s[1:k] ∈ S[1:k] and when restricted to B, we
write sB ∈ SB. The notation gB(sB) denotes (gi(si) : i ∈ B) for function gi defined on Si, i ∈ [1 : k].

3 The three user byzantine-MAC with at most one adversary

3.1 System model

Consider the 3-user byzantine-MAC setup shown in Fig. 2. The memoryless channel WY |X1X2X3
has input alphabets

X1,X2,X3, and output alphabet Y.

Definition 1 (Deterministic code). An (N1, N2, N3, n) deterministic code for the byzantine-MAC WY |X1X2X3
con-

sists of the following:

(i) three message sets, Mi = {1, . . . , N i}, i = 1, 2, 3,

(ii) three encoders, fi : Mi → Xn
i , i = 1, 2, 3, and

(iii) a decoder, φ : Yn → M1 ×M2 ×M3.

6



We define the average probability of error Pe as the maximum of average error probabilities under four different
scenarios, one corresponding to all users being honest and three corresponding to exactly one user being adversarial.
Let (M̂1, M̂2, M̂3) = φ(Y n).

Pe(f1, f2, f3, φ)
def
= max{Pe,0, Pe,1, Pe,2, Pe,3},

where the terms on the right-hand side are defined below. Note that our notation suppresses their dependence on
the code. Pe,0 is the average probability of error when none of the users are adversarial,

Pe,0
def
=

1

N1N2N3

∑

(m1,m2,m3)∈M1×M2×M3

e0(m1,m2,m3), where

e0(m1,m2,m3) = P

(

(M̂1, M̂2, M̂3) 6= (m1,m2,m3)
∣

∣

∣X1 = f1(m1),X2 = f2(m2),X3 = f3(m3)
)

.

Pe,i, i = 1, 2, 3 is the average error probability under worst case deterministic attacks when user-i is adversarial. Pe,1

is as below. Pe,2, Pe,3 are defined similarly.

Pe,1
def
= max

x1∈Xn
1

1

N2N3

∑

(m2,m3)∈M2×M3

e1(x1,m2,m3), where

e1(x1,m2,m3) = P

(

(M̂2, M̂3) 6= (m2,m3)
∣

∣

∣X1 = x1,X2 = f2(m2),X3 = f3(m3)
)

. (1)

We emphasize that

a) the decoder is unaware of whether any of the users is adversarial and the identity of the adversarial user (if
any).

b) the adversary knows the encoders and the decoder, but is unaware of the messages transmitted by the other
(non-adversarial) users8.

Note that it is sufficient to define Pe,i under deterministic attacks by the adversarial user. To see this, consider

the setting where user-1 is adversarial. Then, under any randomized attack X̃1 ∼ Q for any distribution Q on Xn
1 ,

EQ

[

1

N2N3

∑

m2,m3

P

(

(M̂2, M̂3) 6= (m2,m3)
∣

∣

∣X1 = X̃1,X2 = f2(m2),X3 = f3(m3)
)

]

=
∑

x1∈Xn
1

Q(x1)
1

N2N3

∑

m2,m3

P

(

(M̂2, M̂3) 6= (m2,m3)
∣

∣

∣X1 = x1,X2 = f2(m2),X3 = f3(m3)
)

≤
∑

x1∈Xn
1

Q(x1)Pe,1

= Pe,1. (2)

In other words, the probability of error is maximized when the adversarial user selects a deterministic attack vector
(that depends only on the channel and the deterministic code used). We also note that

Pe,0 ≤ Pe,1 + Pe,2 + Pe,3. (3)

This is because

Pe,o =
1

N1N2N3

∑

m1,m2,m3

P

(

(M̂1, M̂2, M̂3) 6= (m1,m2,m3)
∣

∣

∣X1 = f1(m1),X2 = f2(m2),X3 = f3(m3)
)

8Recall that at most one user is adversarial.
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=
1

N1N2N3

∑

m1,m2,m3

P

(

{(M̂1, M̂2) 6= (m1,m2)} ∪ {(M̂2, M̂3) 6= (m2,m3)} ∪ {(M̂1, M̂3) 6= (m1,m3)}
∣

∣

∣X1 = f1(m1),X2 = f2(m2),X3 = f3(m3)
)

≤ 1

N1N2N3

∑

m1,m2,m3

{

P

(

{(M̂1, M̂2) 6= (m1,m2)}
∣

∣

∣X1 = f1(m1),X2 = f2(m2),X3 = f3(m3)
)

+ P

(

{(M̂2, M̂3) 6= (m2,m3)}
∣

∣

∣X1 = f1(m1),X2 = f2(m2),X3 = f3(m3)
)

+ P

(

{(M̂1, M̂3) 6= (m1,m3)}
∣

∣

∣X1 = f1(m1),X2 = f2(m2),X3 = f3(m3)
)

}

≤ Pe,1 + Pe,2 + Pe,3.

Definition 2 (Achievable rate triple and the deterministic coding capacity region). We say a rate triple (R1, R2, R3)

is achievable if there is a sequence of (⌊2nR1⌋, ⌊2nR2⌋, ⌊2nR3⌋, n) codes (f (n)
1 , f

(n)
2 , f

(n)
3 , φ(n)) for n = 1, 2, . . . such that

limn→∞ Pe(f
(n)
1 , f

(n)
2 , f

(n)
3 , φ(n)) → 0. The deterministic coding capacity region Rdeterministic is the closure of the set

of all achievable rate triples.

Definition 3 (Randomized code). An (N1, N2, N3, n) randomized code for the byzantine-MAC WY |X1X2X3
consists

of the following:

(i) three message sets, Mi = {1, . . . , N i}, i = 1, 2, 3,

(ii) three independent randomized encoders, Fi : Mi → Xn
i where Fi ∼ PFi

takes values in Fi ⊆ {g : Mi →
Xn

i }, i = 1, 2, 3 and

(iii) a decoder, φ : Yn ×F1 ×F2 ×F3 → M1 ×M2 ×M3 where
φ(y, F1, F2, F3) = (φ1(y, F1, F2, F3), φ2(y, F1, F2, F3), φ3(y, F1, F2, F3)) for some functions φi : Yn ×F1 ×F2 ×
F3 → Mi, i = 1, 2, 3.

In other words, a randomized code consists of independent random encoding maps F1, F2, F3 and a decoder φ
(which takes F1, F2, F3 also as inputs), i.e., the encoders randomize independently of each other and their random-
ization is available to the decoder. This is similar to the randomized code of Jahn [8] for 2-user AV-MACs. Notice
that the decoder is a randomized decoder since the decoding function φ takes the random encoding maps F1, F2, F3

as inputs9. We emphasize that each byzantine user is unaware of the encoding maps of the other users. We also
assume that the (byzantine) user-i samples its encoder Fi which is then made available to the decoder. Notice that
the decoder φ is a function which maps the channel output as well as the random encoding maps to the decoded
messages. This allows the adversarial user to adversarially choose its encoding map (in addition to its channel input)
as part of its attack and thus attempt to influence the decoding. This means that an adversarial user i may choose
xi ∈ Xn

i as input to the channel and any fi ∈ Fi as the encoding map. This is shown in Fig. 4a. We denote the
randomized coding capacity region by Rrandom. We also consider another adversarial model, called the weak adversary.
An adversary is a weak adversary if it does not have access to its own random encoding map when choosing its input
vector, that is, the random encoding map Fi is sampled according to PFi

and the adversarial input to the channel
xi is chosen independent of Fi (see Fig. 4b)10. We denote the corresponding randomized coding capacity region

9Any additional private randomness at the decoder can be subsumed as part of the randomness shared with each encoder in a slightly
more general definition of randomized code (i.e., a slight generalization of Definition 3) for which our converse in Section 4.2 continues
to hold. In this generalization, the users first sample (Fi,Bi); i = 1, 2, 3 where Bi are uniform bit strings, independent of Fi. Now, any
additional private randomness at the decoder may be thought of as a bit string D which is XOR of B1, B2 and B3. Even, when one of
the users, say user i, maliciously chooses Bi, note that D remains uniform and unknown to user i.

10An intermediate model is the one where the adversary knows the random encoding map but does not have control over it. That
is, for a malicious user i, Fi ∼ PFi

and the input to the channel xi can be chosen as a function of Fi. In the proof of Theorem 3, the
achievability is proved for the default adversary (who is stronger) while the converse is proved for the weak adversary. Hence, the capacity
region for this intermediate model is the same as in Theorem 3.
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by Rweak
random. We show converse for the weak adversary. Clearly, Rrandom ⊆ Rweak

random. Thus, a converse bound on
Rweak

random is also a converse bound on Rrandom.

φ
adv.
model x1

f1

(a) An adversarial user-1 chooses
an encoder map f1 ∈ F1 and an
input vector x1 ∈ X1 together.

φ

weak
adv.

x1

F1 ∼ PF1

(b) User-1 as a weak adversary
sends a malicious input x1 inde-
pendent and unaware of the choice
of random encoder F1 ∼ PF1

.

Figure 4: A figure depicting various adversary models for randomized coding when user-1 is malicious.

Analogous to the deterministic case, the average probability of error P rand
e is defined as

P rand
e (PF1 , PF2 , PF3 , φ)

def
= max{P rand

e,0 , P rand
e,1 , P rand

e,2 , P rand
e,3 },

where

P rand
e,0

def
=

1

N1N2N3

∑

m1,m2,m3

erand0 (m1,m2,m3), where

erand0 (m1,m2,m3) = P

(

φ(Y n, F1, F2, F3) 6= (m1,m2,m3)
∣

∣

∣X1 = F1(m1),X2 = F2(m2),X3 = F3(m3)
)

.

The probability is over independent Fi ∼ PFi
, i = 1, 2, 3 and the randomness in the channel. P rand

e,1 is as below,

P rand
e,2 , P rand

e,3 are defined similarly.

P rand
e,1

def
= max

x1∈Xn,f1∈F1

1

N2N3

∑

m2,m3

ef1(x1,m2,m3), where (4)

ef1(x1,m2,m3) = P

(

(φ2(Y , f1, F2, F3), φ3(Y , f1, F2, F3)) 6= (m2,m3)
∣

∣

∣X1 = x1,X2 = F2(m2),X3 = F3(m3)
)

.

The probability is over independent Fi ∼ PFi
, i = 2, 3 and the channel. Restricting the attacks to deterministic

attacks is without loss of generality along the lines of (2). We define achievable rate triples and and capacity region
for randomized codes in a similar manner as the deterministic case11.

Definition 4 (Achievable rate triple and randomized coding capacity regions). We say a rate triple (R1, R2, R3) is

achievable, if there is a sequence of (⌊2nR1⌋, ⌊2nR2⌋, ⌊2nR3⌋, n) codes {F (n)
1 , F

(n)
2 , F

(n)
3 , φ(n)}∞n=1 such that

limn→∞ P rand
e (P

F
(n)
1

, P
F

(n)
2

, P
F

(n)
3

, φ(n)) → 0. The randomized coding capacity region Rrandom is the closure of the set

of all achievable rate triples.

The probability of error Pweak
e and the capacity region Rweak

random for randomized codes with a weak adversary are
defined by replacing P rand

e,i with Pweak
e,i , i = 1, 2, 3 in the definition of P rand

e (PF1 , PF2 , PF3 , φ), where

Pweak
e,1

def
= max

x1∈Xn

1

N2N3

∑

m2,m3

eweak
1 (x1,m2,m3), (5)

where eweak
1 (x1,m2,m3) = P

(

(φ2(Y , F1, F2, F3), φ3(Y , F1, F2, F3)) 6= (m2,m3)
∣

∣

∣

X1 = x1,X2 = F2(m2),X3 = F3(m3)
)

.

The probability is over independent Fi ∼ PFi
, i = 1, 2, 3 and the channel. Pweak

e,2 and Pweak
e,3 are defined similarly.

11Along the lines of [28, Problem 12.6 (b)], one can show that for randomized codes, the capacity region will remain unchanged for
maximum and average probabilities of error criteria. Hence we only consider the average error criterion here.
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3.2 Main results

3.2.1 Deterministic coding capacity region

We first present our results for the three user byzantine-MAC with at most one adversary under deterministic coding.
Analogous to the notion of symmetrizability [10, 22] in the AVC and AV-MAC literature, we give conditions under
which at least one user cannot communicate with positive rate.

q

Wx2

x̃2
x̃3

x1

x3

y

(a)

q

Wx̃2

x2
x3

x̃1

x̃3

y

(b)

Figure 5: We say WY |X1X2X3
is X2 × X3-symmetrizable by X1 if, for each (x2, x̃2, x3, x̃3), the conditional output distributions in the

two cases above are the same. Thus, the receiver is unable to tell whether users 2 and 3 are sending (x2, x3) or (x̃2, x̃3).

q

Wx2

x̃3 x1

x3

y

q

Wx2

x3 x̃1

x̃3

y

Figure 6: We say WY |X1X2X3
is X3|X2-symmetrizable by X1 if, for each (x2, x3, x̃3), the conditional output distributions in the two

cases above are the same. The receiver is unable to tell whether user-3 is sending x3 or x̃3.

q

Wx2

x̃1
x̃3

x1

x3

y q′ Wx3

x2 x̃2

x̃1

x̃3

y

Figure 7: We say WY |X1X2X3
is X3-symmetrizable by X1/X2 if, for each (x̃1, x2, x3, x̃3), the conditional output distributions in the two

cases above are the same. The receiver is unable to tell whether user-3 is sending x3 (and user-1 being malicious) or user-3 is sending x̃3

(and user-2 being malicious).

3.2.1.1 Symmetrizability conditions

Definition 5. Let (i, j, k) be some permutation of (1, 2, 3). We define three symmetrizability conditions forWY |X1X2X3

(See Fig. 5-7).

1. We say that WY |X1X2X3
is Xj ×Xk-symmetrizable by Xi if for some distribution q(xi|xj , xk)

∑

xi

q(xi|x̃j , x̃k)WY |XiXjXk
(y|xi, xj , xk)

=
∑

x̃i

q(x̃i|xj , xk)WY |XiXjXk
(y|x̃i, x̃j , x̃k),

∀ xj , x̃j ∈ Xj , xk, x̃k ∈ Xk, y ∈ Y. (6)

10



2. We say that WY |X1X2X3
is Xk|Xj -symmetrizable by Xi if for some distribution q(xi|xk)

∑

xi

q(xi|x̃k)WY |XiXjXk
(y|xi, xj , xk)

=
∑

x̃i

q(x̃i|xk)WY |XiXjXk
(y|x̃i, xj , x̃k),

∀ xj ∈ Xj , xk, x̃k ∈ Xk, y ∈ Y. (7)

3. We say that WY |X1X2X3
is Xk-symmetrizable by Xi/Xj if for some pair of distributions q(xi|x̃i, x̃k) and

q′(x̃j |xj , xk)

∑

xi

q(xi|x̃i, x̃k)WY |XiXjXk
(y|xi, xj , xk)

=
∑

x̃j

q′(x̃j |xj , xk)WY |XiXjXk
(y|x̃i, x̃j , x̃k),

∀ x̃i ∈ Xi, xj ∈ Xj , xk, x̃k ∈ Xk, y ∈ Y. (8)

We say that user-k is symmetrizable if any of the above three symmetrizability conditions (6)-(8) holds for some
distinct i, j ∈ {1, 2, 3} \ {k}.We say that the channel is not symmetrizable if user-k is not symmetrizable for every
k ∈ {1, 2, 3}. In Section 5.3, we generalize the symmetrizability conditions to more than three users and provide a
unified way of looking at them.

The first two symmetrizability conditions arise from the possibility that the decoder cannot tell apart different
messages of honest user(s) when a particular user behaves adversarially. These symmetrizability conditions are thus
inherited from those for the AV-MAC model. Specifically, symmetrizability conditions for the two-user AV-MAC
with Xi as the state and Xj , Xk as the inputs are also symmetrizability conditions for our problem. Thus, the
first two conditions (6)-(7) (Figures 5 and 6) follow from two-user AV-MAC symmetrizability conditions given by
Gubner [9]. Notice that (6) involves a distribution q(xi|xj , xk) whereas (7) involves q(xi|xk). The third condition
(8)(Figure 7) is new (see Section 3.2.1.5) and arises from the byzantine nature of the users in this problem. In a
byzantine-MAC, the decoder may not be able to tell apart two messages since while one message is explained by the
possibility of another user (say j) behaving adversarially, the other message may be explained by the possibility of a
third user (say k) behaving adversarially. We discuss the implications of the third condition in Section 3.2.1.2 where
we argue that a symmetrizable user cannot communicate reliably using deterministic codes.

3.2.1.2 Symmetrizability implies non-feasibility of communication. Suppose that (8) holds for (i, j, k) =
(1, 2, 3). Thus, user-3 is symmetrizable. In the following, we show that user-3 cannot communicate reliably at positive
rates. For fixed vectors (x̃1,x2,x3, x̃3), Eq. (8) with (i, j, k) = (1, 2, 3) implies that the output is same under the
following two cases:

(i) User 1 sends X1 ∼ qn(.|x̃1, x̃3), i.e., a vector distributed as the output of the memoryless channel q on input
(x̃1, x̃3) (see Figure 7 which depicts single use of the channel), user-2 and user-3 send x2 and x3 respectively,
and

(ii) User 2 sends X2 ∼ (q′)n(.|x2,x3), and user-1 and user-3 send x̃1 and x̃3 respectively.

Hence, for a given (M1,M2,M3, n) code (f1, f2, f3, φ) and independent M̃1 ∼ Unif(M1), M2 ∼ Unif(M2),
M3 ∼ Unif(M3) and M̃3 ∼ Unif(M3), the output distributions are identical in the following two cases:

(i) User 1 sends X1 ∼ qn(.|f1(M̃1), f3(M̃3)), user-2 and user-3 send f2(M2) and f3(M3) respectively, and

(ii) User 2 sends X2 ∼ (q′)n(.|f2(M2), f3(M3)), and user-1 and user-3 send f1(M̃1) and f3(M̃3) respectively.
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Thus, the receiver is unable to tell apart the two possibilities, i.e., whether user-1 is malicious with user-3 sending
M3 or user-2 is malicious with user-3 sending M̃3. We can argue along the similar lines to show that the symmetrized
user(s) in (6) or (7) cannot communicate reliably. On the other hand, we can show that when no user is symmetrizable,
we can work at positive rates. This brings us to our main result.

3.2.1.3 Deterministic capacity region. Let R be the set of all rate triples (R1, R2, R3) such that for some
p(u)p(x1|u)p(x2|u)p(x3|u), the following conditions hold for all permutations (i, j, k) of (1, 2, 3):

Ri ≤ min
q(xk|u)

I(Xi;Y |Xj , U), and (9)

Ri +Rj ≤ min
q(xk|u)

I(Xi, Xj ;Y |U), (10)

where the mutual information terms above are evaluated using the joint distribution p(u)p(xi|u)p(xj |u)q(xk|u)
WY |X1X2X3

(y|x1, x2, x3). Here, U is an auxiliary random variable distributed over some alphabet U with |U| ≤ 6.
The bound on the cardinality of U can be shown using the convex cover method [29, Appendix C].

Theorem 1. Rdeterministic = R if WY |X1X2X3
is not symmetrizable. Furthermore, int(Rdeterministic) 6= ∅ only if

WY |X1X2X3
is not symmetrizable.

Remark 1. As argued, we prove the converse part of Theorem 1 by showing that if user-k is symmetrizable, then
any achievable rate triple (R1, R2, R3) must be such that Rk = 0. Our capacity region characterization does not
cover the case where some (but not all) users are symmetrizable. In this case, by Theorem 3 (which shows that
Rrandom = R), R restricted to rates of non-symmetrizable users is clearly an outer bound on Rdeterministic. It is
tempting to conjecture that these regions are equal. A similar result for the two-user AV-MAC was recently studied
by Pereg and Steinberg [11] for the case where the users can privately randomize.

3.2.1.4 Overview of the proof of Theorem 1. The detailed proof of Theorem 1 is given in Section 4.1. Here,
we describe the main ideas behind the achievability. The codebooks used in the achievability are obtained by a
random coding argument (see Lemma 4). We will briefly describe the decoder here and also point out its connection
to the non-symmetrizability of the channel. A high-level proof-idea is also given in the flowchart in Figure 12.

q

Wf2(m2) X2

f2(m
′
2) X′

2

f3(m
′
3) X′

3
X1 x1

f3(m3) X3

Y y

(a) X′
2X

′
3 −X1 −X2X3Y Markov chain holds approximately.

q

Wf2(m
′
2) X′

2

f2(m2) X2

f3(m3) X3
X′

1 x
′
1

f3(m
′
3) X′

3

Y y

(b) X2X3 −X′
1 −X′

2X
′
3Y Markov chain holds approximately.

Figure 8: The subfigure (a) above describes the decoding condition 2a. The quantities in blue describe it operationally while the random
variables describe the single-letter joint distribution. Non-symmetrizability implies that, for (x1,x′

1, f2(m2), f2(m′
2), f3(m3), f3(m′

3),y) ∈
Tn
X1X

′
1X2X

′
2X3X

′
3Y

, both (a) and (b) cannot hold simultaneously (see Fig 5).

Upon receiving the channel output, the decoder works by separately collecting potential candidates for each user’s
input message and subjecting them to further checks. Finally, we will show that there will be at most one potential
candidate for each user (see Lemma 2) which the decoder outputs. In the following, we describe these steps for
decoding user-3’s message. Similar procedures are also employed for user-1 and user-2’s decoding.

Let Ci, i = 1, 2, 3 denote the codebook of user-i. Given a received vector y ∈ Yn, we say that the messagem3 ∈ M3

of user-3 is a “candidate” with an “explanation” (x1,x2) ∈ (Xn
1 × C2) ∪ (C1 ×Xn

2 ) if the tuple (x1,x2, f3(m3),y) is
jointly typical with respect to a joint distribution that corresponds to independent channel inputs and the channel
output following the channel conditional distribution given the inputs. The choice of the set of explanations is
motivated by the fact that at most one user can be malicious. Note that, in general, a candidate message may have
multiple explanations.
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q

Wf2(m2) X2

f3(m
′
3) X′

3 X1 x1

f3(m3) X3

Y y

(a) X′
3 −X1 −X2X3Y Markov chain holds approximately.

q

Wf2(m2) X2

f3(m3) X3 X′
1 x′

1

f3(m
′
3) X′

3

Y y

(b) X3 −X′
1 −X2X′

3Y Markov chain holds approximately.

Figure 9: The subfigure (a) above describes the decoding condition 2b. The quantities in blue describe it operationally while the
random variables describe the single-letter joint distribution. Non-symmetrizability implies that, for (x1,x′

1, f2(m2), f3(m3), f3(m′
3),y) ∈

Tn
X1X

′
1X2X3X

′
3Y

, both (a) and (b) cannot hold simultaneously (see Fig 6).

q

Wf2(m2) X2

f1(m
′
1) X′

1

f3(m
′
3) X′

3
X1 x1

f3(m3) X3

Y y

(a) X′
1X

′
3 −X1 −X2X3Y Markov chain holds approximately.

q′ Wf3(m3) X3

f2(m2) X2
x′

2

X′
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f1(m
′
1) X′

1

f3(m
′
3) X′

3

Y y

(b) X2X3 −X′
2 −X′

1X
′
3Y Markov chain holds approximately.

Figure 10: The subfigure (a) above describes the decoding condition 2c. The quantities in blue describe it operationally while the random
variables describe the single-letter joint distribution. Non-symmetrizability implies that, for (x1, f1(m′

1), f2(m2),x′
2, f3(m3), f3(m′

3),y) ∈
Tn
X1X

′
1X2X

′
2X3X

′
3Y

, both (a) and (b) cannot hold simultaneously (see Fig 7).

1. The decoder first forms a list of all candidate messages of user-3 along with their explanations.

2. The list of such candidate messages is then pruned by only keeping those messages that “account” for every other
candidate message in the sense described below. Suppose that the candidate message m3 has an explanation
of the form (x1, f2(m2)) for some x1 ∈ Xn

1 and m2 ∈ M2. Similar procedures are followed if the explanation
for m3 is of the form (f1(m1),x2) by interchanging the roles of user-1 and user-2 below. Let m′

3 be another
candidate message. We say that m3 accounts for m′

3 if one of the following three conditions is satisfied.

(a) m′
3 has an explanation (x′

1, f2(m
′
2)) for some m′

2 6= m2, such that the collection
(x1, f2(m2), f2(m

′
2), f3(m3), f3(m

′
3),y) may be interpreted as typical instances drawn from a distribution

PX1X2X′
2X3X′

3Y
that specifies that X ′

2X
′
3 and X2X3Y are (roughly) conditionally independent given X1.

The condition 2a may be interpreted as follows: x1, f2(m2), and f3(m3) as inputs to the channel are a
more plausible explanation of the channel output than the alternative input (f2(m

′
2), f3(m

′
3)), which is

part of (adversarial) user-1’s attack strategy (see Fig 5a and Fig. 8a). It can be shown that for a non-
symmetrizable channel, an analogue of Fig. 5b (see Fig. 8b), which (roughly) corresponds to the Markov
chain X2X3 −X1 −X ′

2X
′
3Y , cannot simultaneously hold (also see proof of Lemma 2).

(b) m′
3 has an explanation (x′

1, f2(m2)) such that the collection (x1, f2(m2), f3(m3), f3(m
′
3),y) may be inter-

preted as typical instances drawn from a distribution PX1X2X3X′
3Y

that specifies that X ′
3 and X2X3Y are

(roughly) conditionally independent given X1 (see Fig. 9).

(c) m′
3 has an explanation (f1(m

′
1),x

′
2) such that the collection (x1, f1(m

′
1), f2(m2), f3(m3), f3(m

′
3),y) may

be interpreted as typical instances drawn from a distribution PX1X′
1X2X3X′

3Y
that specifies that X ′

1X
′
3 and

X2X3Y are (roughly) conditionally independent given X1 (see Fig. 10).

See the decoder definition below for a complete description, which accounts for all candidates. Items (a) and (b)
in the decoder definition are similar to the decoding conditions in [10] where user-i is the adversary and xi is the
state. Item (c) is associated with our new non-symmetrizability criterion (see Fig. 7) and handles the situation in
which an adversarial user tries to make another user appear adversarial while pretending to act honestly.
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Decoder: Let η > 0. For a received vector y ∈ Yn, the decoder outputs φ(y) = (m1,m2,m3) ∈ M1 ×M2 ×M3

if y ∈ D(1)
m1 ∩D(2)

m2 ∩ D(3)
m3 where D(i)

mi , i = 1, 2, 3 is defined as below.

y ∈ D(3)
m3 if there exists some permutation (i, j) of (1, 2), mj ∈ Mj, xi ∈ Xn

i , and random variables Xi, Xj , X3 with
(xi, fj(mj), f3(m3),y) ∈ T n

XiXjX3Y
and D(PXiXjX3Y ||PXi

× PXj
× PX3 ×W ) < η such that the following hold:

(a) Disambiguating (mj ,m3) from (m′
j ,m

′
3): For every (m′

j ,m
′
3) ∈ Mj × M3, m′

j 6= mj , m′
3 6= m3, x′

i ∈ Xn
i ,

and random variables X ′
i, X

′
j , X

′
3 such that (xi,x

′
i, fj(mj), fj(m

′
j), f3(m3), f3(m

′
3),y) ∈ T n

XiX′
iXjX′

jX3X′
3Y

and

D(PX′
i
X′

j
X′

k
Y ||PX′

1
× PX′

j
× PX′

k
×W ) < η, we require that I(XjX3Y ;X ′

jX
′
3|Xi) < η.

(b) Disambiguating m3 from m′
3: For every m′

3 ∈ M3, m
′
3 6= m3, x

′
i ∈ Xn

i , and random variables X ′
i, X

′
3 such that

(xi,x
′
i, fj(mj), f3(m3), f3(m

′
3),y) ∈ T n

XiX′
iXjX3X′

3Y
and D(PX′

iXjX′
3Y

||PX′
i
× PXj

× PX′
3
×W ) < η, we require

that I(XjX3Y ;X ′
3|Xi) < η.

(c) Disambiguating (mj ,m3) from (mi,m
′
3): If there exist (mi,m

′
3) ∈ Mi ×M3, m

′
3 6= m3, xj ∈ Xn

j , and random

variables X ′
i, X

′
j , X

′
3 such that (xi, fi(mi), fj(mj),xj , f3(m3), f3(m

′
3),y) ∈ T n

XiX′
iXjX′

jX3X′
3Y

and

D(PX′
i
X′

j
X′

3Y
||PX′

i
× PXj

× PX′
3
×W ) < η, we require that I(XjX3Y ;X ′

iX
′
3|Xi) < η.

The decoding sets D(1)
m1 and D(2)

m2 are defined similarly. If y /∈ D(1)
m1∩D(2)

m2∩D(3)
m3 for all (m1,m2,m3) ∈ M1×M2×M3,

the decoder outputs (1, 1, 1).

Note that the decoder is not well defined if y ∈ D(1)
m1 ∩D(2)

m2 ∩D(3)
m3 and y ∈ D(1)

m′
1
∩D(2)

m′
2
∩D(3)

m′
3
for (m1,m2,m3) 6=

(m′
1,m

′
2,m

′
2). This is ruled out by the following lemma (proved in Appendix A) which guarantees that, for sufficiently

small η > 0, there is at most one triple (m1,m2,m3) such that y ∈ D(1)
m1 ∩ D(2)

m2 ∩ D(3)
m3 . This is analogous to [22,

Lemma 4].

Lemma 2 (Disambiguity of decoding). Suppose the channelWY |X1X2X3
is not symmetrizable. Let PX1 ∈ Pn

X1
, PX2 ∈

Pn
X2

and PX3 ∈ Pn
X3

be distributions such that for some α > 0, minx1 PX1 (x1),minx2 PX2(x2),minx3 PX3(x3) ≥ α.
Let f1 : M1 → T n

X1
, f2 : M2 → T n

X2
and f3 : M3 → T n

X3
be any encoding maps. There exists a choice of η > 0 such

that if (m̃1, m̃2, m̃3) 6= (m1,m2,m3), then (D(1)
m̃1

∩ D(2)
m̃2

∩ D(3)
m̃3

) ∩ (D(1)
m1 ∩ D(2)

m2 ∩ D(3)
m3) = ∅.

Notice that the decoder definition does not require consistency of the input message for the same user. For

example, when y ∈ D(1)
m1 ∩ D(2)

m2 ∩ D(3)
m3 , in which case the decoder outputs (m1,m2,m3), the message m2 plays no

special role in D(1)
m1 or D(3)

m3 . That is, an “explanation” for the candidate m1 may be (f2(m̃2),x3) ∈ Xn
2 ×Xn

3 which

passes checks (a), (b) and (c) in the definition of D(1)
m1 where m̃2 need not be same as m2 or even be unique (for

instance, there might be another simultaneous “explanation” (f2(m
′
2),x

′
3)). At the same time, an “explanation” for

the candidate m3 which passes checks (a), (b) and (c) of D(3)
m3 may be (x1, f2(m̂2)) ∈ Xn

1 × Xn
2 where m̃2 need not

be same as m̂2 or m2.

3.2.1.5 “Xk-symmetrizable by Xi/Xj” is new. The following example shows that the third symmetrizability
condition (8) does not imply the others. The channel below is neither Xj × Xk-symmetrizable by Xi nor Xk|Xj-
symmetrizable by Xi for any permutation (i, j, k) of (1, 2, 3). However, it is X3-symmetrizable by X1/X2.

Example 1. Let X1 = X2 = Y = {0, 1}3 and X3 = {0, 1}. Consider the channel WY |X1X2X3
(where the output is

Y = (Y1, Y2, Y3)) defined by

(Y1, Y2) = (C1, C2),

Y3 =

{

B1 ⊕ (A1 ⊙X3) w.p. 1/2

B2 ⊕ (A2 ⊙X3) w.p. 1/2

where ⊙ denotes multiplication and ⊕ denotes addition modulo 2.
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To see that this channel is X3-symmetrizable by X1/X2, consider the “deterministic” q((a1, b1, c1)|(ã1, b̃1, c̃1), x̃3)
and q′((ã2, b̃2, c̃2)|(a2, b2, c2), x3), for (a1, b1, c1), (ã1, b̃1, c̃1) ∈ X1, (ã2, b̃2, c̃2), (a2, b2, c2) ∈ X2 and x̃3, x3 ∈ X3, defined
as follows: let g, g′ : {0, 1}4 → {0, 1}2 be defined as

g((ã1, b̃1, c̃1), x̃3) = (0, b̃1 ⊕ (ã1 ⊙ x̃3), c̃1),

g′((a2, b2, c2), x3) = (0, b2 ⊕ (a2 ⊙ x3), c2).

Then

q((a1, b1, c1)|(ã1, b̃1, c̃1), x̃3) = 1{(a1,b1,c1)=g((ã1,b̃1,c̃1),x̃3)},

q′((ã2, b̃2, c̃2)|(a2, b2, c2), x3) = 1{(ã2,b̃2,c̃2)=g′((a2,b2,c2),x3)}.

Consider the two cases shown in Figure 7 with x̃1 = (ã1, b̃1, c̃1), x2 = (a2, b2, c2), and q and q′ defined as above. It
follows that, in both the cases, the channel output Y has the same conditional distribution given each input. In
particular,

(Y1, Y2) = (c1, c2),

Y3 =

{

b̃1 ⊕ (ã1 ⊙ x̃3) w.p. 1/2

b2 ⊕ (a2 ⊙ x3) w.p. 1/2.

This shows that the symmetrizability condition (8) holds for (i, j, k) = (1, 2, 3).
Since (Y1, Y2) = (C1, C2), it is clear that neither user-1 nor user-2 is symmetrizable. It only remains to be shown

that the channel is neither X3|X2-symmetrizable by X1 nor X3|X1-symmetrizable by X2. Suppose the channel is
X3|X2-symmetrizable by X1. Then, to satisfy (7) for x2 = (0, 0, c2) and (x3, x̃3) = (0, 1), it must hold that

q(0, 0, 0|1) + q(0, 0, 1|1) + q(1, 0, 0|1) + q(1, 0, 1|1)
= q(1, 1, 0|0) + q(1, 1, 1|0) + q(0, 0, 0|0) + q(0, 0, 1|0).

However, to satisfy (7) for x2 = (1, 0, c2) and (x3, x̃3) = (0, 1), we must also satisfy

1 + q(0, 0, 0|1) + q(0, 0, 1|1) + q(1, 0, 0|1) + q(1, 0, 1|1)
= q(1, 1, 0|0) + q(1, 1, 1|0) + q(0, 0, 0|0) + q(0, 0, 1|0),

which is a contradiction. Hence, the channel is not X3|X2-symmetrizable by X1. By symmetry, it is also not X3|X1-
symmetrizable by X2.

Next, the following examples also show that none of the three types of symmetrizability conditions given in
Definition 5 are redundant given the others. Example 2 gives a channel that is Xk|Xj-symmetrizable by Xi for every
permutation (i, j, k) of (1, 2, 3) but does not satisfy other any other symmetrizability condition from Definition 5.
Example 3 gives a channel that is X1 ×X2-symmetrizable by X3 but does not satisfy other forms of symmetrizability
conditions (i.e., conditions of the form 2 and 3 in Definition 5). We skip the detailed proofs here as these properties
can be verified following similar arguments as the AVMAC examples from [9] and [10].

Example 2 ( [9, Example on pg. 264]). Let X1 = X2 = X3 = {0, 1} and Y = {0, 1, 2, 3}. Consider the channel
WY |X1X2X3

defined by
Y = X1 +X2 +X3,

where + denotes addition over integers. This channel is Xk|Xj -symmetrizable by Xi but is neither Xj × Xk-
symmetrizable by Xi nor Xk-symmetrizable by Xi/Xj for any permutation (i, j, k) of (1, 2, 3).
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Example 3 ( [10, Example 1]). Let X1 = X2 = X3 = Y = {0, 1}. Consider the channel WY |X1X2X3
defined by

Y =

{

X3 X1 ⊕X2 ⊕X3 = 0,

Z ∼ Ber(1/2) X1 ⊕X2 ⊕X3 = 1.

The channel is X1×X2-symmetrizable by X3 but is neither Xk|Xj -symmetrizable by Xi nor Xk-symmetrizable by Xi/Xj

for any permutation (i, j, k) of (1, 2, 3).

3.2.2 Randomized coding capacity region

Theorem 3. The randomized coding capacity region of the 3-user byzantine-MAC with at most one adversarial user
is given by

Rrandom = Rweak
random = R.

Remark 2. The statement Rdeterministic = R, if int(Rdeterministic) 6= ∅ can also be shown directly using the exten-
sion, provided in [8], of the elimination technique [13] to first show that n2-valued randomness at each encoder is
sufficient to achieve any rate-triple in Rweak

random (see Lemma 14). A deterministic code of small rate can be used to
send 2 log2 n bits out of each message. These message bits are then used as the encoder randomness in the next
phase to communicate the rest of the message bits using a randomized code.

Below, we sketch the proof of achievability. A detailed achievability proof and a converse proof for the weak
adversary case are available in Section 4.2.

Proof sketch (achievability of Theorem 3). The scheme is depicted in Figure 11. The achievability uses the two-user
AV-MAC randomized code used in the proof of [8, Theorem 1]. Let (R1, R2, R3) be a rate triple such that, for some
p(u)p(x1|u)p(x2|u)p(x3|u), the following conditions hold for all permutations (i, j, k) of (1, 2, 3):

Ri < min
q(xk|u)

I(Xi;Y |U,Xj), and

Ri +Rj < min
q(xk|u)

I(Xi, Xj ;Y |U),

with the mutual information terms evaluated using the joint distribution p(u)p(xi|u)p(xj |u)q(xk|u)W (y|x1, x2, x3).
We show the achievability of these rate triplets. Note that for the AV-MAC W (k), the rate pair (Ri, Rj) is achievable
by the first part of the direct result of [8, Theorem 1] (see [8, Section III-C])12. Here, W (k) is the two-user AV-MAC
formed by the channel inputs from user-k as the state and the remaining channel inputs as the inputs of the legitimate
users of the AV-MAC.

In order to design a code for the byzantine-MAC, for each user-i ∈ {1, 2, 3}, we consider the randomized encoder
Fi which maps each message independently to a codeword generated i.i.d. according to pi. The realization of each
user’s codebook is shared with the decoder as independent shared randomness, i.e., F1, F2 and F3 are independent.
We note that the encoders Fi and Fj are identical to the ones in the proof of [8, Theorem 1, Section III-C] for the
two user AV-MAC W (k). The decoder for the byzantine-MAC will be implemented using the decoders φ(1)(F2, F3),
φ(2)(F1, F3) and φ(3)(F1, F2) (from the proof of [8, Theorem 1, Section III-C]) of AV-MACs W (1), W (2) and W (3)

corresponding to the encoder pairs (F2, F3), (F1, F3) and (F1, F2) respectively. It is clear that if, say, user-3 is

malicious, and honest users-1 and 2 send m1 and m2 respectively, then the output
(

m̂
(3)
1 , m̂

(3)
2

)

of the decoder

φ(3)(F1, F2) will match (m1,m2) with high probability. However, since the decoder does not know the identity of

the malicious user, there is an additional decoded message m̂
(2)
1 from decoder φ(2)(F1, F3) for user-1 (and similarly

12Note that Jahn’s proof does not involve the auxiliary random variable U . However, it can be easily incorporated along the lines
of [30].

16



Message sets

User 1

WUser 2

User 3

Receiver

(a) The figure shows the message sets for each user. For each message set, a subset (shown in color) is picked
randomly using the independent randomness shared with the decoder. Only the messages in the colored subset
are valid messages and used for communication in the byzantine-MAC.

User 3

User 2

User 1

Is m̂
(1)
3 ∈ ? Is m̂

(2)
3 ∈ ?

Is m̂
(1)
2 ∈ ? Is m̂

(3)
2 ∈ ?

Is m̂
(2)
1 ∈ ? Is m̂

(3)
1 ∈ ?

m̂
(1)
3 m̂

(2)
3

m̂
(1)
2

m̂
(2)
1 m̂

(3)
1

m̂
(3)
2

φ(1)(F2, F3) φ(2)(F1, F3) φ(3)(F1, F2) Post-processing

(b) The decoder works in two steps. Suppose the encoders are F1, F2 and F3. To decode user-1’s message, the

decoder uses the decoder φ(2)(F1, F3) of AV-MAC W (2) and φ(3)(F1, F2) of AV-MAC W (3), to get candidates

m̂
(2)
1 and m̂

(3)
1 respectively. These candidates pass through a further post-processing step where a candidate

which does not belong to the set of valid messages is rejected. If user-1 is honest, at least one of the the
decoders among φ(2)(F1, F3) and φ(3)(F1, F2) will output correctly with high probability. Since a small set of
valid messages was chosen using independent shared randomness, a malicious user cannot correlate their attack
with messages of honest user(s) with high probability. This ensures that erroneous messages are rejected in
the post-processing step. The decoder for other users proceeds similarly.

Figure 11: A figure depicting the decoder for the randomized code of a 3-user byzantine-MAC
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there is an additional decoded message for user-2 from φ(1)(F2, F3)). The message m̂
(2)
1 can potentially be different

from m̂
(3)
1 . This is because the decoder φ(2)(F1, F3) assumes that user-3 is honest and no decoding guarantees are

available for its output when user-3 is in fact malicious. When m̂
(3)
1 6= m̂

(2)
1 , it is not clear what the receiver should

output as the decoded message for user-1. This is where we can leverage the independent shared randomness shared
by each user with the receiver.

We use a form of random hashing in order to add a further post-processing step which filters the outputs of the
decoders of the AV-MACs as follows. Using the randomness they share with the receiver, each user randomly selects a
subset of the original message set which is of nearly the same rate but is only a small fraction of original message set in
size. These randomly selected subsets will be the valid message sets for communication in the byzantine-MAC. If the
decoders of AV-MACs decode to messages which are not in these randomly selected subsets, they will be rejected in
the post-processing step. Since these subsets are chosen using the independent shared randomness between each user
and the receiver, their identity is hidden from the malicious user. For a malicious user-3, the output of φ(3)(F1, F2)
will be correct with high probability and will be accepted in the post-processing step as honest users-1 and 2 will
only send valid messages. On the other hand, the outputs of φ(1)(F2, F3) and φ(2)(F1, F3) will be rejected with high
probability if they are different from the output of φ(3)(F1, F2). This is because the size of valid message set is only
a very small fraction of the original message set, so an arbitrary decoded message will fall outside the set of valid
messages with high probability. This crucially uses the fact that these sets are constructed using independent shared
randomness which protects the identity of the set of valid messages (and thus the set of valid codewords) and prevents
the malicious user from correlating the attack with those messages. These ideas are formalized in Section 4.2.

4 Proofs

In this section, we present proofs of the results presented in the previous section for the three user byzantine-MAC
with at most one adversary.

4.1 Deterministic coding capacity region (Theorem 1)

Proof (Converse of Theorem 1). The outer bound on the rate region, when non-empty, follows from Theorem 3.
Below, we show that a symmetrizable user cannot communicate.

Clearly, symmetrizability conditions for the two-user AV-MAC with Xi as the state alphabet and Xj ,Xk as the
input alphabets are also symmetrizability conditions for our problem. Conditions 1 and 2 follow from Gubner [9].

To analyze the rate region when condition 3 holds, consider (i, j, k) = (1, 2, 3), the other cases follow similarly.
Suppose q(x̃1|x1, x3) and q′(x̃j |xj , xk) satisfy (8), i.e.,

∑

x̃1

q(x̃1|x1, x̃3)WY |X1X2X3
(y|x̃1, x2, x3)

=
∑

x̃2

q′(x̃2|x2, x3)WY |X1X2X3
(y|x1, x̃2, x̃3),

∀ x1 ∈ X1, x2 ∈ X2, x3, x̃3 ∈ X3, y ∈ Y. (11)

Let m3, m̃3 ∈ M3 be distinct, and let x3 = f3(m3) and x̃3 = f3(m̃3). We consider two different settings in which
user-3 sends x3 and x̃3 respectively:

(i) In the first setting, user-1 is adversarial. It chooses an M1 ∼ Unif(M1). Let X1 = f1(M1). To produce
its input X̃1,m̃3 to the channel, it passes (X1, x̃3) through qn, the n-fold product of the channel q(x̃1|x1, x3).
user-2, being non-adversarial, sends as its input to the channel X2 = f2(M2), where M2 ∼ Unif(M2). user-3
sends x3 corresponding to message m3. The distribution of the received vector in this case is

1

N1N2

∑

m1,m2

n
∏

t=1

∑

x̃1,m̃3,t

q(x̃1,m̃3,t|f1,t(m1), x̃3,t)WY |X1X2X3
(yt|x̃1,m̃3,t, f2,t(m2), x3,t).
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(ii) In the second setting, user-2 is adversarial. It chooses an M2 ∼ Unif(M2). Let X2 = f2(M2). To produce
its input X̃2,m3 to the channel, it passes (X2,x3) through q′n, the n-fold product of the channel q′(x̃2|x2, x3).
user-1, being non-adversarial now, sends as its input to the channel X1 = f1(M1), where M1 ∼ Unif(M1).
user-3 here sends x̃3 corresponding to message m̃3. Here, the distribution of the received vector is

1

N1N2

∑

m1,m2

n
∏

t=1

∑

x̃2,m3,t

q′(x̃2,m3,t|f2,t(m2), x3,t)WY |X1X2X3
(yt|f1,t(m1), x̃2,m3,t, x̃3,t).

By (11), the above two distributions are identical. Hence, for any decoder, the sum of probabilities of decoding error

for messages m3 and m̃3 must be at least 1, i.e., if we define e31(m3, x̃1)
def
= 1

N 2

∑

m′
2
e1(x̃1,m

′
2,m3) and similarly

e32(m̃3, x̃2)
def
= 1

N 1

∑

m′
1
e2(m

′
1, x̃2, m̃3), then

EX̃1,m̃3
[e31(m3, X̃1,m̃3)] + EX̃2,m3

[e32(m̃3, X̃2,m3)] =

∑

y:φ(y) 6=m3





1

N1N2

∑

m1,m2

n
∏

t=1

∑

x̃1,t

q(x̃1,t|f1,t(m1), x̃3,t)WY |X1X2X3
(yt|x̃1,t, f2,t(m2), x3,t)





+
∑

y:φ(y) 6=m̃3





1

N1N2

∑

m1,m2

n
∏

t=1

∑

x̃2,t

q′(x̃2,t|f2,t(m2), x3,t)WY |X1X2X3
(yt|f1,t(m1), x̃2,t, x̃3,t)





(a)

≥ 1,

where (a) follows from (11).
Note that the distribution of X̃1 (resp. X̃2) does not depend on m3 (resp. m̃3). Arguing along the lines

of [22, (3.29) in page 187],

2Pe(f1, f2, f3, φ) ≥ Pe,1 + Pe,2

≥ 1

N3

∑

m3

EX̃1
[e31(m3, X̃1)] +

1

N3

∑

m3

EX2 [e
3
1(m3,X2)]

for any attack vectors X̃1 and X̃2. In particular, for the attack vectors 1
N3

∑

m̃3
X̃1,m̃3 and 1

N3

∑

m3
X̃2,m3 ,

2Pe(f1, f2, f3, φ) ≥
1

N2
3

∑

m̃3

∑

m3

(

EX̃1,m̃3
[e31(m3, X̃1,m̃3)] + EX̃2,m3

[e32(m̃3, X̃2,m3)]
)

.

For m3 6= m̃3, the term in brackets on the right is upper bounded by 1, otherwise it is upper bounded by zero. Thus,

Pe(f1, f2, f3, φ) ≥
N3(N3 − 1)/2

2N2
3

≥ 1

8
.

Next, we turn to achievability of Theorem 1. It uses [24, Theorem 2.1] which provides a concentration result for
dependent random variables. We use it to obtain the codebook given below. This codebook is a generalization of the
codebook for the point-to-point AVC (Lemma 3) studied in [22]. In particular, (12) is similar to [22, Lemma 3, (3.1)].
(13) and (14) are generalizations of [22, Lemma 3, (3.1)] to a pair of messages. Similarly, (15) is a generalization
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of [22, Lemma 3, (3.2)], and (16), (17) and (18) are generalizations of [22, Lemma 3, (3.3)]. As we mentioned in
Section 1.4.2, proving these generalizations requires establishing an analogue of the concentration result [22, Lemma
A1] for multi-user channels. We specialize the concentration result in [24, Theorem 2.1] to obtain such an extension.
We illustrate the proof idea by proving (13) immediately following the lemma statement. For the complete proof,
please refer to Appendix B.

Lemma 4 (Codebook Lemma). For any ǫ > 0, n ≥ n0(ǫ), N1, N2, N3 ≥ exp(nǫ) and types P1 ∈ Pn
X1

, P2 ∈ Pn
X2
, P3 ∈

Pn
X3

, there exists codebooks x11, . . . ,x1N1 ∈ Xn
1 ,x21, . . . ,x2N2 ∈ Xn

2 , x31, . . . ,x3N3 ∈ Xn
3 whose codewords are of

type P1, P2, P3 respectively such that for every permutation (i, j, k) of (1, 2, 3); for every (xi,xj ,xk) ∈ Xn
i ×Xn

j ×Xn
k ;

for every joint type PXiX′
iXjX′

jXkX′
k
∈ Pn

Xi×Xi×Xj×Xj×Xk×Xk
; and for Ri

def
= (1/n) log2 Ni, Rj

def
= (1/n) log2 Nj, and

Rk
def
= (1/n) log2 Nk; the following holds:

|{u ∈ [1 : Ni] : (xiu,xi,xj,xk) ∈ T n
X′

iXiXjXk
}| ≤ exp

(

n
(

|R1 − I(X ′
1;X1X2X3)|+ + ǫ/2

))

; (12)

|{(u, v) ∈ [1 : Ni]× [1 : Nj ] : (xiu,xjv,xi,xj ,xk) ∈ T n
X′

iX
′
jXiXjXk

}|

≤ exp
(

n
(

∣

∣|Ri − I(X ′
i;XiXjXk)|+ + |Rj − I(X ′

j ;XiXjXk)|+ − I(X ′
i;X

′
j|XiXjXk)

∣

∣

+
+ ǫ/2

))

; (13)

|{(u,w) ∈ [1 : Ni]× [1 : Nk] : (xiu,xkw,xi,xj,xk) ∈ T n
X′

iX
′
jXiXjXk

}|

≤ exp
(

n
(

∣

∣|Ri − I(X ′
i;XiXjXk)|+ + |Rk − I(X ′

k;XiXjXk)|+ − I(X ′
i;X

′
k|XiXjXk)

∣

∣

+
+ ǫ/2

))

; (14)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : (xir,xjs,xk) ∈ T n

XiXjXk
}| < exp

(

−nǫ

2

)

, if I(Xi;Xk) + I(Xj ;XiXk) ≥ ǫ; (15)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

< exp
(

−nǫ

2

)

,

if I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥

∣

∣

∣|Ri − I(X ′
i;Xk)|+ +

∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+ − I(X ′
i;X

′
j |Xk)

∣

∣

∣

+

+ ǫ; (16)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃ (u,w) ∈ [1 : Ni]× [1 : Nk], u 6= r, (xir,xjs,xiu,xkw,xk) ∈ T n

XiXjX
′
iX

′
k
Xk

}|

< exp
(

−nǫ

2

)

,

if I(Xi;XjX
′
iX

′
kXk) + I(Xj ;X

′
iX

′
kXk) ≥

∣

∣

∣
|Ri − I(X ′

i;Xk)|+ + |Rk − I(X ′
k;Xk)|+ − I(X ′

i;X
′
k|Xk)

∣

∣

∣

+

+ ǫ; (17)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃u ∈ [1 : Ni], u 6= r, (xir,xjs,xiu,xk) ∈ T n

XiXjX
′
iXk

}| < exp
(

−nǫ

2

)

,

if I(Xi;XjX
′
iXk) + I(Xj ;X

′
iXk) ≥ |Ri − I(X ′

i;Xk)|+ + ǫ. (18)

Proof idea. The existence of a codebook satisfying properties (12)-(18) is shown by a random coding argument. For
fixed (xi,xj,xk) ∈ Xn

i × Xn
j × Xn

k and joint type PXiX′
i
XjX′

j
XkX′

k
∈ Pn

Xi×Xi×Xj×Xj×Xk×Xk
, we will show that the

probability that each of the statements (12)-(18) does not hold, falls doubly exponentially in n. Since |Xn
i |, |Xn

j |,
|Xn

k | and |Pn
Xi×Xi×Xj×Xj×Xk×Xk

| grow only exponentially in n, a union bound will imply the existence of a codebook

satisfying (12)-(18). We first restate [24, Theorem 2.1] for ready reference.

Lemma 5. [24, Theorem 2.1] Suppose that Vα, α ∈ J , is a finite family of non-negative random variables and that
∼ is a symmetric relation on the index set J such that each Vα is independent of {Vβ : β ≁ α}; in other words, the
pairs (α, β) with α ∼ β define the edge set of a (weak) dependency graph for the variables Vα. Let U :=

∑

α Vα and
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µ := EU =
∑

α EVα. Let further, for α ∈ J , Ũα :=
∑

β∼α Vβ . If t ≥ µ > 0, then for every real r > 0,

P(U > µ+ t) ≤ e−r/3 +
∑

α∈J
P

(

Ũα >
t

2r

)

. (19)

We will now show the analysis of (13) using Lemma 5. Let T n
l , l ∈ {1, 2, 3} denote the type class of Pl. We generate

independent random codebooks for each user. The codebook for user l ∈ {1, 2, 3}, denoted by (Xl1,Xl2, . . . ,XlNl
),

consists of independent random vectors each distributed uniformly on T n
l . Fix (xi,xj,xk) ∈ Xn

i ×Xn
j ×Xn

k and a joint
type PXiX′

i
XjX′

j
XkX′

k
∈ Pn

Xi×Xi×Xj×Xj×Xk×Xk
such that for l ∈ {1, 2, 3}, PXl

= PX′
l
= Pl and (xi,xj,xk) ∈ T n

XiXjXk
.

In order to apply Lemma 5, let J = {(ir, js) : (r, s) ∈ [1 : Ni]× [1 : Nj ]}. For every (ir, js) ∈ J , we define binary
random variable V(ir,js) as

V(ir,js) =

{

1, if (Xir,Xjs) ∈ T n
X′

iX
′
j |XiXjXk

(xk),

0, otherwise

and U =
∑

(ir,js)∈J V(ir,js) =
∣

∣

∣

{

(r, s) ∈ [1 : Ni]× [1 : Nj] : (Xir,Xjs,xi,xj,xk) ∈ T n
X′

iX
′
jXiXjXk

}∣

∣

∣. Note that (ir, js) ∼
(iu, jv) if and only (ir, js) ∩ (iu, jv) 6= ∅. Thus, for (ir, js) ∈ J , Ũ(ir,js) =

∑

(iu,jv)∈J :(iu,jv)∩(ir,js) 6=∅ V(iu,jv).

Next, we will compute µ(= E[U ]). Note that

P
(

V(ir,js) = 1
)

=
|T n

X′
iX

′
j |XiXjXk

(xi,xj,xk)|
|T n

X′
i
||T n

X′
j
|

≤
exp

{

nH(X ′
iX

′
j|XiXjXk)

}

(n+ 1)|Xi|+|Xj| exp
{

n(H(X ′
i) +H(X ′

j)
}

= (n+ 1)−(|Xi|+|Xj|) exp
{

−n
(

H(X ′
iX

′
j)−H(X ′

iX
′
j |XiXjXk)−H(X ′

iX
′
j) +H(X ′

i) +H(X ′
j)
)}

= (n+ 1)−(|Xi|+|Xj|) exp
{

−n
(

I(X ′
iX

′
j ;XiXjXk) + I(X ′

i;X
′
j)
)}

≤ exp
{

−n
(

I(X ′
iX

′
j;XiXjXk) + I(X ′

i;X
′
j)
)}

=exp
{

−n
(

I(X ′
j ;XiXjXk) + I(X ′

i;XiXjXk|X ′
j) + I(X ′

i;X
′
j)
)}

=exp
{

−n
(

I(X ′
j ;XiXjXk) + I(X ′

i;X
′
jXiXkXk)

)}

Thus,

µ = E[U ] =
∑

(r,s)∈[1:Ni]×[1:Nj]

E
[

V(ir,js)

]

=
∑

(r,s)∈[1:Ni]×[1:Nj]

P
(

V(ir,js) = 1
)

≤ exp
{

n
(

Ri + Rj − I(X ′
i;X

′
jXiXjXk)− I(X ′

j ;XiXjXk)
)}

≤ exp

{

n
∣

∣

∣|Ri − I(X ′
i;XiXjXk)|+ +

∣

∣Rj − I(X ′
j ;XiXjXk)

∣

∣

+ − I(X ′
i;X

′
j |XiXjXk)

∣

∣

∣

+
}

:= E.

Let ν = exp (nǫ/2). We are interested in P(U ≥ νE).

P(U ≥ νE) = P(U − E[U ] ≥ νE − E[U ])

≤ P(U − E[U ] ≥ νE − E)

= P(U ≥ E[U ] + (ν − 1)E)

= P(U ≥ µ+ (ν − 1)E)

Let t = (ν − 1)E and r = exp(nǫ/8). We will use (19) now.
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P(U > µ+ (ν − 1)E) ≤ e−
1
3 exp(nǫ/8) +

∑

(ir,js)∈J
P

(

Ũ(ir,js) >
(ν − 1)E

2 exp(nǫ/8)

)

. (20)

We need to analyze P

(

Ũ(ir,js) >
(ν−1)E

2 exp(nǫ/8)

)

.

P

(

Ũ(ir,js) >
(ν − 1)E

2 exp(nǫ/8)

)

= P





∑

(iu,jv)∈J :(iu,jv)∩(ir,js) 6=∅
V(iu,jv) >

(ν − 1)E

2 exp(nǫ/8)





= P



V(ir,js) +
∑

v 6=s

V(ir,jv) +
∑

u6=r

V(iu,js) >
(ν − 1)E

2 exp(nǫ/8)





= P





∑

v 6=s

V(ir,jv) +
∑

u6=r

V(iu,js) >
(ν − 1)E

2 exp(nǫ/8)
− V(ir,js)





≤ P





∑

v 6=s

V(ir,jv) +
∑

u6=r

V(iu,js) >
(ν − 1)E

2 exp(nǫ/8)
− 1





≤ P





∑

v 6=s

V(ir,jv) >
1

2

(

(ν − 1)E

2 exp(nǫ/8)
− 1

)



+ P





∑

u6=r

V(iu,jvs) >
1

2

(

(ν − 1)E

2 exp(nǫ/8)
− 1

)





The last inequality uses a union bound. Note that

1

2

(

(ν − 1)E

2 exp(nǫ/8)
− 1

)

=
1

2

(

(exp (nǫ/2)− 1)E

2 exp(nǫ/8)
− 1

)

≥ 1

2

(

(exp (nǫ/2)− 1)E

2 exp(nǫ/8)
− E

)

=
1

2

((

(exp (nǫ/2)− 1)

2 exp(nǫ/8)
− 1

)

E

)

≥
((

exp (3nǫ/8)

exp(nǫ/8)

)

E

)

for large n

= exp (nǫ/4).

Thus,

P





∑

v 6=s

V(ir,jv) >
1

2

(

(ν − 1)E

2 exp(nǫ/4)
− 1

)



+ P





∑

u6=r

V(iu,jvs) >
1

2

(

(ν − 1)E

2 exp(nǫ/4)
− 1

)





≤ P





∑

v 6=s

V(ir,jv) > exp (nǫ/4)E



+ P





∑

u6=r

V(iu,js) > exp (nǫ/4)E



 .
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Let us first analyze P

(

∑

v 6=s V(ir,jv) > exp (nǫ/4)E
)

.

P





∑

v 6=s

V(ir,jv) > exp (nǫ/4)E



 =
∑

xjs∈Tn

X′
j
|XiXjXk

(xi,xj,xk)

P(Xjs = xjs)P





∑

v 6=s

V(ir,jv) > exp (nǫ/4)E
∣

∣

∣Xjs = xjs





We will apply Lemma 5 on P

(

∑

v 6=s V(ir,jv) > exp (nǫ/8)E
∣

∣

∣
Xjs = xjs

)

for J ′ = {(ir, jv) : v ∈ [1 : Nj ] \ {s}}. For

every (ir, jv) ∈ J ′, we define binary random variable V ′
(ir,jv) as

V ′
(ir,jv) =

{

1, if (Xjv) ∈ T n
X′

j |X′
iXiXjXk

(xir,xi,xj ,xk),

0, otherwise

and U ′ =
∑

(ir,jv)∈J ′ V ′
(ir,js). Note that (ir, jv) ∼ (iu, jv′) if and only if v = v′. Next, we will compute E[U ′].

E[U ′] = E





∑

(ir,jv)∈J ′

V ′
(ir,jv)





≤
∑

v 6=s

P

(

V ′
(ir,jv) = 1

)

=
∑

v 6=s

P

(

Xjv ∈ T n
X′

j |X′
iXiXjXk

(xir,xi,xj ,xk)
)

=
∑

v 6=s

|T n
X′

j |X′
iXiXjXk

(xir ,xi,xj,xk)|
|T n

X′
j
|

≤ exp {nRj}
exp

{

nH(X ′
j|X ′

iXiXjXk)
}

(n+ 1)|Xj| exp
{

nH(X ′
j)
}

≤ exp
{

n
(

|Rj − I(X ′
j ;X

′
iXiXjXk)|+

)}

≤ E.

Now,

P





∑

v 6=s

V(ir,jv) > exp (nǫ/4)E
∣

∣

∣Xjs = xjs



 = P





∑

(ir,jv)∈J ′

V ′
(ir,jv) > exp (nǫ/4)E





= P (U ′ > E(U ′) + exp (nǫ/4)E − E(U ′))

(a)

≤ P (U ′ > E(U ′) + (exp (nǫ/4)− 1)E)

(b)

≤ e−
1
3 exp(nǫ/8) +

∑

(ir,jv)∈J ′

P

(

V ′
(ir,jv) >

(exp(nǫ/4)− 1)E

2 exp(nǫ/8)

)

(c)

≤ e−
1
3 exp(nǫ/8) +

∑

(ir,jv)∈J ′

P

(

V ′
(ir,jv) > E

)

for large n

(d)
= e−

1
3 exp(nǫ/8)
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where (a) holds because E[U ′] ≤ E, (b) uses (19) for r = exp(nǫ/8), (c) is true for large n and (d) holds because
V ′
(ir,jv) ∈ {0, 1} while E ≥ 1. Thus,

P





∑

v 6=s

V(ir,jv) > exp (nǫ/4)E



 ≤ e−
1
3 exp(nǫ/8).

Similarly,

P





∑

u6=r

V(iu,js) > exp (nǫ/4)E



 ≤ e−
1
3 exp(nǫ/8).

This implies that

P

(

Ũ(ir,js) >
(ν − 1)E

2 exp(nǫ/8)

)

≤ 2e−
1
3 exp(nǫ/8).

Thus, from (20),

P(U > µ+ (ν − 1)E) ≤ e−
1
3 exp(nǫ/8) + |J |2e− 1

3 exp(nǫ/8)

= e−
1
3 exp(nǫ/8) + |Ni||Nj |2e−

1
3 exp(nǫ/8)

which falls doubly exponentially.

Proof (Achievability of Theorem 1). For an input distribution p(x1)p(x2)p(x3), we first show the achievability of the
set of rate triples (R1, R2, R3) which, for all permutations (i, j, k) of (1, 2, 3), satisfy the following conditions:

Ri < min
q(xk)

I(Xi;Y |Xj), and (21)

Ri +Rj < min
q(xk)

I(Xi, Xj ;Y ), (22)

where the mutual information terms are evaluated using the joint distribution p(xi)p(xj)q(xk)W (y|x1, x2, x3). Fix
distributions P1 ∈ Pn

X1
, P2 ∈ Pn

X2
and P3 ∈ Pn

X3
(which approach p(x1), p(x2), p(x3) as n → ∞). For these distribu-

tions, consider the codebook given by Lemma 4 and the decoder as given in Definition 6 for some η > 0 satisfying
the condition in Lemma 2. Choose ǫ > 0 such that η > 6ǫ. Below, we repeat the decoder from section 3.2.1.4 for the
sake of completeness.

Definition 6 (Decoder). For a received vector y ∈ Yn, some η > 0, φ(y) = (m1,m2,m3) ∈ M1 × M2 × M3, if

y ∈ D(1)
m1 ∩D(2)

m2 ∩ D(3)
m3 where D(i)

mi , i = 1, 2, 3 is defined as below.

y ∈ D(1)
m1 if there exists some permutation (j, k) of (2, 3), mj ∈ Mj , xk ∈ Xn

k , and random variables X1, Xj , Xk, Y
with (f1(m1), fj(mj),xk,y) ∈ T n

X1XjXkY
and D(PX1XjXkY ||PX1 ×PXj

×PXk
×W ) < η such that the following hold:

(a) Disambiguating (m1,mj) from (m′
1,m

′
j): For every (m′

1,m
′
j) ∈ M1 × Mj m′

1 6= m1, m′
j 6= mj , x′

k ∈ Xn
k ,

and random variables X ′
1, X

′
j , X

′
k such that (f1(m1), f1(m

′
1), fj(mj), fj(m

′
j),xk,x

′
k,y) ∈ T n

X1X′
1XjX′

jXkX′
k
Y and

D(PX′
1X

′
jX

′
k
Y ||PX′

1
× PX′

j
× PX′

k
×W ) < η, we require that I(X1XjY ;X ′

1X
′
j |Xk) < η.

(b) Disambiguating m1 from m′
1: For every m′

1 ∈ M1, m
′
1 6= m1, x

′
k ∈ Xn

k , and random variables X ′
1, X

′
k such that

(f1(m1), f1(m
′
1), fj(mj),xk,x

′
k,y) ∈ T n

X1X′
1XjXkX′

k
Y and D(PX′

1XjX′
k
Y ||PX′

1
×PXj

×PX′
k
×W ) < η, we require

that I(X1XjY ;X ′
1|Xk) < η.

(c) Disambiguating (m1,mj) from (m′
1,mk): If there exist (m′

1,mk) ∈ M1 × Mk, m′
1 6= m1, xj ∈ Xn

j , and

random variables X ′
1, X

′
j , X

′
k such that (f1(m1), f1(m

′
1), fj(mj),xj ,xk, fk(mk),y) ∈ T n

X1X′
1XjX′

jXkX′
k
Y and

D(PX′
1X

′
j
X′

k
Y ||PX′

1
× PX′

j
× PX′

k
×W ) < η, we require that I(X1XjY ;X ′

1X
′
k|Xk) < η.
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The decoding sets D(2)
m2 and D(3)

m3 are defined similarly. If y /∈ D(1)
m1∩D(2)

m2∩D(3)
m3 for any (m1,m2,m3) ∈ M1×M2×M3,

the decoder outputs (1, 1, 1).

Next, we give some standard properties of joint types as given in [22] (as Fact 1, Fact 2 and Fact 3). As mentioned
in [22], these bounds can be found in [28]. For finite alphabets X , Y, the type class Pn

X , any channel V from X to
Y and random variables X and Y on X and Y respectively with joint distribution PXY , the following holds:

|Pn
X | ≤ (n+ 1)|X | (23)

(n+ 1)−|X | exp (nH(X)) ≤ |T n
X(x)| ≤ exp (nH(X)) if |T n

X(x)| 6= 0 (24)

(n+ 1)−|X ||Y| exp (nH(Y |X)) ≤ |T n
Y |X(x)| ≤ exp (nH(Y |X)) if |T n

Y |X(x)| 6= 0 (25)
∑

y∈Tn
Y |X

(x)

V n(y|x) ≤ exp (−nD(PXY ||PX × V )) (26)

We first analyze the case when user 3 is adversarial. The probability of error when user 3 is adversarial (see (1)) is
given by

Pe,3
def
= max

x3

Pe,3(x3),

where Pe,3(x3) is the average probability of error for users 1 and 2 when a malicious user 3 sends x3 as input. That
is,

Pe,3(x3) :=
1

N1N2

∑

r∈M1,s∈M2

P

(

{y : φ(y) 6= (r, s, t) for some t ∈ M3}
∣

∣

∣X1 = x1r, X2 = x2s, X3 = x3

)

. (27)

We will argue that for every x3 ∈ Xn
3 , Pe,3(x3) → 0 as n → ∞. The analysis of Pe,3(x3) follows the flowchart shown

in Figure 12.
From the decoder definition, we know that for (r, s) ∈ M1 × M2, if φ(y) 6= (r, s, t) for some t ∈ M3, then

y /∈ D(1)
r ∩ D(2)

s . In other words, y ∈
(

D(1)
r

)c

∪
(

D(2)
s

)c

. Thus,

Pe,3 (x3) =
1

N1N2

∑

r∈M1,s∈M2

P

({

y : y ∈
(

D(1)
r

)c

∪
(

D(2)
s

)c} ∣
∣

∣X1 = x1r, X2 = x2s, X3 = x3

)

=
1

N1N2

∑

r∈M1,s∈M2

P

({

y : y ∈
(

D(1)
r

)c}

∪
{

y : y ∈
(

D(2)
s

)c} ∣
∣

∣X1 = x1r, X2 = x2s, X3 = x3

)

(a)

≤ 1

N1N2

∑

r∈M1,s∈M2

P

({

y : y ∈
(

D(1)
r

)c}
∣

∣

∣

∣

∣

X1 = x1r, X2 = x2s, X3 = x3

)

+
1

N1N2

∑

r∈M1,s∈M2

P

({

y : y ∈
(

D(2)
s

)c} ∣
∣

∣X1 = x1r, X2 = x2s, X3 = x3

)

where (a) uses the union bound. Thus, for

P1(x3) :=
1

N1N2

∑

r∈M1,s∈M2

P

({

y : y /∈ D(1)
r

} ∣

∣

∣X1 = x1r, X2 = x2s, X3 = x3

)

,

and

P2(x3) :=
1

N1N2

∑

r∈M1,s∈M2

P

({

y : y /∈ D(2)
s

} ∣

∣

∣
X1 = x1r, X2 = x2s, X3 = x3

)

,
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Pe,3(x3)

Union bound eq. (28)

Union bound eq. (32)

small
(atypical event)

small
(atypical event)

Union bound eq. (36)

continued in Figure 13.

Pa Pb Pc

PAǫ

PBη,ǫ

PDη

P1(x3) P2(x3)

...

Pe,3(x3) the average probability of error when malicious
user 3 sends x3

P1(x3) the average probability of error for user 1
P2(x3) the average probability of error for user 2
PAǫ the probability that channel inputs are atypi-

cal
PBη,ǫ the probability that the channel output is atyp-

ical
PDη Dη is such that Ac

ǫ ∩ Bc
η,ǫ ⊆ Dη

Pa condition (a) in Definition 6 does not hold
Pb condition (b) in Definition 6 does not hold
Pc condition (c) in Definition 6 does not hold

Figure 12: Flowchart depicting the flow of analysis of Pe,3(x3), the average probability of error when malicious user 3 sends x3. In the
flowchart, only P1(x3) is further broken down and shown. The flowchart is continued in Figure 13.

we have the following upper bound on Pe,3 (x3).

Pe,3 (x3) ≤ P1(x3) + P2(x3) (28)

We will first analyze P1(x3). Let

Aǫ
def
= {PX1X2X3Y ∈ Pn

X1×X2×X3×Y : D(PX1X2X3 ||PX1PX2PX3) ≥ ǫ}, (29)

Bη,ǫ
def
= {PX1X2X3Y ∈ Pn

X1×X2×X3×Y : D(PX1X2X3Y ||PX1X2X3W ) ≥ η − ǫ}, (30)

and Dη
def
= {PX1X2X3Y ∈ Pn

X1×X2×X3×Y : D(PX1X2X3Y ||PX1PX2PX3W ) < η}. (31)

In defining Bη,ǫ, recall that η > 6ǫ. We will use Ac
ǫ, Bc

η,ǫ and Dc
η to denote Pn

X1×X2×X3×Y \ Aǫ, Pn
X1×X2×X3×Y \ Bη,ǫ

and Pn
X1×X2×X3×Y \ Dη respectively.

We first note that Ac
ǫ ∩ Bc

η,ǫ ⊆ Dη. This is because D(PX1X2X3Y ||PX1PX2PX3W ) = D(PX1X2X3Y ||PX1X2X3W ) +
D(PX1X2X3 ||PX1PX2PX3) and for PX1X2X3Y ∈ Ac

ǫ ∩ Bc
η,ǫ, D(PX1X2X3Y ||PX1X2X3W ) +D(PX1X2X3 ||PX1PX2PX3 ) <

ǫ + η − ǫ = η. Thus, Pn
X1×X2×X3×Y = Aǫ ∪ Bη,ǫ ∪ Dη. We focus on the first term on the RHS of (28) and split the

set of joint types Pn
X1×X2×X3×Y into Aǫ, Bη,ǫ and Dη. Further, we use loose upper bounds on each of these terms,

for example, in the first terms in (32) below, we upper bound the summand by 1.

P1(x3) =
1

N1N2

∑

(r,s)

P

({

y : y /∈ D(1)
r

}

∣

∣Xn
1 = x1r, X

n
2 = x2s, X

n
3 = x3

)
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=
1

N1N2

∑

PX1X2X3Y ∈Pn
X1×X2×X3×Y

∑

(r,s):
(x1r,x2s,x3)∈Tn

X1X2X3

∑

y∈Tn
Y |X1X2X3

(x1r,x2s,x3),

y/∈D(1)
r

Wn(y|x1r,x2s,x3)

≤ 1

N1N2

∑

PX1X2X3Y ∈Aǫ

∑

(r,s):
(x1r,x2s,x3)∈Tn

X1X2X3

1

+
1

N1N2

∑

PX1X2X3Y ∈Bη,ǫ

∑

(r,s):
(x1r,x2sx3)∈Tn

X1X2X3

∑

y∈Tn
Y |X1X2X3

(x1r ,x2s,x3)

Wn(y|x1r,x2s,x3)

+
1

N1N2

∑

PX1X2X3Y ∈Dη

∑

(r,s):
(x1r ,x2s,x3)∈Tn

X1X2X3

∑

y∈Tn
Y |X1X2X3

(x1r ,x2s,x3),

y/∈D(1)
r

Wn(y|x1r,x2s,x3)

=: PAǫ
+ PBη,ǫ

+ PDη
, (32)

where we define the PAǫ
, PBη,ǫ

and PDη
as the three summation terms. We will analyze each term on the RHS of

(32) separately. We start with the first term.

PAǫ
=

1

N1N2

∑

PX1X2X3Y ∈Aǫ

∑

(r,s):
(x1r,x2s,x3)∈Tn

X1X2X3

1

=
1

N1N2

∑

PX1X2X3Y ∈Aǫ

|{(r, s) : (x1r,x2s,x3) ∈ T n
X1X2X3

}|

=
∑

PX1X2X3Y ∈Aǫ

|{(r, s) : (x1r,x2s,x3) ∈ T n
X1X2X3

}|
N1N2

(a)

≤
∑

PX1X2X3Y ∈Aǫ

exp (−nǫ/2)

≤ |Pn
X1×X2×X3×Y | exp (−nǫ/2)

(b)

≤ (n+ 1)|X1×X2×X3×Y| exp (−nǫ/2)

→ 0 as n → ∞.

Here, (a) follows from (15) (as I(X1;X3) + I(X2;X1X3) = D(PX1X2X3 ||PX1PX2PX3) > ǫ for every PX1X2X3Y ∈ Aǫ

as defined in (29)). The inequality (b) uses (23). We now analyze the second term. For fixed r ∈ [1 : N1] and
s ∈ [1 : N2]

PBη,ǫ
=

∑

PX1X2X3Y ∈Bη,ǫ:
(x1r ,x2s,x3)∈Tn

X1X2X3

∑

y∈Tn
Y |X1X2X3

(x1r ,x2s,x3)

Wn(y|x1r,x2s,x3)

(a)

≤
∑

PX1X2X3Y ∈Bη,ǫ:
(x1r,x2s,x3)∈Tn

X1X2X3

exp (−nD(PX1X2X3Y ||PX1X2X3W ))

(b)

≤
∑

PX1X2X3Y ∈Bη,ǫ:

(x1r ,x2s,x3)∈Tn
X1X2X3

exp (−n(η − ǫ))
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≤ |Pn
X1×X2×X3×Y | exp (−n(η − ǫ))

(c)

≤ (n+ 1)|X1×X2×X3×Y| exp (−n(η − ǫ))

→ 0 as n → ∞ as η > 6ǫ.

Here, the inequality (a) uses (26), (b) follows by noting that PX1X2X3Y ∈ Bη,ǫ (see (30)) and thus,D(PX1X2X3Y ||PX1X2X3W ) >
η − ǫ. The inequality (c) follows because Pn

X1×X2×X3×Y≤(n + 1)|X1×X2×X3×Y| by using (23). This shows that the
second term on the RHS of (32) also goes to zero as n goes to infinity.

It remains to analyze the third term of (32), that is, PDη
. This only involves joint distributions PX1X2X3Y which

satisfy D(PX1X2X3Y ||PX1 ×PX2 ×PX3 ×W ) ≤ η, i.e., PX1X2X3Y ∈ Dη (see (31)). When PX1X2X3Y ∈ Dη, we notice

from Definition 6 that y /∈ D(1)
r only if for each of (j, k) = (2, 3) and (j, k) = (3, 2), at least one of the conditions

among (a), (b) and (c) in Definition 6 fails. Thus, to upper bound PDη
, it is sufficient to analyze the probability that

at least one of (a)-(c) in Definition 6 fails under (j, k) = (2, 3). This implies that at least one of the following holds:

(a) There exists u ∈ M1, u 6= r, v ∈ M2, v 6= s, x′
3 ∈ Xn

3 , and random variables X ′
1, X

′
2, X

′
3 such that

(f1(r), f2(s),x3, f1(u), f2(v),x
′
3,y) ∈ T n

X1X2X3X′
1X

′
2X

′
3Y

, D(PX′
1X

′
2X

′
3Y

||PX′
1
PX′

2
PX′

3
W ) < η and

I(X1X2Y ;X ′
1X

′
2|X3) ≥ η.

(b) There exists u ∈ M1, u 6= r, x′
3 ∈ Xn

3 , and random variables X ′
1, X

′
3 such that (f1(r), f2(s),x3, f1(u),x

′
3,y) ∈

T n
X1X2X3X′

1X
′
3Y

, D(PX′
1X2X′

3Y
||PX′

1
PX2PX′

3
W ) < η and I(X1X2Y ;X ′

1|X3) ≥ η.

(c) There exists u ∈ M1, u 6= r, x2 ∈ Xn
2 , w ∈ M3, and random variables X ′

1, X
′
2, X

′
3 such that (f1(r), f2(s),x3,

f1(u),x2, f3(w),y) ∈ T n
X1X2X3X′

1X
′
2X

′
3Y

, D(PX′
1X

′
2X

′
3Y

||PX′
1
PX′

2
PX′

3
W ) < η and I(X1X2Y ;X ′

1X
′
3|X3) ≥ η.

To analyze these, we define the following sets of distributions:

Q1 = {PX1X2X3X′
1X

′
2Y

∈ Pn
X1×X2×X3×X1×X2×Y : PX1X2X3Y ∈ Dη ∩ Ac

ǫ, PX′
1X

′
2X

′
3Y

∈ Dη

for some X ′
3, PX1 = PX′

1
= P1, PX2 = PX′

2
= P2 and I(X1X2Y ;X ′

1X
′
2|X3) ≥ η} (33)

Q2 = {PX1X2X3X′
1Y

∈ Pn
X1×X2×X3×X1×X3×Y : PX1X2X3Y ∈ Dη ∩ Ac

ǫ, PX′
1X2X′

3Y
∈ Dη

for some X ′
3, PX1 = PX′

1
= P1, PX2 = P2 and I(X1X2Y ;X ′

1|X3) ≥ η} (34)

Q3 = {PX1X2X3X′
1X

′
3Y

∈ Pn
X1×X2×X3×X1×X3×Y : PX1X2X3Y ∈ Dη ∩ Ac

ǫ, PX′
1X

′
2X

′
3Y

∈ Dη

for some X ′
2, PX1 = PX′

1
= P1, PX2 = P2, PX′

3
= P3 and I(X1X2Y ;X ′

1X
′
3|X3) ≥ η} (35)

For r, s ∈ M1 ×M2, PX1X2X3X′
1X

′
2Y

∈ Q1, PX1X2X3X′
1Y

∈ Q2 and PX1X2X3X′
1X

′
3Y

∈ Q3, define the following sets:

Er,s,1(PX1X2X3X′
1X

′
2Y

) = {y : ∃(u, v) ∈ M1 ×M2, u 6= r, v 6= s, (x1r,x2s,x3,x1u,x2v,y) ∈ T n
X1X2X3X′

1X
′
2Y

}
Er,s,2(PX1X2X3X′

1Y
) = {y : ∃u ∈ M1, u 6= r, (x1r,x2s,x3,x1u,y) ∈ T n

X1X2X3X′
1Y

}
Er,s,3(PX1X2X3X′

1X
′
3Y

) = {y : ∃(u, t) ∈ M1 ×M3, u 6= r, (x1r,x2s,x3,x1u,x3t,y) ∈ T n
X1X2X3X′

1X
′
3Y

}

Thus,

PDη
=

1

N1N2

∑

r,s

∑

PX1X2X3Y ∈Dη:

(x1r,x2s,x3)∈Tn
X1X2X3

∑

y∈Tn
Y |X1X2X3

(x1r,x2s,x3)

y/∈D(1)
r

Wn(y|x1r,x2s,x3)

≤ 1

N1N2

∑

r,s

{

∑

PX1X2X3X′
1
X′

2
Y ∈Q1

Wn(Er,s,1(PX1X2X3X′
1X

′
2Y

)|x1r,x2s,x3)

+
∑

PX1X2X3X′
1Y ∈Q2

Wn(Er,s,2(PX1X2X3X′
1Y

)|x1r,x2s,x3)
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+
∑

PX1X2X3X′
1
X′

3
Y ∈Q3

Wn(Er,s,3(PX1X2X3X′
1X

′
3Y

)|x1r,x2s,x3)

}

≤ 1

N1N2

∑

r,s

∑

PX1X2X3X′
1
X′

2
Y ∈Q1

Wn(Er,s,1(PX1X2X3X′
1X

′
2Y

)|x1r,x2s,x3)

+
1

N1N2

∑

r,s

∑

PX1X2X3X′
1Y ∈Q2

Wn(Er,s,2(PX1X2X3X′
1Y

)|x1r,x2s,x3)

+
1

N1N2

∑

r,s

∑

PX1X2X3X′
1X′

3Y ∈Q3

Wn(Er,s,3(PX1X2X3X′
1X

′
3Y

)|x1r,x2s,x3)

:= Pa + Pb + Pc (36)

where

Pa :=
1

N1N2

∑

r,s

∑

PX1X2X3X′
1X′

2Y ∈Q1

Wn(Er,s,1(PX1X2X3X′
1X

′
2Y

)|x1r,x2s,x3), (37)

Pb :=
1

N1N2

∑

r,s

∑

PX1X2X3X′
1Y ∈Q2

Wn(Er,s,2(PX1X2X3X′
1Y

)|x1r,x2s,x3), (38)

Pc :=
1

N1N2

∑

r,s

∑

PX1X2X3X′
1
X′

3
Y ∈Q3

Wn(Er,s,3(PX1X2X3X′
1X

′
3Y

)|x1r,x2s,x3). (39)

We have three terms in the summation on the RHS of (36). We will analyze them one after the other. We will start
with the first term. The analysis follows the flowchart given in Figure 13.

Union bound

small
(by codebook
property(16))

Union bound

small
(by bound on R1)

small
(by bound on R2)small

small (by bounds on
R1 and R2)

Union bound

small
(by codebook
property(18)) small

(by bound on R1)

Union bound

small
(by codebook
property(17))

small
(by bounds on R1 and R3)

continued from Figure 12

Pa Pb Pc

case:(46)
holds

case:(47)
holds case:(48)

holds

case:(49)
holds

joint type
satisfies(41)

joint type does
not satisfy(41)

joint type
satisfies(62) joint type does

not satisfy(62)

joint type
satisfies(69) joint type does

not satisfy(69)

Figure 13: Flowchart, continued from Figure 12, depicting the flow of analysis of Pa, Pb and Pc.

Analysis of Pa
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We will follow the flowchart given in Figure 13. From (37),

Pa =
∑

PX1X2X3X′
1
X′

2
Y ∈Q1

1

N1N2

∑

r,s

Wn(Er,s,1(PX1X2X3X′
1X

′
2Y

)|x1r,x2s,x3). (40)

Let

P 1
r,s(PX1X2X3X′

1X
′
2Y

) := Wn(Er,s,1(PX1X2X3X′
1X

′
2Y

)|x1r,x2s,x3).

Note that P 1
r,s(PX1X2X3X′

1X
′
2Y

) is upper bounded by the probability of error when r and s are sent by user 1

and user 2 respectively. So, P 1
r,s(PX1X2X3X′

1X
′
2Y

) ≤ 1. Thus, from (40), we see that it is sufficient to show that

P 1
r,s(PX1X2X3X′

1X
′
2Y

) falls exponentially. Let Pa, atypical be the set of joint types satisfying

I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) ≥

∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

+ ǫ, (41)

From (16), note that when PX1X2X3X′
1X

′
2Y

∈ Q1 satisfies (41)

1

N1N2

∑

r,s

P 1
r,s(PX1X2X3X′

1X
′
2Y

) (42)

=
1

N1N2

∑

(r,s):∃(u,v) satisfying
(x1r ,x2s,x3,x1u,x2v)∈Tn

X1X2X3X′
1X′

2

Wn
({

y : y ∈ T n
Y |X1X2X3X′

1X
′
2
(x1r,x2s,x3,x1u,x2v)

} ∣

∣

∣x1r,x2s,x3

)

(43)

≤ 1

N1N2
|{(r, s) ∈ [1 : N1]× [1 : N2] : ∃u, v ∈ [1 : N1]× [1 : N2]u 6= r, v 6= r, (x1r,x2s,x1u,x2v,x3) ∈ T n

X1X2X
′
1X

′
2X3

}|

< exp
(

−nǫ

2

)

. (44)

Otherwise, when

I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) <

∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

+ ǫ, (45)

depending on the evaluation of
∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

, we consider four cases:

∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= 0, (46)
∣

∣

∣
|R1 − I(X ′

1;X3)|+ + |R2 − I(X ′
2;X3)|+ − I(X ′

1;X
′
2|X3)

∣

∣

∣

+

= R1 − I(X ′
1;X3)− I(X ′

1;X
′
2|X3), (47)

∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= R2 − I(X ′
2;X3)− I(X ′

1;X
′
2|X3), (48)

∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= R1 − I(X ′
1;X3) +R2 − I(X ′

2;X3)− I(X ′
1;X

′
2|X3),

(49)

Before proceeding further, we first argue that (46)-(49) are the only possible evaluations of
∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

. To see this, first suppose R1 ≤ I(X ′
1;X3). If R2 ≤

I(X ′
2;X3), we get (46) as mutual information is always non-negative. When R2 > I(X ′

2;X3), if R2 > I(X ′
2;X3) +

I(X ′
1;X

′
2|X3), we get (48). Otherwise, we get (46). Next, suppose R1 > I(X ′

1;X3). In this case, if R2 ≤ I(X ′
2;X3),

depending on whether R1 > I(X ′
1;X3)+I(X ′

1;X
′
2|X3) or not, we get (47) or (46) respectively. When R2 > I(X ′

2;X3),
we get (49) if R1 +R2 > I(X ′

1;X3) + I(X ′
2;X3) + I(X ′

1;X
′
2|X3). Otherwise, we get (46).
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Analysing each of the cases (46)-(49) separately, we will show that P 1
r,s(PX1X2X3X′

1X
′
2Y

) → 0 exponentially for
each PX1X2X3X′

1X
′
2Y

∈ Q1. We will show this by using the following upper bound.

P 1
r,s(PX1X2X3X′

1X
′
2Y

) = Wn(Er,s,1(PX1X2X3X′
1X

′
2Y

)|x1r,x2s,x3)

≤
∑

(u,v):(x1r,x2s,x3,x1u,x2v)
∈Tn

X1X2X3X′
1
X′

2

∑

y∈Tn

Y |X1X2X3X′
1X′

2
(x1r,x2s,x3,x1u,x2v)

Wn(y|x1r,x2s,x3)

≤
∑

(u,v):(x1r,x2s,x3,x1u,x2v)
∈Tn

X1X2X3X′
1
X′

2

exp (−n(I(Y ;X ′
1X

′
2|X1X2X3)− ǫ))

(a)

≤ exp
(

n
(

∣

∣|R1 − I(X ′
1;X1X2X3)|+ + |R2 − I(X ′

2;X1X2X3)|+ − I(X ′
1;X

′
2|X1X2X3)

∣

∣

+ − I(Y ;X ′
1X

′
2|X1X2X3) + 3ǫ/2

))

(50)

where (a) follows from (13).
Case 1: (46) holds.

We first note that when

∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= 0 (51)

holds, (45) implies that I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) < ǫ. This further implies the following:

ǫ > I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3)

(a)

≥ I(X1;X
′
1X

′
2|X2X3) + I(X2;X

′
1X

′
2|X3)

= I(X1X2;X
′
1X

′
2|X3) (52)

where (a) holds because I(X1;X2X
′
1X

′
2X3) = I(X1;X

′
1X

′
2|X2X3) + I(X1;X2X3) and I(X1;X2X3) ≥ 0 as mutual

information is always non-negative. Next, we will argue that when (51) holds, the condition

∣

∣|R1 − I(X ′
1;X1X2X3)|+ + |R2 − I(X ′

2;X1X2X3)|+ − I(X ′
1;X

′
2|X1X2X3)

∣

∣

+
= 0

also holds and thus (50) evaluates to exp (n (0− I(Y ;X ′
1X

′
2|X1X2X3) + 3ǫ/2)). We show this by contradiction.

Suppose ||R1 − I(X ′
1;X1X2X3)|+ + |R2 − I(X ′

2;X1X2X3)|+ − I(X ′
1;X

′
2|X1X2X3)|+ > 0. This implies that at least

one of the following three conditions hold.

R1 > I(X ′
1;X1X2X3) + I(X ′

1;X
′
2|X1X2X3), (53)

R2 > I(X ′
2;X1X2X3) + I(X ′

1;X
′
2|X1X2X3), (54)

or R1 > I(X ′
1;X1X2X3), R2 > I(X ′

2;X1X2X3)

and R1 +R2 > I(X ′
1;X1X2X3) + I(X ′

2;X1X2X3) + I(X ′
1;X

′
2|X1X2X3). (55)

If (53) holds, then

R1 > I(X ′
1;X1X2X3) + I(X ′

1;X
′
2|X1X2X3)

= I(X ′
1;X

′
2X1X2X3)

= I(X ′
1;X3) + I(X ′

1;X
′
2|X3) + I(X ′

1;X1X2|X ′
2X3)

(a)

≥ I(X ′
1;X3) + I(X ′

1;X
′
2|X3)
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where (a) follows from non-negativity of mutual information. Note that the inequality (a) contradicts (51). The
condition (54) is symmetric and hence leads to a contradiction again. If (55) holds, then R1 > I(X ′

1;X1X2X3) ≥
I(X ′

1;X3) and R2 > I(X ′
2;X1X2X3) ≥ I(X ′

2;X3). Furthermore, we have

R1 +R2 > I(X ′
1;X1X2X3) + I(X ′

2;X1X2X3) + I(X ′
1;X

′
2|X1X2X3)

= I(X ′
1;X

′
2X1X2X3) + I(X ′

2;X1X2X3)

≥ I(X ′
1;X3) + I(X ′

1;X
′
2|X3) + I(X ′

2;X1X2X3)

≥ I(X ′
1;X3) + I(X ′

1;X
′
2|X3) + I(X ′

2;X3).

These conditions together contradict (51). Thus,

P 1
r,s(PX1X2X3X′

1X
′
2Y

) ≤ exp (n (−I(Y ;X ′
1X

′
2|X1X2X3) + 3ǫ/2))

≤ exp (n (I(X1X2;X
′
1X

′
2|X3)− I(X1X2Y ;X ′

1X
′
2|X3) + 3ǫ/2))

(a)

≤ exp (n (ǫ− η + 3ǫ/2))

= exp (n (5ǫ/2− η))

→ 0 as η > 6ǫ.

where (a) uses the fact that I(X1X2;X
′
1X

′
2|X3) < ǫ (see (52)) and I(X1X2Y ;X ′

1X
′
2|X3) ≥ η (follows from the

definition of Q1. See (33).).
Case 2: (47) holds.

We consider the case when
∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= R1 − I(X ′
1;X

′
2X3). In this

case (45) evaluates to I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) < R1 − I(X ′

1;X
′
2X3) + ǫ. This implies the following:

ǫ > I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) + I(X ′

1;X
′
2X3)−R1

≥ I(X1;X
′
1|X ′

2X2X3) + I(X2;X
′
1|X ′

2X3) + I(X ′
1;X

′
2X3)−R1

= I(X ′
1;X1X2X3X

′
2)−R1.

Thus,

R1 − I(X ′
1;X1X2X3X

′
2) ≥ −ǫ.

This implies that

|R1 − I(X ′
1;X1X2X3)|+ ≤ R1 − I(X ′

1;X1X2X3) + ǫ

and we get the following upper bound on (50):

exp
(

n
(

∣

∣|R1 − I(X ′
1;X1X2X3)|+ + |R2 − I(X ′

2;X1X2X3)|+ − I(X ′
1;X

′
2|X1X2X3)

∣

∣

+ − I(Y ;X ′
1X

′
2|X1X2X3) + 3ǫ/2

))

≤ exp (n (R1 − I(X ′
1;X1X2X3X

′
2) + ǫ + 0− I(Y ;X ′

1X
′
2|X1X2X3) + 3ǫ/2)) (56)

≤ exp (n (R1 − I(X ′
1;X1X2X3X

′
2Y ) + 5ǫ/2))

≤ exp (n (R1 − I(X ′
1;X

′
2Y ) + 5ǫ/2))

≤ exp
(

n
(

R1 − I(X̃1; Ỹ |X̃2) + γ + 5ǫ/2
))

where PX̃1X̃2X̃3Ỹ
def
= PX′

1
× PX2 × PX′

3
× W and γ is chosen to satisfy I(X ′

1;X
′
2Y ) ≥ I(X̃1; Ỹ |X̃2) − γ. Note that

PX′
1X

′
2X

′
3Y

is such that D(PX′
1X2X′

3Y
||PX′

1
× PX2 × PX′

3
× W ) < η where η can be chosen arbitrarily small. Thus,
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PX′
1X2X′

3Y
is arbitrarily close to PX̃1X̃2X̃3Ỹ

and γ can be chosen arbitrarily small. Thus, P 1
r,s(PX1X2X3X′

1X
′
2Y

) → 0
exponentially, if

R1 < I(X̃1; Ỹ |X̃2)− γ − 5ǫ/2.

Minimizing this in the limit of n → ∞ and ǫ, η → 0 over all PX1X2X3X′
1X

′
2Y

∈ Q1 is same as minimizing I(X̃1; Ỹ |X̃2)
over PX̃1X̃2X̃3Ỹ

∈ P3 where P3 is defined as

P3
def
= {PX1X2X3Y : PX1X2X3Y = PX1 × PX2 ×QX3 ×W for some QX3}.

Using definition of P3, we obtain the following bound on R1

R1 < min
PX1X2X3Y ∈P3

I(X1;Y |X2). (57)

Case 3: (48) holds.

Suppose
∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= R2− I(X ′
2;X

′
1X3). In this case (45) evaluates

to I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) < R2 − I(X ′

2;X
′
1X3) + ǫ. Thus,

ǫ > I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) + I(X ′

2;X
′
1X3)−R2

≥ I(X1;X
′
2|X ′

1X2X3) + I(X2;X
′
2|X ′

1X3) + I(X ′
2;X

′
1X3)−R2

= I(X ′
2;X1X2X3X

′
1)−R2.

This implies that

R2 − I(X ′
2;X1X2X3X

′
1) ≥ −ǫ.

Thus, |R2 − I(X ′
2;X1X2X3X

′
1)|+ ≤ R2 − I(X ′

2;X1X2X3X
′
1) + ǫ. Substituting this in (50), we get the following

upper bound:

exp (n (0 +R2 − I(X ′
2;X1X2X3X

′
1) + ǫ− I(Y ;X ′

1X
′
2|X1X2X3) + 3ǫ/2))

This is same as the upper bound in (56) with X ′
1 and X ′

2 interchanged, and R1 replaced by R2. Thus, we can do a
symmetric analysis as in the previous case to obtain the following bound on R2:

R2 < min
PX1X2X3Y ∈P3

I(X2;Y |X1) (58)

Case 4: (49) holds.

Suppose
∣

∣

∣|R1 − I(X ′
1;X3)|+ + |R2 − I(X ′

2;X3)|+ − I(X ′
1;X

′
2|X3)

∣

∣

∣

+

= R1 − I(X ′
1;X3) + R2 − I(X ′

2;X
′
1X3). In this

case (45) evaluates to I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) < R1 + R2 − I(X ′

1;X3) + I(X ′
2;X

′
1X3) + ǫ. Thus,

ǫ > I(X1;X2X
′
1X

′
2X3) + I(X2;X

′
1X

′
2X3) + I(X ′

1;X3) + I(X ′
2;X

′
1X3)−R1 −R2

≥ I(X1;X
′
1|X2X3) + I(X1;X

′
2|X ′

1X2X3) + I(X2;X
′
1|X3) + I(X2;X

′
2|X ′

1X3) + I(X ′
1;X3) + I(X ′

2;X
′
1X3)−R1 −R2

= I(X ′
1;X1X2X3) + I(X ′

2;X1X2X3X
′
1)−R1 −R2.

This implies that

R1 − I(X ′
1;X1X2X3) +R2 − I(X ′

2;X1X2X3)− I(X ′
1;X

′
2|X1X2X3) ≥ −ǫ.

Note that
∣

∣|R1 − I(X ′
1;X1X2X3)|+ + |R2 − I(X ′

2;X1X2X3)|+ − I(X ′
1;X

′
2|X1X2X3)

∣

∣

+
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≥ R1 − I(X ′
1;X1X2X3) + R2 − I(X ′

2;X1X2X3)− I(X ′
1;X

′
2|X1X2X3)

≥ −ǫ.

So,

∣

∣|R1 − I(X ′
1;X1X2X3)|+ + |R2 − I(X ′

2;X1X2X3)|+ − I(X ′
1;X

′
2|X1X2X3)

∣

∣

+

≤ R1 − I(X ′
1;X1X2X3) +R2 − I(X ′

2;X1X2X3)− I(X ′
1;X

′
2|X1X2X3) + ǫ.

Thus,

P 1
r,s(PX1X2X3X′

1X
′
2Y

) ≤ exp (n (R1 − I(X ′
1;X1X2X3) +R2 − I(X ′

2;X1X2X3X
′
1) + ǫ − I(Y ;X ′

1X
′
2|X1X2X3) + 3ǫ/2))

(59)

= exp (n (R1 − I(X ′
1;X1X2X3) +R2 − I(X ′

2;X1X2X3X
′
1)− I(Y ;X ′

1X
′
2|X1X2X3) + 5ǫ/2))

≤ exp (n (R1 + R2 − I(X ′
1X

′
2;X1X2X3)− I(Y ;X ′

1X
′
2|X1X2X3) + 5ǫ/2))

≤ exp (n (R1 + R2 − I(X ′
1X

′
2;X1X2X3Y ) + 5ǫ/2))

≤ exp (n (R1 + R2 − I(X ′
1X

′
2;Y ) + 5ǫ/2))

Following similar steps as earlier, we obtain the following sum rate bound

R1 +R2 < min
PX1X2X3Y ∈P3

I(X1X2;Y ). (60)

Analysis of Pb

Now, we will look at the second term in (36), which is (see (38)),

Pb :=
∑

PX1X2X3X′
1Y ∈Q2

1

N1N2

∑

r,s

Wn(Er,s,2(PX1X2X3X′
1Y

)|x1r,x2s,x3). (61)

Let

P 2
r,s(PX1X2X3X′

1Y
) := Wn(Er,s,2(PX1X2X3X′

1Y
)|x1r,x2s,x3).

From (18), we see that when PX1X2X3X′
1Y

satisfies

I(Xi;XjX
′
iXk) + I(Xj ;X

′
iXk) ≥ |Ri − I(X ′

i;Xk)|+ + ǫ, (62)

1

N1N2

∑

r,s

P 2
r,s(PX1X2X3X′

1Y
)

=
1

N1N2

∑

(r,s):∃u satisfying
(x1r,x2s,x3,x1u)∈Tn

X1X2X3X′
1

Wn
({

y : y ∈ T n
Y |X1X2X3X′

1
(x1r,x2s,x3,x1u)

} ∣

∣

∣x1r,x2s,x3

)

(63)

≤ 1

N1N2
|{(r, s) ∈ [1 : N1]× [1 : N2] : ∃u ∈ [1 : N1]u 6= r, (x1r,x2s,x3,x1u) ∈ T n

X1X2X3X
′
1

}|

< exp
(

−nǫ

2

)

. (64)

Otherwise, when

I(Xi;XjX
′
iXk) + I(Xj ;X

′
iXk) < |Ri − I(X ′

i;Xk)|+ + ǫ, (65)
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we will show that P 2
r,s(PX1X2X3X′

1Y
) falls doubly exponentially for each PX1X2X3X′

1Y
∈ Q2. We will show this by

using the following upper bound.

P 2
r,s(PX1X2X3X′

1Y
) = Wn(Er,s,2(PX1X2X3X′

1Y
)|x1r,x2s,x3)

≤
∑

u:(x1r ,x2s,x3,x1u)
∈Tn

X1X2X3X′
1

∑

y∈Tn

Y |X1X2X3X′
1
(x1r ,x2s,x3,x1u)

Wn(y|x1r,x2s,x3)

≤
∑

u:(x1r ,x2s,x3,x1u)
∈Tn

X1X2X3X′
1

exp (−n(I(Y ;X ′
1|X1X2X3)− ǫ))

(a)
= exp

(

n
(

|R1 − I(X ′
1;X1X2X3)|+ − I(Y ;X ′

1|X1X2X3) + 3ǫ/2
))

(66)

where (a) follows from (12).
Suppose R1 ≤ I(X ′

1;X2), then (65) evaluates to I(X1;X2X
′
1X3) + I(X2;X

′
1X3) < ǫ. Thus, I(X1X2;X

′
1|X3) < ǫ.

We analyze (66) for this case.

P 2
r,s(PX1X2X3X′

1Y
) ≤ exp

(

n
(

|R1 − I(X ′
1;X1X2X3)|+ − I(Y ;X ′

1|X1X2X3) + 3ǫ/2
))

= exp (n (0− I(Y ;X ′
1|X1X2X3) + 3ǫ/2))

= exp (n (I(X1X2;X
′
1|X3)− I(X1X2;X

′
1|X3)− I(Y ;X ′

1|X1X2X3) + 3ǫ/2))

= exp (n (I(X1X2;X
′
1|X3)− I(X1X2Y ;X ′

1|X3) + 3ǫ/2))

(a)

≤ exp (n (ǫ− η + 3ǫ/2))

→ 0 as η > 6ǫ.

where (a) follows by using I(X1X2;X
′
1|X3) < ǫ and I(X1X2Y ;X ′

1|X3) ≥ η (see the definition of Q2).
Now, we consider the case when R1 > I(X ′

1;X2). In this case, (65) evaluates to

I(X1;X2X
′
1X3) + I(X2;X

′
1X3) < R1 − I(X ′

1;X3) + ǫ

This implies that −ǫ < R1 − I(X ′
1;X1X2X3) ≤ |R1 − I(X ′

1;X1X2X3)|+. Thus,

|R1 − I(X ′
1;X1X2X3)|+ − I(Y ;X ′

1|X1X2X3) ≤ R1 − I(X ′
1;X1X2X3)− I(Y ;X ′

1|X1X2X3) + ǫ

Plugging it into the upper bound on P 2
r,s(PX1X2X3X′

1Y
), we obtain

P 2
r,s(PX1X2X3X′

1Y
) ≤ exp (n (R1 − I(X ′

1;X1X2X3)− I(Y ;X ′
1|X1X2X3) + 5ǫ/2))

= exp (n (R1 − I(X ′
1;X1X2X3Y ) + 5ǫ/2))

= exp (n (R1 − I(X ′
1;X2Y ) + 5ǫ/2))

Since PX′
1X2X′

3Y
is such that D(PX′

1X2X′
3Y

||PX′
1
× PX2 × PX′

3
× W ) < η where η can be chosen arbitrarily

small, PX′
1X2X′

3Y
is arbitrarily close to PX̃1X̃2X̃3Ỹ

def
= PX′

1
× PX2 × PX′

3
× W . So, for small positive number γ2,

I(X ′
1;X2Y ) ≥ I(X̃1; Ỹ |X̃2)− γ2 ≥ minPX′

3
I(X̃1; Ỹ |X̃2)− γ2. Thus, if

R1 < min
PX̃3

I(X̃1; Ỹ |X̃2)− 5ǫ/2− γ2,

then, R1 ≤ min
PX′

3

I(X ′
1;Y |X2)− 5ǫ/2,
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and therefore, Pe,X1,X′
1
,X2X3Y

→ 0 as n → 0. In the limit of ǫ → 0, we get

R1 ≤ min
PX′

3
:PX̃1X̃2X̃3Ỹ

=PX′
1
×PX2×PX′

3
×W

I(X̃1; Ỹ |X̃2) (67)

This is same as the upper bound on R1 given in (57).
Analysis of Pc

We are left with the analysis of the third term in (36), which is given by (see (39))

Pc :=
∑

PX1X2X3X′
1
X′

3
Y ∈Q3

1

N1N2

∑

r,s

Wn(Er,s,3(PX1X2X3X′
1X

′
3Y

)|x1r,x2s,x3). (68)

Let

P 3
r,s(PX1X2X3X′

1X
′
3Y

) := Wn(Er,s,3(PX1X2X3X′
1X

′
3Y

)|x1r,x2s,x3).

When PX1X2X3X′
1X

′
3Y

satisfies the condition (see (17)),

I(Xi;XjX
′
iX

′
kXk) + I(Xj ;X

′
iX

′
kXk) ≥

∣

∣

∣|Ri − I(X ′
i;Xk)|+ + |Rk − I(X ′

k;Xk)|+ − I(X ′
i;X

′
k|Xk)

∣

∣

∣

+

+ ǫ, (69)

1

N1N2

∑

r,s

P 3
r,s(PX1X2X3X′

1X
′
3Y

) (70)

=
1

N1N2

∑

(r,s):∃(u,w) satisfying
(x1r,x2s,x3,x1u,x3w)∈Tn

X1X2X3X′
1
X′

3

Wn
({

y : y ∈ T n
Y |X1X2X3X′

1X
′
3
(x1r,x2s,x3,x1u,x3w)

} ∣

∣

∣x1r,x2s,x3

)

(71)

≤ 1

N1N2
|{(r, s) ∈ [1 : N1]× [1 : N2] : ∃u,w ∈ [1 : N1]× [1 : N3]u 6= r (x1r,x2s,x3,x1u,x3w) ∈ T n

X1X2X3X
′
1X

′
3

}|

< exp
(

−nǫ

2

)

. (72)

Otherwise, when

I(Xi;XjX
′
iX

′
kXk) + I(Xj ;X

′
iX

′
kXk) <

∣

∣

∣|Ri − I(X ′
i;Xk)|+ + |Rk − I(X ′

k;Xk)|+ − I(X ′
i;X

′
k|Xk)

∣

∣

∣

+

+ ǫ, (73)

we will show that P 3
r,s(PX1X2X3X′

1X
′
3Y

) falls doubly exponentially for each PX1X2X3X′
1X

′
3Y

∈ Q3. We upper bound

P 3
r,s(PX1X2X3X′

1X
′
3Y

) by the following set of equations.

P 3
r,s(PX1X2X3X′

1X
′
3Y

) = Wn(Er,s,3(PX1X2X3X′
1X

′
3Y

)|x1r,x2s,x3)

≤
∑

(u,w):(x1r,x2s,x3,x1u,x3w)
∈Tn

X1X2X3X′
1
X′

3

∑

y∈Tn

Y |X1X2X3X′
1
X′

3
(x1r,x2s,x3,x1u,x3w)

Wn(y|x1r,x2s,x3)

≤
∑

(u,w):(x1r,x2s,x3,x1u,x3w)
∈Tn

X1X2X3X′
1
X′

3

exp (−n(I(Y ;X ′
1X

′
3|X1X2X3)− ǫ))

(a)
= exp

(

n
(

∣

∣|R1 − I(X ′
1;X1X2X3)|+ + |R3 − I(X ′

3;X1X2X3)|+ − I(X ′
1;X

′
3|X1X2X3)

∣

∣

+ − I(Y ;X ′
1X

′
3|X1X2X3) + 3ǫ/2

))

.

(74)
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where (a) follows from (14). Now, we need to show that (74) goes to zero under the condition given in (73). This is
same as the previous analysis of (45) under the condition (50) with R2 and X ′

2 replaced by R3 and X ′
3. Note that

with these replacements, the entire analysis follows through and we obtain the analogues of (57), (58) and (60) as
given in (75), (76) and (77) respectively. For

P2
def
= {PX1X2X3Y : PX1X2X3Y = PX1 ×QX2 × PX3 ×W for some QX2}

R1 < min
PX1X2X3Y ∈P2

I(X1;Y |X3); (75)

R3 < min
PX1X2X3Y ∈P2

I(X3;Y |X1); (76)

R1 +R3 < min
PX1X2X3Y ∈P2

I(X1X3;Y ). (77)

Similarly, we will obtain rate bounds while analyzing the cases when user 1 and 2 are adversarial.
Thus, for any input distribution p(x1)p(x2)p(x3), we have shown the achievability of the set of rate triples

(R1, R2, R3) which, for all permutations (i, j, k) of (1, 2, 3), satisfy the following conditions:

Ri < min
q(xk)

I(Xi;Y |Xj), and (78)

Ri +Rj < min
q(xk)

I(Xi, Xj ;Y ), (79)

where the mutual information terms are evaluated using the joint distribution p(xi)p(xj)q(xk)W (y|x1, x2, x3).
It remains to argue that the rate regionR given by (9) and (10) is achievable. To this end, consider a distribution13

pUpX1|UpX2|UpX3|U . Without loss of generality, take U = {1, 2, . . . , |U|}. It suffices to show the achievability for
pU (u) whose elements are rational numbers. Let l be such that lpU (u) are integers for all u ∈ U . For u ∈ U , let
mu = lpU (u) and nu =

∑

j≤u mj, and let n0 = 0.

Consider the l-fold product W⊗l of the channel W . For this product channel, consider the input distribution
p(x1)p(x2)p(x3) defined by

p(xi) = p((xi1, . . . , xil)) =
∏

u∈U

nu
∏

t=nu−1+1

pXi|U (xit|u).

By (78) and (79) applied to the product channel W⊗l, we may conclude that the rate triple (R1, R2, R3) is achievable
for W if, for all permutations (i, j, k) of (1, 2, 3),

lRi ≤ min
q(xk)

I(Xi;Y |Xj), and (80)

l(Ri +Rj) ≤ min
q(xk)

I(Xi,Xj;Y ). (81)

The achievability of the theorem follows from the following observation (for concreteness we take (i, j, k) = (1, 2, 3)
below):

min
q(x3)

I(X1;Y |X2) = min
q(x3)

l
∑

t=1

I(X1t;Y |X2, X
t−1
1 )

13For clarity, in the rest of this proof we introduce subscripts to denote the p.m.f.s involved in (9) and (10).
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(a)
= min

q(x3)

l
∑

t=1

I(X1t;Y , Xt−1
1 |X2)

≥ min
q(x3)

l
∑

t=1

I(X1t;Yt|X2)

≥
l
∑

t=1

min
q(x3)

I(X1t;Yt|X2)

(b)
=

l
∑

t=1

min
q(x3t)

I(X1t;Yt|X2t)

=
∑

u∈U

nu
∑

t=nu−1+1

min
q(x3t)

I(X1t;Yt|X2t), (82)

where (a) follows from the independence of X11, X12, . . . , X1l,X2, (b) follows from the memorylessness of the product
channel across its components and the independence of X21, X22, . . . , X2l. Notice that in (82), the nu − nu−1 =
lpU (u) terms in the inner sum corresponding to each u ∈ U are identical. For u ∈ U , let (X1,u, X2,u, X3,u, Yu) ∼
pX1|U (·|u)pX2|U (·|u)qX3|U (·|u)W (·|·, ·, ·). Then, rewriting (82),

min
q(x3)

I(X1;Y |X2) ≥
∑

u∈U
(lpU (u)) min

qX3 |U (.|u)
I(X1,u;Yu|X2,u)

= l min
qX3|U

∑

u∈U
pU (u)I(X1,u;Yu|X2,u)

= l min
qX3|U

I(X1;Y |X2U).

Similarly,

min
q(x3)

I(X1X2;Y ) ≥ l min
qX3|U

I(X1X2;Y |U).

Thus, any rate triple satisfying the conditions in (9)-(10) also satisfies (80)-(81) and hence is achievable.

4.2 Randomized coding capacity region

Proof (Achievability of Theorem 3). For each k = 1, 2, 3, let W (k) be the 2-user AV-MAC formed by channel inputs
from node k as the state and the remaining channel inputs as legitimate inputs. Let (R1, R2, R3) be a rate triple
such that, for some p(u)p(x1|u)p(x2|u)p(x3|u), the following conditions hold for all permutations (i, j, k) of (1, 2, 3):

Ri < min
q(xk|u)

I(Xi;Y |UXj), and (83)

Ri +Rj < min
q(xk|u)

I(Xi, Xj;Y |U), (84)

with the mutual information terms evaluated using the joint distribution p(u)p(xi|u)p(xj |u)q(xk|u)W (y|x1, x2, x3).
Note that, by the first part of the direct result of [8, Theorem 1] (see [8, Section III-C]), the rate pair (Ri, Rj) is

achievable for the AV-MAC W (k) (see the footnote on page 16). Let ǫ > 0. For each i ∈ {1, 2, 3}, let M̃i = [1 : 2nRi ]
and Mi = [1 : 2nRi/v] for the largest integer v ≤ 3/ǫ. In the following, we show the existence of a randomized
(2nR1/v, 2nR2/v, 2nR3/v, n) code (F1, F2, F3, φ) with P rand

e no larger than ǫ, for sufficiently large n.
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Mi

mi

M̃i =
[

2nRi
]

X
n
i

Li

m̃i =Li(mi)

Gi

xi = Gi(Li(mi))

Y
n

y

M̃i

Γ
(k)
i

Λi

valid inner messages for Li

Mi

⊥

(a) Encoder Fi : Li ◦Gi (b) Pre-decoder φ
(k)
i : Γ

(k)
i ◦ Λi

Figure 14: The encoders and pre-decoders for Theorem 3.

Code design. We will first describe some randomized maps which will be used in the code design (see Figure 14).
For each i ∈ {1, 2, 3}, let Gi : M̃i → Xn

i be a randomized map such that it maps mi ∈ M̃i to an n-length
i.i.d. sequence Gi(mi) generated according to the distribution pi. The sequences Gi(m) are independent across
i ∈ {1, 2, 3} and m ∈ Mi. The realization of Gi(mi) for all i ∈ {1, 2, 3} and mi ∈ Mi is shared with the decoder.
For any permutation (i, j, k) of (1, 2, 3), consider the AV-MAC W (k) which corresponds to user-k as the adversary.
If we consider M̃i and M̃j as the message sets and Gi and Gj as the corresponding encoders, then this construction
ensures that the randomness of the encodersGi andGj is private from each other and also private from the adversarial
user-k. This joint distribution of Gi and Gj (and the corresponding codewords) is the same as that of the encoders
of AV-MAC W (k) in the direct part of [8, Theorem 1, Section III-C]. For Gi and Gj as encoders, let Γ(k) denote
the decoder corresponding to the decoding sets defined in proof of the direct part of [8, Theorem 1, Section III-C]

for the AV-MAC W (k). Suppose (Γ
(k)
i ,Γ

(k)
j ) := Γ(k) where Γ

(k)
i : Yn → M̃i. For all ǫ > 0, by [8, Theorem 1], there

exists a large enough n such that for all permutations (i, j, k) of (1, 2, 3), the code (Gi, Gj ,Γ
(k)) has error probability

no larger than ǫ/3. We consider that n.
For each i ∈ {1, 2, 3}, the message set Mi is randomly embedded into the set M̃i as follows: We choose an

arbitrary partition of M̃i into |Mi| many disjoint equal-sized subsets (each subset size is v). Let us denote the
partition by Smi

, mi ∈ Mi where ∪mi∈Mi
Smi

= M̃i and Smi
∩ Sm′

i
= ∅ for all mi,m

′
i ∈ Mi where mi 6= m′

i. The

size of each Smi
, mi ∈ Mi is v (≤ 3/ǫ). The maps Li : Mi → M̃i and Λi : M̃i → Mi are the forward and reverse

maps for an injection from Mi to M̃i where, independently for each mi ∈ Mi, Li(mi) is chosen uniformly at random
from Smi

. Both the encoder maps Gi and Li are independent for i = 1, 2, 3 and are made available to the decoder
as the shared secret between user-i and the decoder, unknown to other users.

For each i ∈ {1, 2, 3}, the encoder map Fi : Mi → Xn
i is defined as Fi(mi) = Gi(Li(mi)) for every mi ∈ Mi. For

i ∈ {1, 2, 3} and k ∈ {1, 2, 3} \ {i}, we define pre-decoder14

φ
(k)
i (y) :=

{

Λi(Γ
(k)
i (y)) if Γ

(k)
i (y) ∈ Li(Mi),

⊥ otherwise.

The decoder φ : Yn → M1 × M2 × M3 outputs φ(y) = (m̂1, m̂2, m̂3), where, for each i ∈ {1, 2, 3} and (j, k) a

14In this notation φ
(k)
i

(y), we are suppressing the dependence of the pre-decoder (and later the decoder) on the randomness of the
encoders.
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permutation of {1, 2, 3} \ {i},

m̂i =



























φ
(j)
i (y) if φ

(j)
i (y) = φ

(k)
i (y) 6= ⊥

φ
(j)
i (y) if φ

(j)
i (y) 6= ⊥ and φ

(k)
i (y) = ⊥

φ
(k)
i (y) if φ

(k)
i (y) 6= ⊥ and φ

(j)
i (y) = ⊥

1 otherwise.

Error Analysis. We first show that as long as the rate triple (R1, R2, R3) satisfy the constraints (83) and (84),
i.e., each pair of rates lie in the corresponding AV-MAC randomized coding capacity region, the following hold
simultaneously for every honest user i which sends message mi ∈ Mi and potentially adversarial user k 6= i: (i)

φ
(k)
i (Y ) is mi w.h.p. (with probability at least 1 − ǫ/3) if user-k is indeed adversarial and (ii) φ

(k)
i (Y ) is, w.h.p.

(with probability at least 1− ǫ/3), either ⊥ or mi if user-k is not adversarial. To this end, consider any permutation
(i, j, k) of (1, 2, 3) and assume that the adversarial user (if any) is user-k which sends Xk as its potentially adversarial
input to the channel. Suppose, for (mi,mj) ∈ Mi×Mj, user-i and user-j send Fi(mi) and Fj(mj) respectively. Let
Y denote the channel output.

(i) First, consider the AV-MAC W (k). Recall that Γ
(k)
i (Y ) = Li(mi) with probability at least 1 − ǫ/3. Thus, with

probability at least 1− ǫ/3, φ
(k)
i (Y ) equals mi.

(ii) Next, consider the AV-MACW (j). In this case, Γ
(j)
i (Y ) may not equal Li(mi) asXk may not be a valid codeword.

We would like to compute P

(

φ
(j)
i (Y ) /∈ {mi,⊥}

)

where the probability is over Gi(Li(mi)), Gj(Lj(mj)), Xk

and the channel. Note that Gi and Li are independent of (potentially jointly distributed and adversarially
chosen) Gk, Lk and Xk. Thus,

P

(

φ
(j)
i (Y ) /∈ {mi,⊥}

)

= P

(

Γ
(j)
i (Y ) ∈ Li(Mi \ {mi})

)

=
∑

m̃i∈M̃\Smi

P

(

Γ
(j)
i (Y ) = m̃i, m̃i ∈ Li(Mi \ {mi})

)

=
∑

m̃i∈M̃\Smi

P

(

Γ
(j)
i (Y ) = m̃i

)

P

(

m̃i ∈ Li(Mi \ {mi})
∣

∣Γ
(j)
i (Y ) = m̃i

)

(a)
=

∑

m̃i∈M̃\Smi

P

(

Γ
(j)
i (Y ) = m̃i

)

P (m̃i ∈ Li(Mi \ {mi}))

(b)
=

∑

m̃i∈M̃\Smi

P

(

Γ
(j)
i (Y ) = m̃i

)

· 1
v

≤ 1/v ≤ ǫ/3.

Here, (a) holds as Γ
(j)
i (Y ) |= Li(Mi \ {mi}). This is because Li(mi) |= Li(Mi \ {mi}) and Γ

(j)
i |= Li as Γ

(j)
i is

a function of AV-MAC encoders Gi and Gk which are independent of Li. The equality (b) holds because for
m̃i ∈ M̃ \ Smi

,

P (m̃i ∈ Li(Mi \ {mi}))
=

∑

m′
i∈Mi\{mi}

P (Li(m
′
i) = m̃i)
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=
∑

m′
i∈Mi\{mi}

1{m̃i∈Sm′
i
} ·

1

v

= 1/v.

Thus, with probability 1 − ǫ, for each non-adversarial user i, at least one of the decoders φ
(j)
i or φ

(k)
i outputs

the true message while the other decoder outputs either the true message or ⊥.

Proof (Converse of Theorem 3). We show the converse for the weak adversary. Since, Rrandom ⊆ Rweak
random, a converse

bound on Rweak
random is also a converse bound on Rrandom. Suppose (F1, F2, F3, φ) is a (2nR1 , 2nR2 , 2nR3 , n) randomized

code such that Pweak
e ≤ ǫ for some ǫ > 0. Recall that F1, F2, F3 are independent. Let Mi ∼ Unif(Mi), i = 1, 2, 3 be

independent. Let M̂i = φi(Y , F1, F2, F3), i = 1, 2, 3. Then, ǫ is an upper bound on (5) which is given by

Pweak
e,1 = max

x1

PF2,F3

(

(M̂2, M̂3) 6= (M2,M3)
∣

∣

∣
X1 = x1,X2 = F2(M2),X3 = F3(M3)

)

= max
pX1

PF2,F3

(

(M̂2, M̂3) 6= (M2,M3)
∣

∣

∣X2 = F2(M2),X3 = F3(M3)
)

.

For a vector xj ∈ Xn
j , j = 1, 2, 3, we use xj,i to denote its ith index. That is xj = (xj,1, xj,2, . . . , xj,n). Similarly, a

random vector Xj distributed on Xn
j can be written as Xj = (Xj,1, Xj,2, . . . , Xj,n). For i ∈ [1 : n], let qX1,i be some

distribution on X1. We consider the following pX1 .

pX1(x1) =

n
∏

i=1

qX1,i(x1,i).

By Fano’s inequality, under this pX1 and when Xi = Fi(Mi), i = 2, 3,

H(M2,M3|Y , F2, F3) ≤ 1 + nǫ(R2 +R3).

Ignoring small terms, we have

n(R2 +R3) ≤ H(M2,M3)

≤ H(M2,M3|F2, F3)

(a)≈ I(M2,M3;Y |F2, F3)

=

n
∑

i=1

I(M2,M3;Yi|Y i−1, F2, F3)

≤
n
∑

i=1

I(M2,M3, F2, F3, Y
i−1;Yi)

=

n
∑

i=1

I(M2,M3, F2, F3, Y
i−1, X2,i, X3,i;Yi)

(b)
=

n
∑

i=1

I(X2,i, X3,i;Yi),

where (a) follows from Fano’s inequality (ignoring an O(nǫ) term), (b) follows from the memorylessness of the channel
and the independence of X1,i over i = 1, . . . , n for the particular pX1 under consideration.
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Let U ∼ Unif{1, 2, . . . , n} independent of (M1,M2,M3, F1, F2, F3,Y ). We have (where we ignore an additive O(ǫ)
term)

R2 +R3 ≤ I(X2,U , X3,U ;YU |U).

Since, the above bound holds for all pX1(x1) =
∏n

i=1 qXi,i
(x1,i), and noticing that conditioned on X1,U , X2,U , X3,U

the channel law WY |X1X2X3
gives the conditional probability of YU , we may write

R2 +R3 ≤ min
q(x1|u)

I(X2, X3;Y |U) (85)

for some q(x1|u). We note that the distribution of U,X1, X2, X3, Y is p(u)q(x1|u)p(x2|u)p(x3|u)WY |X1X2X3
(y|x1, x2, x3)

where p(x2|u) is determined by the distribution of F2 and p(x3|u) is determined by the distribution of F3.
Proceeding similarly, for pX1(x1) =

∏n
i=1 qX1,i(x1,i),

nR2 ≤ H(M2)

≤ H(M2|M3, F2, F3)

≈ I(M2;Y |M3, F2, F3)

=

n
∑

i=1

I(M2;Yi|Y i−1,M3, F2, F3)

=

n
∑

i=1

I(M2, X2,i;Yi|X3,i, Y
i−1,M3, F2, F3)

≤
n
∑

i=1

I(X2,i, Y
i−1,M2,M3, F2, F3;Yi|X3,i)

=

n
∑

i=1

I(X2,i;Yi|X3,i).

Hence, we have

R2 ≤ min
q(x1|u)

I(X2;Y |X3, U), (86)

where the joint distribution of the random variables is p(u)q(x1|u)p(x2|u)p(x3|u)WY |X1X2X3
(y|x1, x2, x3). We note

that p(u)p(x2|u)p(x3|u) are the same as in (85). Similarly,

R3 ≤ min
q(x1|u)

I(X3;Y |X2, U). (87)

Similarly, considering Pweak
e,2 with pX2(x

n
2 ) =

∏n
i=1 qX2,i(x2,i) (and Xi = Fi(Wi), i = 1, 3), we get

R3 ≤ min
q(x2|u)

I(X3;Y |X1, U), (88)

R1 ≤ min
q(x2|u)

I(X1;Y |X3, U), (89)

R3 +R1 ≤ min
q(x2|u)

I(X3, X1;Y |U), (90)

where the joint distribution of the random variables is p(u)p(x1|u)q(x2|u)p(x3|u)WY |X1X2X3
(y|x1, x2, x3) for some

qx2|u. We note that p(u) and p(x3|u) here are the same as in (85)-(87). Considering Pweak
e,3 with pX3(x

n
3 ) =

∏n
i=1 qX3,i(x3,i) (and Xi = Fi(Wi), i = 1, 2), we similarly arrive at

R1 ≤ min
q(x3|u)

I(X1;Y |X2, U), (91)
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R2 ≤ min
q(x3|u)

I(X2;Y |X1, U), (92)

R1 +R2 ≤ min
q(x3|u)

I(X1, X2;Y |U), (93)

where the joint distribution of the random variables is p(u)p(x1|u)p(x2|u)q(x3|u)WY |X1X2X3
(y|x1, x2, x3). The p(u),

p(x1|u), and p(x2|u) are the same as in (85)-(93). This completes the proof of converse.

5 The k-user byzantine-MAC

In this section, we generalize our model to a k-user byzantine-MAC for any positive integer k. We allow for a set of
users to be controlled by an adversary simultaneously.

We study the problem under both randomized and deterministic codes. The techniques for the 3-user byzantine-MAC
are extended to show the characterization of the randomized capacity region. For the deterministic part, we take the
first approach (Section 1.4.2) as mentioned in the introduction. We first show that for any randomized code with
vanishing probability of error, there exists another randomized code, also with a vanishing probability of error, which
requires only n2-valued randomness at each encoder for a code of blocklength n. This argument is along the lines of
the extension of the elimination technique [13] provided in [8]. Next, we generalize the symmetrizability conditions
to show that the deterministic coding capacity region has non-empty interior if and only if the byzantine-MAC is not
symmetrizable. This allows us to use a small rate positive code to share the random bits with the decoder whenever
the channel is not symmetrizable and then use the randomized scheme to achieve the entire randomized capacity
region under deterministic codes (also see Remark 2).

We give the system model in Section 5.1 and discuss the randomized and deterministic coding capacity regions
in Sections 5.2 and 5.3 respectively. We only give proof sketches in these sections and defer the complete proofs to
the appendices.

5.1 System model

Amemoryless k-user byzantine-MAC (W,A) consists of a k-user memoryless MACW with input alphabets X1,X2, . . . ,Xk,
and output alphabet Y along with an adversary who can control a set of users simultaneously. The set of users the
adversary controls may be any one of the sets in A ⊆ 2[1:k], where 2[1:k] denotes the power set of [1 : k]. The
other users and the decoder are unaware of the identity of the set Q of users, Q ∈ A, that the adversary controls.
In the sequel, we refer to the users in this set Q ∈ A which the adversary controls as the malicious users and
the other users as honest. If ∅ ∈ A, then it corresponds to the case when all users are honest. For the 3-user
byzantine-MAC (Section 3) which considers the case when at most one user is malicious, the adversary structure
is given by A = {∅, {1}, {2}, {3}}. Along the lines of Definition 3 for the three user byzantine-MAC, we define
randomized codes for k-user byzantine-MAC (W,A) below.

Definition 7 (Randomized code). An (N1, N2, . . . , Nk, n) randomized code for the byzantine-MAC (W,A) consists
of the following:

(i) k message sets, Mi = {1, . . . , N i}, i = 1, 2, . . . , k,

(ii) k independent randomized encoders, Fi : Mi → Xn
i , where Fi ∼ PFi

takes values in Fi ⊆ {g : Mi → Xn
i }, i =

1, 2, . . . , k and

(iii) a decoder, φ : Yn ×F1 ×F2 × . . .×Fk → M1 ×M2 × . . .×Mk where
φ(y, F1, F2, . . . , Fk) = (φ1(y, F1, F2, . . . , Fk), φ2(y, F1, F2, . . . , Fk), . . . , φk(y, F1, F2, . . . , Fk)) for some determin-
istic functions φi : Yn ×F1 ×F2 × . . .×Fk → M1 ×M2 × . . .×Mk, i = 1, 2, . . . , k.

Next, we define the probability of error, achievable rate region and the capacity region. As mentioned in Sec-
tion 3.1, the decoder is a function which maps the channel output as well as the random encoding maps to decoded
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messages. Hence, the adversary can mount an attack by selecting the random encoding maps of the users it controls.
Note that while doing this, the adversary does not have access to the random encoding maps of the other (honest)
users. Similar to the 3-user case, the adversary selects the encoding maps and chooses the inputs of all malicious
users jointly. Note that while doing this, the adversary is unaware of the realizations of the other users’ encoding
maps. If the adversary controls the users in Q ∈ A, then it may choose the encoding maps fQ (i.e., (fi)i∈Q) in
addition to the input vectors xQ.

Let P rand
e,Q denote the average probability of error when the adversary controls the set Q of users.

P rand
e,Q = max

xQ,fQ∈FQ

1

(
∏

i∈Qc Ni)

∑

mQc∈MQc

P ({φ(Y , fQ, FQc)Qc 6= mQc} |XQc = FQc(mQc),XQ = xQ) , (94)

where φ(y, fQ, fQc)Qc denotes m̂Qc for m̂[1:k] ∈ M[1:k] such that φ(y, fQ, fQc) = m̂[1:k]. The probability is over
independent Fi ∼ PFi

, i ∈ Qc and the channel.
The average probability of error P rand

e is given by

P rand
e = max

Q∈A
P rand
e,Q .

Note that though the users controlled by the adversary do not use fQ for encoding, the decoder uses it and hence its
choice gives the adversary additional power. We also emphasize that the decoder is unaware of the identity of the
set Q ∈ A of users controlled by the adversary (i.e., in (94), the decoding map φ may not depend of Q.).

We say a rate tuple (R1, R2, . . . , Rk) is achievable, if there is a sequence of (⌊2nR1⌋, ⌊2nR2⌋, . . . , ⌊2nRk⌋, n) codes
(F

(n)
1 , F

(n)
2 , . . . , F

(n)
k , φ(n))∞n=1 such that limn→∞ P rand

e (P
F

(n)
1

, P
F

(n)
2

, . . . , P
F

(n)
k

, φ(n)) → 0. The randomized coding

capacity region Rrandom is the closure of the set of all achievable rate triples.
We also study the weak adversary model for the converse where the adversary does not have any knowledge of

the any of the random encoding maps while choosing the inputs of the malicious users. Probability of error and
capacity region for randomized codes with weak adversary can be defined by replacing P rand

e,Q with Pweak
e,Q for Q ∈ A

in the above definition, where

Pweak
e,Q = max

xQ

1

(
∏

i∈Qc Ni)

∑

mQc∈MQc

P ({φ(Y , FQ, FQc)Qc 6= mQc} |XQc = FQc(mQc),XQ = xQ) , (95)

The probability is over independent Fi ∼ PFi
, i ∈ [1 : k] and the channel.

We denote the randomized coding capacity region for the weak adversary by Rweak
random. As was the case in 3-user

byzantine-MAC, Rrandom ⊆ Rweak
random. We define determinsitic codes for k-user byzantine-MAC (W,A) along the

lines of Definition 1.

Definition 8 (Deterministic code). An (N1, N2, . . . , Nk, n) deterministic code for the byzantine-MAC (W,A) con-
sists of:

(i) k message sets, Mi = {1, . . . , N i}, i ∈ {1, 2, . . . , k},

(ii) k encoders, fi : Mi → Xn
i , i ∈ {1, 2, . . . , k}, and

(iii) a decoder, φ : Yn → M1 ×M2 × . . .×Mk.

Let Pe,Q denote the average probability of error when the adversary controls the set Q ∈ A of users.

Pe,Q = max
xQ

1

(
∏

i∈Qc Ni)

∑

mQc∈MQc

P ({φ(Y )Qc 6= mQc} |XQc = fQc(mQc),XQ = xQ) . (96)

The average probability of error Pe is given by

Pe = max
Q∈A

Pe,Q.
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Similar to the randomized coding case, the decoder is unaware of which set of users from A are controlled by the
adversary.

We say a rate tuple (R1, R2, . . . , Rk) is achievable if there is a sequence of (⌊2nR1⌋, ⌊2nR2⌋, . . . , ⌊2nRk⌋, n) codes
(f

(n)
1 , f

(n)
2 , . . . , f

(n)
k , φ(n))∞n=1 such that limn→∞ Pe(f

(n)
1 , f

(n)
2 , . . . , f

(n)
k , φ(n)) → 0. The deterministic coding capacity

region Rdeterministic is the set of all achievable rate tuples.
Recall that for the three user byzantine-MAC (Section 3, where the adversary structure is A = {∅, {1}, {2}, {3}},

we could show that Pe,0 ≤ Pe,1 + Pe,2 + Pe,3 (see (3)). Generalizing this to the k-user byzantine-MAC (W,A), we
can show the following lemma whose proof is in Appendix C.

Lemma 6. For any Q1, . . . ,Qt ∈ A, t ∈ N and Q ⊆ [1 : k] such that Q = ∩t
i=1Qi, Pe,Q ≤∑t

i=1 Pe,Qi
.

This lemma implies that even if a set Q = ∩t
i=1Qi as in Lemma 6 is removed from A, the capacity region of a

byzantine-MAC remains unchanged.

5.2 Randomized coding capacity region

Let R be the closure of the set of all rate tuples (R1, R2, . . . , Rk) such that for some p(u)p(x1|u)p(x2|u) . . . p(xk|u),
the following conditions hold for all Q ∈ A and J ⊆ Qc,

∑

j∈J
Rj ≤ min

q(xQ|u)
I
(

XJ ;Y |X(Q∪J )c , U
)

(97)

where the mutual information above is evaluated using the joint distribution p(u)q(xQ|u)
∏

j∈Qc p(xj |u)W (y|xQ,xQc).

Here, an upper bound of 2k on |U| can be shown using the convex cover method [29, Appendix C].

Remark 3. As discussed after Lemma 6, the capacity region of a byzantine-MAC remains unchanged even if a set
Q = ∩t

i=1Qi is removed from A. It is easy to verify that the rate region R shares this property. For instance, for the
three user case, let A = {∅, {1}, {2}, {3}}. Consider the constraint corresponding to Q = ∅ and J = {1, 2, 3} in (97)

R1 +R2 +R3 ≤ I(X1X2X3;Y |U).

This is implied by the following constraints which correspond to Q = {3}, J = {1, 2} and Q = {1}, J = {3}
respectively

R1 +R2 ≤ min
q(x3|u)

I(X1X2;Y |U) ≤ I(X1X2;Y |U)
∣

∣

∣

p(x3|u)
, and

R3 ≤ min
q(x1|u)

I(X3;Y |X2U) ≤ I(X3;Y |X2U)
∣

∣

∣

p(x1|u)
.

Now, the implication follows from

I(X1X2X3;Y |U) = I(X1X2;Y |U) + I(X3;Y |X1X2U)

(a)
= I(X1X2;Y |U) + I(X3;Y X1|X2U)

≥ I(X1X2;Y |U) + I(X3;Y |X2U),

where (a) follows from the conditional independence of X1, X2, X3 given U . Hence, the sum rate constraint (corre-
sponding to ∅) is redundant in the three user case.

Theorem 7. For a k-user byzantine-MAC,

Rrandom = Rweak
random = R.

Similar to the three user case (Section 3.2.2), we prove Theorem 7 by showing an achievability in the standard
model and a converse for the weak adversary. The converse can be proved by a simple extension of the proof of
the converse of Theorem 3 (three-user randomized coding capacity region) and is skipped. The achievability uses
arguments similar to the proof of achievability of Theorem 3. It is shown in Appendix D.
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5.3 Deterministic coding capacity region

Similar to the 3-user case (Section 3.2.1), we first give a general symmetrizability condition which characterizes the
class of channels under which all users cannot communicate reliably in a byzantine-MAC (W,A) using deterministic
codes. For the 3-user byzantine-MAC case, this condition (given below) specializes to the three conditions (6)-(8).

Definition 9 (Symmetrizability and symmetrizable byzantine-MAC). For a non-empty set T ⊆ [1 : k], we say
that a byzantine-MAC (W,A) is T -symmetrizable if there exist sets Q,Q′ ∈ A, not necessarily distinct, satisfying
Q∩ T = Q′ ∩ T = ∅, and a pair of conditional distributions PXQ|XT ∪(Q\Q′)

and P ′
XQ′ |XT ∪(Q′\Q)

such that

∑

x′
Q∈XQ

PXQ|XT ∪(Q\Q′)
(x′

Q|xT , xQ\Q′)W (y|x′
Q, x̃T , xQ′\Q, x(T ∪Q∪Q′)c)

=
∑

x̃Q′∈XQ′

P ′
XQ′ |XT ∪(Q′\Q)

(x̃Q′ |x̃T , xQ′\Q)W (y|x̃Q′ , xT , xQ\Q′ , x(T ∪Q∪Q′)c) (98)

for all xT , x̃T ∈ XT , xQ\Q′ ∈ XQ\Q′ , xQ′\Q ∈ XQ′\Q, x(T ∪Q∪Q′)c ∈ X(T ∪Q∪Q′)c and y ∈ Y. We say that a
byzantine-MAC (W,A) is symmetrizable if it is T -symmetrizable for any T 6= ∅.

W Y

PXQ|XT ∪(Q\Q′)

xQ′\Q

x(T ∪Q∪Q′)c

x̃T

xQ\Q′

xT

W

PXQ′ |XT ∪(Q′\Q)

x(T ∪Q∪Q′)c

xT

xQ\Q′

xQ′\Q

x̃T

Figure 15: For each (x̃T , xT , xQ\Q′ , xQ′\Q, xT ∪Q∪Q′c), the conditional output distributions in the two cases above are the same. Thus,
the receiver is unable to tell whether the users in set T are sending x̃T or xT .

Fig. 15 illustrates the symmetrizability condition in (98). The set T of users are being symmetrized by the users in
setsQ,Q′ ∈ A. The users not in T ∪ Q ∪Q′ are not symmetrized. Definition 9 extends the notion of symmetrizability
for the three users case (Definition 5) to the k-user byzantine-MAC with adversary structure A. It generalizes the
three conditions (6)-(8) to a single condition given by (98). In particular, T = {j, k} and Q = Q′ = {i} recovers (6),
T = {k} and Q = Q′ = {i} recovers (7), and T = {k}, Q = {i} and Q′ = {j} recovers (8). Now, we are ready to
state our main result.

Theorem 8. For a k user byzantine-MAC (W,A), the interior of the deterministic coding capacity region, int(Rdeterministic)
is empty if and only if it is symmetrizable. Furthermore, when (W,A) is not symmetrizable, Rdeterministic = Rrandom.

Proof sketch. For the converse, similar to the 3-user case, we show in Appendix H that if the channel is symmetrizable
then int(Rdeterministic) = ∅. When the channel is not symmetrizable, the outer bound on the rate region follows from
Theorem 7. To show the achievability direction of the theorem, i.e., Rdeterministic ⊇ Rrandom if (W,A) is not
symmetrizable, we take the first approach discussed in the introduction (Section 1.4.2). We first show the following
lemma (proved in Appendix G) which states that all users can communicate at positive rates if a byzantine-MAC is
not symmetrizable.

Lemma 9. If a k-user byzantine-MAC (W,A) is not symmetrizable, then there exists (R1, R2, . . . , Rk) ∈ Rdeterministic

where Ri > 0 for all i ∈ [1 : k].
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Next, we show that for every randomized code achieving a small probability of error, there exists another random-
ized code which also achieves a small probability of error, but requires only n2-valued randomness at each encoder for
a code of blocklength n. This randomness reduction argument is along the lines of the extension of the elimination
technique [13] given in Jahn [8, Theorem 1]. The formal statement and its proof is given in Appendix E.

The achievability of Theorem 8 is done in two phases. In the first phase, each user communicates a small number
of their uniformly distributed message bits using the positive rate deterministic codes given by Lemma 9. These
will serve as the shared random bits between the user and the receiver in the second phase. The first phase is short
compared to the second phase and only needs to communicate logn2 bits for a second phase of blocklength n. In
the second phase, this small amount of randomness will be used by the new code obtained from the randomness
reduction argument to communicate the remaining message bits. Note that the first phase allows the adversary to
maliciously choose inputs of the users they control and thus the shared randomness between the malicious users and
the decoder. This is why in our model, we allow the adversary to select the encoding maps for all users in Q.

The above argument is formalized in Lemma 10 below and is proved in Appendix F. Its proof is along the lines
of the proof of [28, Theorem 12.11].

Lemma 10. For a byzantine-MAC, if there exists (R1, R2, . . . , Rk) ∈ Rdeterministic where Ri > 0 for all i ∈ [1 : k],
then Rdeterministic ⊇ Rrandom.

Similar to the 3-user case, the proof of Lemma 9 (formally given in Appendix G) employs a codebook generated
using a random coding argument (see Lemma 15 in Appendix G) and is along the lines of [10, Lemma 2] and [22,
Lemma 3]. The decoder is a generalization of 3-user decoder given in Definition 6 and is defined below.

Definition 10 (Decoder). For η > 0, and encoding maps, fi : Mi → Xn
i for i ∈ [1 : k], the decoding set

Dm1,m2,...,mk
⊆ Yn of the message tuple (m1,m2, . . . ,mk) ∈ M1 ×M2 × . . .×Mk is defined as the intersection of

the sets D(i)
mi , i ∈ [1 : k], i.e., Dm1,m2,...,mk

def
= ∩k

i=1D
(i)
mi , where the sets D(i)

mi , i ∈ [1 : k] are defined as follows:

A sequence y ∈ D(i)
mi , i ∈ [1 : k], if there exists Q ∈ A, i /∈ Q, xQ ∈ Xn

Q, m̃Qc ∈ MQc where m̃i = mi and random
variables XQc , XQ and Y with (fQc(m̃Qc),xQ,y) ∈ T n

XQcXQY , satisfying the following:

1. D(PXQcXQY ||(
∏

i∈Qc PXi
)PXQW ) < η.

2. Suppose there exist Q′ ∈ A, not necessarily distinct from Q, a non-empty set T ⊆ (Q ∪ Q′)c with i ∈ T ,
x′
Q′ ∈ Xn

Q′ , m′
Q\Q′ ∈ MQ\Q′ , m′T ∈ MT such that m′

t 6= m̃t for all t ∈ T such that for the joint distribu-

tion PXQcXQX′
T X′

Q\Q′X
′
Q′Y defined by (fQc(m̃Qc),xQ, fT (m′

T ), fQ\Q′ (m′
Q\Q′),x′

Q′ ,y) ∈ T n
XQcXQX′

T X′
Q\Q′X

′
Q′Y

,

D(PX′
T X′

Q\Q′XQc\(T ∪Q′)X
′
Q′Y ||(

∏

t∈T
PX′

t
)(

∏

j∈Q\Q′

PX′
j
)(

∏

l∈Qc\(T ∪Q′)

PXl
)PX′

Q′
W ) < η. (99)

Then,

I(XQcY ;X ′
T X

′
Q\Q′ |XQ) < η. (100)

In the definition of D(i)
mi above, condition 1 checks for typicality with respect to channel inputs (fj(m̃j), j ∈

Qc) and xQ. Under condition (99), where an alternative input to the channel (ft(m
′
t), t ∈ T ), (fj(m

′
j), j ∈ Q \

Q′), (fl(ml), l ∈ Qc \ (T ∪ Q′)) and x′
Q′ looks typical, condition (100) implies that the input (fj(m̃j), j ∈ Qc) and

xQ is a more plausible explanation for the channel output than the alternative input (see Fig. 15).
As mentioned earlier, Definition 10 is a generalization of 3-user decoder in Definition 6. In particular, check (a)

can be obtained by setting Q = Q′ = {3} and T = {1, 2}, (b) by setting Q = Q′ = {3} and T = {1} and (c) by
setting Q = {3}, Q′ = {2} and T = {1}.

Similar to Lemma 2, we can show that for small enough η > 0, Dm1,m2,...,mk
∩ Dm̃1,m̃2,...,m̃k

= ∅ for every
(m1,m2, . . . ,mk) 6= (m̃1, m̃2, . . . , m̃k). See Lemma 17 in Appendix G for the formal statement and proof.
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A Proof of Lemma 2

Proof. Suppose y ∈ Yn is such that y ∈ D(1)
m1∩D(1)

m̃1
for m1, m̃1 ∈ M1 where m̃1 6= m1. Then there exist permutations

(i, j) and (̃i, j̃) of (2, 3) such that one of the following cases holds.
Case 1: (̃i, j̃) = (i, j)
There exist mj , m̃j ∈ Mj , sequences xi, x̃i ∈ Xn

i , and random variables X1, X̃1, Xj, X̃j , Xi, X̃i with (f1(m1), f1(m̃1),
fj(mj), fj(m̃j),xi, x̃i) ∈ T n

X1X̃1XjX̃jXiX̃i
such that D(PX1XjXiY ||PX1 ×PXj

×PXi
×W ), D(PX̃1X̃jX̃iY

||PX̃1
×PX̃j

×
PX̃i

×W ) < η and

Case 1(a) if m̃j 6= mj , then I(X1XjY ; X̃1X̃j|Xi), I(X̃1X̃jY ;X1Xj|X̃i) < η.

Case 1(b) if m̃j = mj , then X̃j = Xj and I(X1XjY ; X̃1|Xi), I(X̃1XjY ;X1|X̃i) < η.

Case 2: (̃i, j̃) = (j, i)
There exist mj ∈ Mj , m̃i ∈ Mi, sequences x̃j ∈ Xn

j , xi ∈ Xn
i and random variables X1, X̃1, Xj , X̃j , Xi, X̃i

with (f1(m1), f1(m̃1), fj(mj), x̃j , xi, fi(m̃i)) ∈ T n
X1X̃1XjX̃jXiX̃i

such that D(PX1XjXiY ||PX1 × PXj
× PXi

× W ),
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D(PX̃1X̃jX̃iY
||PX̃1

× PX̃j
× PX̃i

×W ) < η and I(X1XjY ; X̃1X̃i|Xi), I(X̃1X̃iY ;X1Xj |X̃j) < η.

We first analyze Case 1(a). Let WY |X1XjXi
be denoted by W .

D(PX1XjXiY ||PX1 × PXj
× PXi

×W ) +D(PX̃1,X̃j
||PX̃1

× PX̃j
) + I(X1XjY ; X̃1X̃j |Xi)

(a)
=

∑

x1,xj,xi,y

PX1XjXiY (x1, xj , xi, y) log
PX1XjXiY (x1, xj , xi, y)

PX1(x1)PXj
(xj)PXi

(xi)W (y|x1, xj , xi)
+
∑

x̃1,x̃j

PX̃1X̃j
(x̃1, x̃j) log

PX̃1X̃j
(x̃1, x̃j)

PX̃1
(x̃1)PX̃j

(x̃j)

+
∑

x1,x̃1,xj ,x̃j,xi,y

PX1X̃1XjX̃jXiY
(x1, x̃1, xj , x̃j , xi, y) log

PX1X̃1XjX̃jY |Xi
(x1, x̃1, xj , x̃j , y|xi)

PX1XjY |Xi
(x1, xj , y|xi)PX̃1X̃j |Xi

(x̃1, x̃j |xi)

=
∑

x1,x̃1,xj,x̃j,xi,y

PX1X̃1XjX̃jXiY
(x1, x̃1, xj , x̃j , xi, y) log

PX1X̃1XjX̃jXiY
(x1, x̃1, xj , x̃j , xi, y)

PX1 (x1)PX̃1
(x̃1)PXj

(xj)PX̃j
(x̃j)PXi|X̃1X̃j

(xi|x̃1, x̃j)W (y|x1, xj , xi)

= D(PX1X̃1XjX̃jXiY
||PX1PX̃1

PXj
PX̃j

PXi|X̃1X̃j
W )

(b)

≥ D(PX1X̃1XjX̃jY
||PX1PX̃1

PXj
PX̃j

Ṽ1) where Ṽ1(y|x1, x̃1, xj , x̃j) =
∑

xi

PXi|X̃1X̃j
(xi|x̃1, x̃j)W (y|x1, xj , xi),

where (b) follows from the log sum inequality. From the given conditions, we know that the term on the LHS of (a)
is no greater than 3η. Thus, D(PX1X̃1XjX̃jY

||PX1PX̃1
PXj

PX̃j
Ṽ1) ≤ 3η. Using Pinsker’s inequality, it follows that

∑

x1,x̃1,xj ,x̃j,y

∣

∣

∣PX1X̃1XjX̃jY
(x1, x̃1, xj , x̃j , y)− PX1(x1)PX̃1

(x̃1)PXj
(xj)PX̃j

(x̃j)Ṽ1(y|x1, x̃1, xj , x̃j)
∣

∣

∣ ≤ c
√

3η, (101)

where c is some positive constant. Following a similar line of argument, we can show that

3η ≥ D(PX̃1X̃jX̃iY
||PX̃1

× PX̃j
× PX̃i

×W ) +D(PX1Xj
||PX1 × PXj

) + I(X̃1X̃jY ;X1Xj|X̃i)

≥ D(PX1X̃1XjX̃jY
||PX1PX̃1

PXj
PX̃j

V1) where V1(y|x1, x̃1, xj , x̃j) =
∑

x̃i

PX̃i|X1Xj
(x̃i|x1, xj)W (y|x̃1, x̃j , x̃i)

Using Pinsker’s inequality, it follows that

∑

x1,x̃1,xj ,x̃j,y

∣

∣

∣PX1X̃1XjX̃jY
(x1, x̃1, xj , x̃j , y)− PX1(x1)PX̃1

(x̃1)PXj
(xj)PX̃j

(x̃j)V1(y|x1, x̃1, xj , x̃j)
∣

∣

∣ ≤ c
√

3η. (102)

From (101) and (102),

∑

x1,x̃1,xj,x̃j ,y

PX1(x1)PX̃1
(x̃1)PXj

(xj)PX̃j
(x̃j)

∣

∣

∣Ṽ1(y|x1, x̃1, xj , x̃j)− V1(y|x1, x̃1, xj , x̃j)
∣

∣

∣ ≤ 2c
√

3η.

This implies that

max
x1,x̃1,xj,x̃j,y

∣

∣

∣Ṽ1(y|x1, x̃1, xj , x̃j)− V1(y|x1, x̃1, xj , x̃j)
∣

∣

∣ ≤ 2c
√
3η

α4
. (103)

Similar to [10, (A.15) on page 748], since WY |X1X2X3
is not X1 ×Xj-symmetrizable by Xi (i.e., (6) does not hold for

(i, j, k) = (i, j, 1)), we can show that for any pair of channels PX̃i|X1Xj
and PXi|X̃1X̃j

, there exists ζ1 > 0 such that

max
x1,x̃1,xj,x̃j ,y

∣

∣

∣Ṽ1(y|x1, x̃1, xj , x̃j)− V1(y|x1, x̃1, xj , x̃j)
∣

∣

∣ ≥ ζ1.
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This contradicts (103) if η <
ζ2
1α

8

12c2 .

We now analyze Case 1(b).

D(PX1XjXiY ||PX1 × PXj
× PXi

×W ) + I(X1XjY ; X̃1|Xi)
(a)
=

∑

x1,xj,xi,y

PX1XjXiY (x1, xj , xi, y) log
PX1XjXiY (x1, xj , xi, y)

PX1(x1)PXj
(xj)PXi

(xi)W (y|x1, xj , xi)

+
∑

x1,x̃1,xj,xi,y

PX1X̃1XjXiY
(x1, x̃1, xj , xi, y) log

PX1X̃1XjY |Xi
(x1, x̃1, xj , y|xi)

PX1XjY |Xi
(x1, xj , y|xi)PX̃1|Xi

(x̃1|xi)

=
∑

x1,x̃1,xj ,xi,y

PX1X̃1XjXiY
(x1, x̃1, xj , xi, y) log

PX1X̃1XjXiY
(x1, x̃1, xj , xi, y)

PX1(x1)PX̃1
(x̃1)PXj

(xj)PXi|X̃1
(xi|x̃1)W (y|x1, xj , xi)

= D(PX1X̃1XjXiY
||PX1PX̃1

PXj
PXi|X̃1

W )

(b)

≥ D(PX1X̃1XjY
||PX1PX̃1

PXj
Ṽ2) where Ṽ2(y|x1, x̃1, xj) =

∑

xi

PXi|X̃1
(xi|x̃1)W (y|x1, xj , xi),

where (b) follows from the log sum inequality. From the given conditions, we know that the term on the LHS of (a)
is no greater than 2η. Thus, D(PX1X̃1XjY

||PX1PX̃1
PXj

Ṽ2) ≤ 2η. Using Pinsker’s inequality, it follows that

∑

x1,x̃1,xj ,y

∣

∣

∣PX1X̃1XjY
(x1, x̃1, xj , y)− PX1(x1)PX̃1

(x̃1)PXj
(xj)Ṽ2(y|x1, x̃1, xj)

∣

∣

∣ ≤ c
√

2η, (104)

where c is some positive constant. Following a similar line of argument, we can show that

2η ≥ D(PX̃1XjX̃iY
||PX̃1

× PXj
× PX̃i

×W ) + I(X̃1XjY ;X1|X̃i)

≥ D(PX1X̃1XjY
||PX1PX̃1

PXj
V2) where V2(y|x1, x̃1, xj) =

∑

x̃i

PX̃i|X1
(x̃i|x1)W (y|x̃1, xj , x̃i).

Using Pinsker’s inequality, it follows that

∑

x1,x̃1,xj ,y

∣

∣

∣PX1X̃1XjY
(x1, x̃1, xj , y)− PX1(x1)PX̃1

(x̃1)PXj
(xj)V2(y|x1, x̃1, xj)

∣

∣

∣ ≤ c
√

3η. (105)

From (104) and (105),

∑

x1,x̃1,xj,y

PX1 (x1)PX̃1
(x̃1)PXj

(xj)
∣

∣

∣Ṽ2(y|x1, x̃1, xj)− V2(y|x1, x̃1, xj)
∣

∣

∣ ≤ 2c
√

3η.

This implies that

max
x1,x̃1,xj,y

∣

∣

∣Ṽ2(y|x1, x̃1, xj)− V2(y|x1, x̃1, xj)
∣

∣

∣ ≤ 2c
√
2η

α4
. (106)

Similar to [10, (A.5) on page 747], since WY |X1X2X3
is not X1|Xj-symmetrizable by Xi (i.e., (7) does not hold for

(i, j, k) = (i, j, 1)), we can show that for any pair for channels PX̃i|X1
and PXi|X̃1

, there exists ζ2 > 0 such that

max
x1,x̃1,xj ,y

∣

∣

∣
Ṽ2(y|x1, x̃1, xj)− V2(y|x1, x̃1, xj)

∣

∣

∣
≥ ζ2.

This contradicts (106) if η <
ζ2
2α

8

8c2 .
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We now analyse Case 2.

D(PX1XjXiY ||PX1 × PXj
× PXi

×W ) +D(PX̃1,X̃i
||PX̃1

× PX̃i
) + I(X1XjY ; X̃1X̃i|Xi)

(a)
=

∑

x1,xj,xi,y

PX1XjXiY (x1, xj , xi, y) log
PX1XjXiY (x1, xj , xi, y)

PX1(x1)PXj
(xj)PXi

(xi)W (y|x1, xj , xi)
+
∑

x̃1,x̃i

PX̃1X̃i
(x̃1, x̃i) log

PX̃1X̃i
(x̃1, x̃i)

PX̃1
(x̃1)PX̃i

(x̃i)

+
∑

x1,x̃1,xj ,xi,x̃i,y

PX1X̃1XjXiX̃iY
(x1, x̃1, xj , xi, x̃i, y) log

PX1X̃1XjX̃iY |Xi
(x1, x̃1, xj , x̃i, y|xi)

PX̃1X̃i|Xi
(x̃1, x̃i|xi)PX1XjY |Xi

(x1, xj , y|xi)

=
∑

x1,x̃1,xj,xi,x̃i,y

PX1X̃1XjXiX̃iY
(x1, x̃1, xj , xi, x̃i, y) log

PX1X̃1XjXiX̃iY
(x1, x̃1, xj , xi, x̃i, y)

PX1(x1)PX̃1
(x̃1)PXj

(xj)PX̃i
(x̃i)PXi|X̃1X̃i

(xi|x̃1, x̃i)W (y|x1, xj , xi)

= D(PX1X̃1XjXiX̃iY
||PX1PX̃1

PXj
PX̃i

PXi|X̃1X̃i
W )

(b)

≥ D(PX1X̃1XjX̃iY
||PX1PX̃1

PXj
PX̃i

Ṽ3) where Ṽ3(y|x1, x̃1, xj , x̃i) =
∑

xi

PXi|X̃1X̃i
(xi|x̃1, x̃i)W (y|x1, xj , xi),

where (b) follows from the log sum inequality. From the given conditions, we know that the term on the LHS of (a)
is no greater than 3η. Thus, D(PX1X̃1XjX̃iY

||PX1PX̃1
PXj

PX̃i
Ṽ3) ≤ 3η. Using Pinsker’s inequality, it follows that

∑

x1,x̃1,xj,x̃i,y

∣

∣

∣PX1X̃1XjX̃iY
(x1, x̃1, xj , x̃i, y)− PX1(x1)PX̃1

(x̃1)PXj
(xj)PX̃i

(x̃i)Ṽ3(y|x1, x̃1, xj , x̃i)
∣

∣

∣ ≤ c
√

3η (107)

for some constant c > 0. Following a similar line of argument,

D(PX̃1X̃jX̃iY
||PX̃1

× PX̃j
× PX̃i

×W ) +D(PX1Xj
||PX1 × PXj

) + I(X̃1X̃iY ;X1Xj |X̃j)
(a)
=

∑

x̃1,x̃j,x̃i,y

PX̃1X̃jX̃iY
(x̃1, x̃j , x̃i, y) log

PX̃1X̃jX̃iY
(x̃1, x̃j , x̃i, y)

PX̃1
(x̃1)PX̃j

(x̃j)PX̃i
(x̃i)W (y|x̃1, x̃j , x̃i)

+
∑

x1,xj

PX1Xj
(x1, xj) log

PX1Xj
(x1, xj)

PX1(x1)PXj
(xj)

+
∑

x1,x̃1,xj ,x̃j,x̃i,y

PX1X̃1XjX̃jX̃iY
(x1, x̃1, xj , x̃j , x̃i, y) log

PX1X̃1XjX̃iY |X̃j
(x1, x̃1, xj , x̃i, y|x̃j)

PX̃1X̃iY |X̃j
(x̃1, x̃i, y|x̃j)PX1Xj |X̃j

(x1, xj |x̃j)

=
∑

x1,x̃1,xj,x̃j,x̃i,y

PX1X̃1XjX̃jX̃iY
(x1, x̃1, xj , x̃j , x̃i, y) log

PX1X̃1XjX̃jX̃iY
(x1, x̃1, xj , x̃j , x̃i, y)

PX1 (x1)PX̃1
(x̃1)PXj

(xj)PX̃i
(x̃i)PX̃j |X1Xj

(x̃j |x1, xj)W (y|x̃1, x̃j , x̃i)

= D(PX1X̃1XjX̃jX̃iY
||PX1PX̃1

PXj
PX̃jPX̃j

|X1Xj
W )

≥ D(PX1X̃1XjX̃iY
||PX1PX̃1

PXj
PX̃i

V3) where V3(y|x1, x̃1, xj , x̃i) =
∑

x̃j

PX̃j |X1Xj
(x̃j |x1, xj)W (y|x̃1, x̃j , x̃i).

From the given conditions, the term on the left of (a) is no larger than 3η. Thus,D(PX1X̃1XjX̃iY
||PX1PX̃1

PXj
PX̃i

V3) ≤
3η.
Using Pinsker’s inequality, it follows that

∑

x1,x̃1,xj ,x̃i,y

∣

∣

∣PX1X̃1XjX̃iY
(x1, x̃1, xj , x̃i, y)− PX1 (x1)PX̃1

(x̃1)PXj
(xj)PX̃i

(x̃i)V3(y|x1, x̃1, xj , x̃i)
∣

∣

∣ ≤ c
√

3η. (108)

From (107) and (108),

∑

x1,x̃1,xj ,x̃j,y

PX1(x1)PX̃1
(x̃1)PXj

(xj)PX̃i
(x̃i)

∣

∣

∣
Ṽ3(y|x1, x̃1, xj , x̃i)− V3(y|x1, x̃1, xj , x̃i)

∣

∣

∣
≤ 2c

√

3η. (109)
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This implies that

max
x1,x̃1,xj,x̃j ,y

∣

∣

∣Ṽ3(y|x1, x̃1, xj , x̃i)− V3(y|x1, x̃1, xj , x̃i)
∣

∣

∣ ≤ 2c
√
3η

α4
. (110)

Since WY |X1X2X3
is not X1-symmetrizable by Xj/Xi (i.e., (8) does not hold for (i, j, k) = (i, j, 1)), for any pair of

channels PXi|X̃1X̃i
and PX̃j̃ |X1Xj

, there exists ζ3 > 0, such that

max
x1,x̃1,xj ,x̃j,y

∣

∣

∣Ṽ3(y|x1, x̃1, xj , x̃i)− V3(y|x1, x̃1, xj , x̃i)
∣

∣

∣ ≥ ζ3.

This contradicts (110) if η <
ζ2
3α

8

12c2 . Let ζ
def
= min {ζ1, ζ2, ζ3}, any η satisfying 0 < η < ζ2α8

12c2 ensures disjoint decoding
regions.

B Proof of Lemma 4 (Codebook Lemma)

To prove Lemma 4, we will first define some terminology and prove a concentration result in Lemma 11. This will
be used to prove Lemma 4 (Codebook Lemma) as a corollary.

B.1 A concentration result

In this subsection, we restate [24, Theorem 2.1] in a form that can be directly used for proving the properties of the
codebook.

For a positive integer b, let Sb denote the symmetric group of degree b, i.e., it contains the permutations of
{1, 2, . . . , b}. For a permutation σ ∈ Sb, let σ(i), i ∈ {1, 2, . . . , b} denote the image of i under σ. Let A be a set. For
a b−length tuple (α1, . . . , αb) consisting of distinct elements of A, let

H(α1,...,αb) =
{

a ∈ ({α1, . . . , αb} ∪ {∗})b : ∃σ ∈ Sb such that for all j ∈ [1 : b] if aj 6= ∗ then aj = ασ(j)

}

,

where aj represents the j
th element of the tuple a. For a ∈ H(α1,...,αb), let |a| = | {i : ai 6= ∗} |. For a tuple (γ1, . . . , γb)

consisting of distinct elements of A, we say that a ∈ H(α1,...,αb) and (γ1, . . . , γb) are (α1, . . . , αb)−compatible (denoted
by (γ1, . . . , γb)∼ [a, (α1, . . . , αb)]), if for all l ∈ {1, . . . , b},

γl = al, if al 6= ∗,
γl ∈ A \ {α1, . . . , αb} , otherwise.

For example, let A = {1, 2, . . . , 9}, b = 5, (α1, . . . , αb) = (1, 2, 3, 4, 5) and a = (1, 2, ∗, ∗, 4). Then, a ∈ H(α1,...,αb)

with |a| = 3. Suppose (γ1, . . . , γb) = (1, 2, 6, 8, 4). Then, (γ1, . . . , γb) ∼ [a, (α1, . . . , αb)].

Lemma 11. For an index set I, let {Yi : i ∈ I} be a set of independent random variables. Let β be a positive
integer. Let J ⊆ Iβ be a set of β length tuples consisting of distinct elements from I. For (i1, . . . , iβ) ∈ J , let
V(i1,...,iβ) be a binary random variable which is a function of Yi1 , . . . , Yiβ . Suppose U =

∑

(i1,...,iβ)∈J V(i1,...,iβ). Let

E ≥ max































max
(i1,...,iβ)∈J

















max
(yi1 ,...,yiβ ),
a∈H

(i1,...,iβ)
1≤|a|≤β−1

E













∑

(j1,...,jβ)∈J :

(j1,...,jβ)∼[a,(i1,...,iβ)]

V(j1,...,jβ)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yiβ

)

=
(

yi1 , . . . , yiβ
)





























,E[U ]































,
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For γ > 0, ν > 1 if there exists δ1, δ2, . . . , δβ > 1 such that for all i ∈ [1 : β], 1
(2β)β

(

δi−1−1
2γ E − β!

)

> δiE for δ0 := ν,

then

P(U ≥ νE) ≤ (|I|β + 1)
β2

e−γ/3. (111)

Proof. For (i1, . . . , iβ) ∈ J , let Ũ(i1,...,iβ) =
∑

(j1,...,jβ)∈J :{j1,...,jβ}∩{i1,...,iβ}6=∅ V(j1,...,jβ). To show (111), we will first

show that

P(U ≥ νE) ≤ e−γ/3 +
∑

(i1,...,iβ)∈J
P

(

Ũ(i1,...,iβ) >
(ν − 1)E

2γ

)

(112)

using [24, Theorem 2.1], which is restated below.

Lemma. [24, Theorem 2.1] Suppose that Yα, α ∈ A, is a finite family of non-negative random variables and that ∼
is a symmetric relation on the index set A such that each Yα is independent of {Yβ : β ≁ α}; in other words, the
pairs (α, β) with α ∼ β define the edge set of a (weak) dependency graph for the variables Yα. Let X :=

∑

α Yα and

µ := EX =
∑

α EY . Let further, for α ∈ A, X̃α :=
∑

β∼α Yβ. If t ≥ µ > 0, then for every real r > 0,

P(X > µ+ t) ≤ e−r/3 +
∑

α∈A
P

(

X̃α >
t

2r

)

.

In order to obtain (112) from [24, Theorem 2.1], we use J in place of A and V(i1,...,iβ) in place of Yα. We note
that every (i1, . . . , iβ) , (j1, . . . , jβ) ∈ J such that {i1, . . . , iβ} ∩ {j1, . . . , jβ} 6= ∅, (i1, . . . , iβ) ∼ (j1, . . . , jβ) as per the

symmetric relation given in [24, Theorem 2.1]. Thus, the definitions of Ũ(i1,...,iβ) and X̃α are consistent. We upper
bound the LHS of (112) as follows:

P(X ≥ νE) = P(X − E[X ] ≥ νE − E[X ])

≤ P(X − E[X ] ≥ νE − E)

= P(X − E[X ] ≥ (ν − 1)E)

Theorem [24, Theorem 2.1] is applied on P(X ≥ E[X ] + (ν − 1)E) with (ν − 1)E as t and γ as r.
Now, we will show (111). We will use strong induction on β. When β = 1, (112) implies P(U ≥ νE) ≤ e−γ/3.

This is because for any 1−length tuple (i) ∈ J , Ũ(i) = V(i), which, being a binary random variable, is at most 1.

However, 1
(2β)β

(

ν−1
2γ E − β!

)

> δ1E ≥ 0 implies that for β = 1, 1
2

(

ν−1
2γ E − 1

)

> 0. Therefore, ν−1
2γ E > 1 and the

second term on the RHS of (112) is zero. Thus, (111) holds for β = 1.
Now, for the induction hypothesis, consider any β′ ≤ k for some positive integer k. For an index set I ′, let

{Y ′
i : i ∈ I ′} be a set of independent random variables. Let J ′ ⊆ I ′β′

be a set of β′−length tuples consisting of
distinct elements from I ′. For (i1, . . . , iβ′) ∈ J ′, let V ′

(i1,...,iβ′)
be a binary random variable which is a function of

Y ′
i1 , Y

′
i2 , . . . , Y

′
iβ′

. Suppose U ′ =
∑

(i1,...,iβ′)∈J ′ V ′
(i1,...,iβ)

.

Let

E′ ≥ max







































max
(i1,...,iβ′)∈J ′

max
(

y′
i1

,...,y′
i
β′

)

,

a∈H
(i1,...,i

β′)
1≤|a|≤β′−1

E













∑

(j1,...,j
β′)∈J′:

(j1,...,jβ′)∼[a,(i1,...,iβ′)]

V ′
(j1,...,jβ′)

∣

∣

∣

∣

∣

(

Y ′
i1 , . . . , Y

′
iβ′

)

=
(

y′i1 , . . . , y
′
iβ′

)













,E[U ′]







































,
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For γ′ > 0, ν′ > 1, if there exists δ′1, δ
′
2, . . . , δ

′
β′ > 1 such that for all i ∈ [1 : β′], 1

(2β′)β′

(

δ′i−1−1

2γ′ E′ − β′!
)

> δ′iE
′ for

δ′0 := ν′, then

P(U ′ ≥ ν′E′) ≤ (|I ′|β′ + 1)
β′2

e−γ′/3.

Now, for β = k+1 and any γ, ν, and E and random variables satisfying the conditions in Lemma 11, (112) gives

P(U ≥ νE) ≤ e−γ/3 +
∑

(i1,...,ik+1)∈J
P

(

Ũ(i1,...,ik+1) >
(ν − 1)E

2γ

)

.

For (i1, . . . , ik+1) ∈ J , and any realization
(

yi1 , . . . , yik+1

)

of
(

Yi1 , . . . , Yik+1

)

,

P

(

Ũ(i1,...,ik+1) >
(ν − 1)E

2γ

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

≤ P

(

∑

σ∈Sk+1

Vσ(i1,...,ik+1) +
∑

a∈H(i1,...,ik+1)
1≤|a|≤k

∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
(ν − 1)E

2γ

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

= P

(

∑

a∈H(i1,...,ik+1)
1≤|a|≤k

∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
(ν − 1)E

2γ
−

∑

σ∈Sk+1

Vσ(i1,...,ik+1)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

(a)

≤ P











∑

a∈H(i1,...,ik+1)
1≤|a|≤k

∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
(ν − 1)E

2γ
− |Sk+1|

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











(b)

≤ P











⋃

a∈H
(i1,...,ik+1)
1≤|a|≤k











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
1

|H(i1,...,ik+1)| − 1− (k + 1)!

(

(ν − 1)E

2γ
− (k + 1)!

)











∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

≤P











⋃

a∈H
(i1,...,ik+1)
1≤|a|≤k











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
1

|H(i1,...,ik+1)|

(

(ν − 1)E

2γ
− (k + 1)!

)











∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

55



(c)

≤
∑

a∈H
(i1,...,ik+1)
1≤|a|≤k

P











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
1

(2(k + 1))k+1

(

(ν − 1)E

2γ
− (k + 1)!

)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

(d)

≤
∑

a∈H
(i1,...,ik+1)
1≤|a|≤k

P











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) >
1

(2(k + 1))k+1

(

(ν − 1)E

2γ
− (k + 1)!E

)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

)

(e)

≤
∑

a∈H
(i1,...,ik+1)
1≤|a|≤k

P











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) > δ1E

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











. (113)

Here, (a) holds because
∑

σ∈S Vσ(i1,...,ik+1), being a sum of binary random variables, takes the maximum value |S|
which is (k + 1)!. The equality (b) holds because P

(

∑

1≤i≤t Ai > c
)

≤ P (∪1≤i≤t {Ai > c/t}) for any integer t, real

number c and random variables A1, . . . , At. The inequality (c) uses union bound and the fact that |H(i1,...,ik+1)| ≤
(# of subsets of {i1, . . . , ik+1}) × |Sk+1|. Thus, |H(i1,...,ik+1)| ≤ 2k+1(k + 1)! ≤ (2(k + 1))k+1. Inequality (d) holds
because E ≥ 1 and (e) follows from the conditions on ν, γ and β = k + 1 in the statement of Lemma 11.

Fix (i1, . . . , ik+1) ∈ J ,
(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)

and a ∈ H(i1,...,ik+1) such that |a| = l where l ∈ [1 : k].
We will use induction hypothesis at this stage. To use induction hypothesis, choose ν′ = δ1, γ′ = γ, E′ = E,
β′ = k + 1 − l and I ′ = I \ {i1, . . . , ik+1}. The set of random variables {Y ′

i : i ∈ I ′} is given by Y ′
i = Yi, ∀ i ∈ I ′.

For i ∈ [1 : k+1], let |ai−1
1 | = | {j ∈ [1 : i− 1] : aj 6= ∗} |. The set J ′ consists of (k+1− l)−length tuples of distinct

elements from I ′ such that for every (j1, . . . , jk+1−l) ∈ J ′, there exists (m1, . . . ,mk+1) ∈ J such that ml = al if
al 6= ∗. Else, ml = jl−|al−1

1 |. For such (m1, . . . ,mk+1) ∈ J and (j1, . . . , jk+1−l), we will say that (j1, . . . , jk+1−l)+a =

(m1, . . . ,mk+1). Thus, for every (m1, . . . ,mk+1) ∈ J such that (m1, . . . ,mk+1) ∼ [a, (i1, . . . , ik+1)], there exists a
unique (j1, . . . , jk+1−l) ∈ J ′ with (j1, . . . , jk+1−l) + a = (m1, . . . ,mk+1).

For (j1, . . . , jk+1−l) ∈ J ′, the binary random variable V ′
(j1,...,jk+1−l)

is the random variable V(m1,...,mk+1) where

(m1, . . . ,mk+1) = (j1, . . . , jk+1−l) + a and the random variables
(

Yi1 , . . . , Yik+1

)

are fixed to
(

yi1 , . . . , yik+1

)

. For
U ′ =

∑

(j1,...,jk+1−l)∈J ′ V ′
(j1,...,jk+1−l)

, we will use induction hypothesis on P (U ′ ≥ δ1E).

P (U ′ ≥ δ1E)

= P





∑

(j1,...,jk+1−l)∈J ′

V ′
(j1,...,jk+1−l)

> δ1E





= P











∑

(m1,...,mk+1)∈J :

(m1,...,mk+1)∼[a,(i1,...,ik+1)]

V(m1,...,mk+1) > δ1E

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











. (114)
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We know that

E ≥ max



















max
(yi1 ,...,yik+1)
(i1,...,ik+1)∈J

max
a∈H(i1,...,ik+1)

1≤|a|≤k

E











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











,E[U ]



















,

and for γ > 0, ν > 1 there exists δ1, δ2, . . . , δk+1 such that for all i ∈ [1 : k + 1], δi > 1 and for δ0 = ν,
1

(2(k+1))k+1

(

δi−1−1
2γ E − (k + 1)!

)

> δiE.

We will use this to show that the choices of γ′, ν′, E′, β′ satisfy the conditions in the induction hypothesis.

E[U ′] = E





∑

(j1,...,jk+1−l)∈J ′

V ′
(j1,...,jk+1−l)





= E











∑

(m1,...,mk+1)∈J :

(m1,...,mk+1)∼[a,(i1,...,ik+1)]

V(m1,...,mk+1)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











≤ E = E′

For (j1, . . . , jk+1−l) ∈ J ′, a′ ∈ H(j1,...,jk+1−l) with |a′| = l′ for 1 ≤ l′ ≤ k − l, define a (k + 1)−length tuple a′′ as

a′′l =







al, if al 6= ∗,
a′
l−|al−1

1 |, if al = ∗.

for all l ∈ [1 : k + 1]. Let (m1, . . . ,mk+1) ∈ J be such that (j1, . . . , jk+1−l) + a = (m1, . . . ,mk+1). Then, for fixed
(

yj1 , . . . , yjk+1−l

)

,

E











∑

(g1,...,gk+1−l)∈J′:

(g1,...,gk+1−l)∼[a′,(j1,...,jk+1−l)]

V ′
(g1,...,gk+1−l)

∣

∣

∣

∣

∣

(

Yj1 , . . . , Yjk+1−l

)

=
(

yj1 , . . . , yjk+1−l

)











= E











∑

(h1,...,hk+1)∈J :

(h1,...,hk+1)∼[a′′,(m1,...,mk+1)]

V(h1,...,hk+1)

∣

∣

∣

∣

∣

(Yj1 ,...,Yjk+1−l)=(yj1 ,...,yjk+1−l),
(Yi1 ,...,Yik+1)=(yi1 ,...,yik+1)











(a)
= E











∑

(h1,...,hk+1)∈J :

(h1,...,hk+1)∼[a′′,(m1,...,mk+1)]

V(h1,...,hk+1)

∣

∣

∣

∣

∣

(

Ym1 , . . . , Ymk+1

)

=
(

ym1 , . . . , ymk+1

)











≤ E = E′.

In the above, (a) follows from definition of I ′ and J ′.
Now, we need to show that for ν′ = δ′0 = δ1, γ

′ = γ, there exists δ′1, δ
′
2, . . . , δ

′
β′ such that for all i ∈ [1 : β′],

δ′i > 1 and 1
(2β′)β′

(

δ′i−1−1

2γ′ E′ − β′!
)

> δ′iE
′. First note that as l ∈ [1 : k], β′ ∈ [1 : k]. We know that there exists

57



δ1, δ2, . . . , δk+1 such that for all i ∈ [1 : k + 1], δi > 1 and for δ0 = ν, 1
(2(k+1))k+1

(

δi−1−1
2γ E − (k + 1)!

)

> δiE. Let

δ′i = δi+1 for all i ∈ [1 : β′]. Then, for all i ∈ [1 : β′], δ′i > 1 and

1

(2β′)β′

(

δ′i−1 − 1

2γ′ E′ − (β′)!

)

=
1

(2β′)β′

(

δi − 1

2γ
E − (β′)!

)

≥ 1

(2(k + 1))k+1

(

δi − 1

2γ
E − (k + 1)!

)

≥ δi+1E

= δ′iE
′.

With this, all the conditions in the induction hypothesis are satisfied and we are ready to apply induction
hypothesis. Thus,

= P











∑

(m1,...,mk+1)∈J :

(m1,...,mk+1)∼[a,(i1,...,ik+1)]

V(m1,...,mk+1) > δ1E

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











(a)
= P (U ′ ≥ δ1E)

= (|I|(k + 1− l) + 1)
(k+1−l)2

e−γ/3, (115)

where (a) uses (114). Continuing the analysis of (113),

∑

a∈H(i1,...,ik+1)
1≤|a|≤k

P











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) > δ1E

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











=
k
∑

l=1

∑

a∈H
(i1,...,ik+1)
|a|=l

P











∑

(j1,...,jk+1)∈J :

(j1,...,jk+1)∼[a,(i1,...,ik+1)]

V(j1,...,jk+1) > δ1E

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yik+1

)

=
(

yi1 , . . . , yik+1

)











(b)

≤
k
∑

l=1

∑

a∈H(i1,...,ik+1)
|a|=l

(|I|(k + 1− l) + 1)
(k+1−l)2

e−γ/3

=

k
∑

l=1

(

k + 1

l

)(

k + 1

l

)

l!(|I|(k + 1− l) + 1)
(k+1−l)2

e−γ/3

(c)
=

k
∑

m=1

(

k + 1

k + 1−m

)(

k + 1

k + 1−m

)

(k + 1−m)!(|I|m+ 1)
m2

e−γ/3

=

k
∑

m=1

(

k + 1

k + 1−m

)

(k + 1)!

m!
(|I|m+ 1)

m2

e−γ/3

≤
k
∑

m=1

(

k + 1

m

)

((k + 1)!) (|I|k + 1)km e−γ/3

58



≤
k+1
∑

m=0

(

k + 1

m

)

((k + 1)!) (|I|k + 1)
km

e−γ/3

=(k + 1)!e−γ/3
k+1
∑

m=0

(

k + 1

m

)

(

(|I|k + 1)
k
)m

≤(k + 1)!e−γ/3
(

(|I|k + 1)k + 1
)k+1

≤(k + 1)(k+1)e−γ/3 ((|I|k + 1) + 1)
k(k+1)

Inequality (b) uses (115). The equality (c) is obtained by substituting l with k + 1−m.
Thus, using this analysis, we see that for β = k + 1,

P(U ≥ νE) ≤ e−γ/3 +
∑

(i1,...,ik+1)∈J
P

(

Ũ(i1,...,ik+1) >
(ν − 1)E

2γ

)

≤ e−γ/3 +
∑

(i1,...,ik+1)∈J
(k + 1)(k+1)e−γ/3 (|I| (k + 1) + 1)

k(k+1)

= e−γ/3 + |J |(k + 1)(k+1)e−γ/3 (|I| (k + 1) + 1)
k(k+1)

≤ e−γ/3 + |I|k+1(k + 1)(k+1)e−γ/3 (|I| (k + 1) + 1)
k(k+1)

≤ e−γ/3 + (|I|(k + 1))k+1e−γ/3 (|I| (k + 1) + 1)
k(k+1)

≤ (|I| (k + 1) + 1)k(k+1) e−γ/3 + (|I|(k + 1))k+1e−γ/3 (|I| (k + 1) + 1)k(k+1)

≤ ((|I|(k + 1))k+1 + 1)e−γ/3 (|I|(k + 1) + 1)
k(k+1)

≤ (|I|(k + 1) + 1)k+1e−γ/3 (|I|(k + 1) + 1)
k(k+1)

≤ e−γ/3 (|I|(k + 1) + 1)
(k+1)(k+1)

.

B.2 Preliminary codebook lemma

We use the concentration result from Section B.1 (Lemma 11) to prove the existence of a codebook with properties as
given in Lemma 12. Roughly speaking, each property counts the number of codewords which are typical with fixed
vectors. The codebook lemma (Lemma 4) follows from Lemma 12 as a corollary. We first state and prove Lemma 12
and give a proof of Lemma 4 in the next subsection.

We need to define the terminology of Total Correlation to state the properties of the codebook in Lemma 12.
For random variables Z1, Z2, . . . , Zm, let C(Z1;Z2; . . . ;Zm) denote the total correlation of the random variables
Z1, Z2, . . . , Zm which is given by

C(Z1;Z2; . . . ;Zm) :=
m
∑

i=1

H(Zi)−H(Z1, Z2, . . . , Zm). (116)

Note that C(Z1;Z2; . . . ;Zm) can also be written as

m
∑

i=2

I(Zi;Z
i−1).

Suppose R+ denotes the set of positive real numbers. Let k ∈ {1, 2 . . .}. Consider random variables U1, U2, . . . , Uk, V
and a set S ⊆ [1 : k] given by S =

{

α1, α2, . . . , α|S|
}

. Let Sc = [1 : k] \ S be denoted by Sc =
{

β1, β2, . . . , βk−|S|
}

.
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We define gSU1,U2,...,Uk,V
: Rk

+ → R+ as

gSU1,U2,...,Uk,V
(R1, R2, . . . , Rk) =

(

∑

i∈S
Ri

)

− C(Uα1 ;Uα2 ; . . . ;Uα|S|
; (Uβ1 , Uβ2 , . . . , Uβk−|S|

, V )) (117)

Note that the tuple (Uβ1 , Uβ2 , . . . , Uβk−|S|
, V ) is treated as a single random variable. Thus, when |S| = 0,

gSU1,U2,...,Uk,V
(R1, R2, . . . , Rk) = 0.

Lemma 12. For any ǫ > 0, n ≥ n0(ǫ), N1, N2, N3 ≥ exp(nǫ) and types P1 ∈ Pn
X1

, P2 ∈ Pn
X2

, P3 ∈ Pn
X3

; there
exists codebooks {x11, . . . ,x1N1 ∈ Xn

1 } , {x21, . . . ,x2N2 ∈ Xn
2 }, {x31, . . . ,x3N3 ∈ Xn

3 } whose codewords are of type
P1, P2, P3 respectively such that for every permutation (i, j, k) of (1, 2, 3); for every (xi,xj,xk) ∈ Xn

i × Xn
j × Xn

k ;

for every joint type PXiX′
iXjX′

jXkX′
k
∈ Pn

Xi×Xi×Xj×Xj×Xk×Xk
; and for Ri

def
= (1/n) log2 Ni, Rj

def
= (1/n) log2 Nj, and

Rk
def
= (1/n) log2 Nk; the following holds:

(i) Joint typicality of a codeword

|{r ∈ [1 : Ni] : (xir,xk) ∈ T n
XiXk

}| < exp
{

n
(

|Ri − I(Xi;Xk)|+ + ǫ/2
)}

; (118)

|{s ∈ [1 : Nj ] : (xi,xjs,xk) ∈ T n
XiXjXk

}| < exp
{

n
(

|Rj − I(Xj ;Xi, Xk)|+ + ǫ/2
)}

; (119)

|{u ∈ [1 : Ni] : (xiu,xi,xj,xk) ∈ T n
X′

iXiXjXk
}| ≤ exp

(

n
(

|R1 − I(X ′
i;XiXjXk)|+ + ǫ/2

))

; (120)

(ii) Joint typicality of a pair of codewords

|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : (xir ,xjs,xk) ∈ T n
XiXjXk

}|

≤ exp

{

n

(

∣

∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj|Xk)
∣

∣

∣

+

+ ǫ/2

)}

; (121)

|{(r, u) ∈ [1 : Ni]× [1 : Ni] : (xir,xiu,xk) ∈ T n
XiX′

iXk
, r 6= u}|

≤ exp

{

n

(

∣

∣

∣|Ri − I(Xi;Xk)|+ + |Ri − I(X ′
i;Xk)|+ − I(Xi;X

′
i|Xk)

∣

∣

∣

+

+ ǫ/2

)}

; (122)

|{(s, v) ∈ [1 : Nj ]× [1 : Nj ] : (xjs,xjv,xk) ∈ T n
XjX′

jXk
, s 6= v}|

≤ exp

{

n

(

∣

∣

∣|Rj − I(Xj ;Xk)|+ +
∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+ − I(Xj ;X
′
j |Xk)

∣

∣

∣

+

+ ǫ/2

)}

; (123)

|{(r, w) ∈ [1 : Ni]× [1 : Nk] : (xir,xkw,xk) ∈ T n
Xi,X′

k
,Xk

}|

≤ exp

{

n

(

∣

∣

∣|Ri − I(Xi;Xk)|+ + |Rk − I(X ′
k;Xk)|+ − I(Xi;X

′
k|Xk)

∣

∣

∣

+

+ ǫ/2

)}

; (124)

|{(s, w) ∈ [1 : Nj ]× [1 : Nk] : (xjs,xkw,xk) ∈ T n
XjX′

k
Xk

}|

≤ exp

{

n

(

∣

∣

∣
|Rj − I(Xj ;Xk)|+ + |Rk − I(X ′

k;Xk)|+ − I(Xj ;X
′
k|Xk)

∣

∣

∣

+

+ ǫ/2

)}

; (125)

|{(u, v) ∈ [1 : Ni]× [1 : Nj ] : (xiu,xjv,xi,xj ,xk) ∈ T n
X′

iX
′
jXiXjXk

}|

≤ exp
(

n
(

∣

∣|Ri − I(X ′
i;XiXjXk)|+ + |Rj − I(X ′

j ;XiXjXk)|+ − I(X ′
i;X

′
j |XiXjXk)

∣

∣

+
+ ǫ/2

))

(126)

|{(u,w) ∈ [1 : Ni]× [1 : Nk] : (xiu,xkw,xi,xj,xk) ∈ T n
X′

iX
′
jXiXjXk

}|

≤ exp
(

n
(

∣

∣|Ri − I(X ′
i;XiXjXk)|+ + |Rk − I(X ′

k;XiXjXk)|+ − I(X ′
i;X

′
k|XiXjXk)

∣

∣

+
+ ǫ/2

))

(127)

(iii) Joint typicality of three codewords

|{(r, s, u) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni] : (xir ,xjs,xiu,xk) ∈ T n
XiXjX′

iXk
, r 6= u}|
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≤ max
S⊆{1,2,3}

exp
{

n
(

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri) + ǫ/2
)}

; and (128)

(iv) Joint typicality of four codewords

|{(r, s, u, v) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nj] : (xir,xjs,xiu,xjv,xk) ∈ T n
XiXjX

′
iX

′
jXk

, r 6= u, s 6= v}|

≤ max
S⊆{1,2,3,4}

exp
{

n
(

gSXi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) + ǫ/2
)}

(129)

|{(r, s, u, w) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nk] : (xir,xjs,xiu,xjv,xk) ∈ T n
XiXjX

′
iX

′
k
Xk

, r 6= u}|

≤ max
S⊆{1,2,3,4}

exp
{

n
(

gSXi,Xj ,X′
i,X

′
k
,Xk

(Ri, Rj , Ri, Rk) + ǫ/2
)}

. (130)

Proof. We will generate the codebooks by a random experiment. For fixed (xi,xj ,xk) ∈ Xn
i × Xn

j × Xn
k and joint

type PXiX′
iXjX′

jXkX′
k
∈ Pn

Xi×Xi×Xj×Xj×Xk×Xk
, we will show that the probability that each of the statements (118) -

(130) does not hold, falls doubly exponentially in n. Since |Xn
i |, |Xn

j |, |Xn
k | and |Pn

Xi×Xi×Xj×Xj×Xk×Xk
| grow only

exponentially in n, a union bound will imply that the probability that any of the statements (118) - (130) fail for
some xi,xj,xk and PXiX′

iXjX′
jXkX′

k
also falls doubly exponentially. This will show the existence of a codebook

satisfying (118) - (130). The proof will employ Lemma 11 which we have restated below for quick reference.

Lemma. For an index set I, let {Yi : i ∈ I} be a set of independent random variables. Let β be a positive integer.
Let J ⊆ Iβ be a set of β length tuples consisting of distinct elements from I. For (i1, . . . , iβ) ∈ J , let V(i1,...,iβ) be a
binary random variable which is a function of Yi1 , . . . , Yiβ . Suppose U =

∑

(i1,...,iβ)∈J V(i1,...,iβ). Let

E ≥ max































max
(i1,...,iβ)∈J

max
(yi1 ,...,yiβ ),
a∈H

(i1,...,iβ)
1≤|a|≤β−1

E













∑

(j1,...,jβ)∈J :

(j1,...,jβ)∼[a,(i1,...,iβ)]

V(j1,...,jβ)

∣

∣

∣

∣

∣

(

Yi1 , . . . , Yiβ

)

=
(

yi1 , . . . , yiβ
)













,E[U ]































, (131)

For γ > 0, ν > 1 if there exists δ1, δ2, . . . , δβ > 1 such that for all i ∈ [1 : β], 1
(2β)β

(

δi−1−1
2γ E − β!

)

> δiE for δ0 := ν,

then

P(U ≥ νE) ≤ (|I|β + 1)
β2

e−γ/3. (132)

Let T n
l , l ∈ {1, 2, 3} denote the type class of Pl. We generate independent random codebooks for each user. The

codebook for user l ∈ {1, 2, 3}, denoted by (Xl1,Xl2, . . . ,XlNl
), consists of independent random vectors each dis-

tributed uniformly on T n
l . Fix (xi,xj ,xk) ∈ Xn

i ×Xn
j ×Xn

k and a joint type PXiX′
iXjX′

jXkX′
k
∈ Pn

Xi×Xi×Xj×Xj×Xk×Xk

such that for l ∈ {1, 2, 3}, PXl
= PX′

l
= Pl and (xi,xj ,xk) ∈ T n

XiXjXk
.

In order to obtain (118) - (130), we will use ν = exp (nǫ/2) and γ = exp(nǫ/4β) in Lemma 11. For i ∈ [1 : β], let

δi = exp
(

(4β−3i)nǫ
8β

)

. Note that δi ≥ 1 for all i ∈ [1 : β], δ0 = exp (nǫ/2) = ν and there exists n0 s.t. for all n ≥ n0,

δi = exp

(

(4β − 3i)nǫ

8β

)

<

(

exp

(

(4β − 3i+ 1)nǫ

8β

))

=
δi−1

γ

≈ 1

(2β)
β

(

δi−1 − 1

2γ
− β!

E

)

for large n.
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The choice of β, I, J and the random variables will depend on the specific statement among (118) - (130).
Though, β will only range in {1, 2, 3, 4}.
(i) Analysis of (118), (119) and (120) (Joint typicality of a codeword)

To obtain (118), choose I = {i1, i2, . . . , iNi} and the set {Xi1,Xi2, . . . ,XiNi
} corresponding to {Yi : i ∈ I}. We

choose β = 1 and J = {(i1) , (i2) , . . . , (iNi)}. For all r ∈ [1 : Ni],

V(ir) =

{

1, if Xir ∈ T n
Xi|Xk

(xk),

0, otherwise.

Note that

P
(

V(ir) = 1
)

=
|T n

Xi|Xk
(xk)|

|T n
Xi

|

≤ exp {nH(Xi|Xk)}
(n+ 1)|Xi| exp {nH(Xi)}

= (n+ 1)−|Xi| exp {−nI(Xi;Xk)}
(a)

≤ exp {−nI(Xi;Xk)}

where (a) follows because (n+ 1)−|Xi| ≤ 1.
Note that U =

∑

r∈[1:Ni]
V(ir) = |{r ∈ [1 : Ni] : (Xir,xk) ∈ T n

XiXk
}|. Note that for the case of β = 1, condition

(131) reduces to E ≥ E[U ]. Thus, E[U ] =
∑

r∈[1:Ni]
E
[

V(ir)

]

=
∑

r∈[1:Ni]
P
(

V(ir) = 1
)

≤ exp {n (Ri − I(Xi;Xk))}
≤ exp

{

n |Ri − I(Xi;Xk)|+
}

:= E. Thus, (132) gives us

P
(

|{r ∈ [1 : Ni] : (Xir,xk) ∈ T n
XiXk

}| ≥ exp
{

n
(

|Ri − I(Xi;Xk)|+ + ǫ/2
)})

≤ (Ni + 1)e− exp(nǫ/4)/3. (133)

Replacing xk with (xi, xj , xk), Xk with (Xi, Xj , Xk), and Xi with X ′
i in the above argument, one can show that

P

(

|{u ∈ [1 : Ni] : (Xiu,xi,xj ,xk) ∈ T n
X′

iXiXjXk
}| ≥ exp

{

n
(

|Ri − I(X ′
i;XiXjXkXk)|+ + ǫ/2

)}

)

≤ (Ni + 1)e− exp(nǫ/4)/3. (134)

Similarly, choosing I = {j1, j2, . . . , jNj}, {Yi : i ∈ I} = {Xj1,Xj2, . . . ,XjNj
}, J = {(j1) , (j2) , . . . , (jNj)} and

replacing xk with (xi,xk), Xk with (Xi, Xk), and Ri with Rj in the proof of (133), we can show that

P

(

|{s ∈ [1 : Nj ] : (xi,Xjs,xk) ∈ T n
XiXjXk

}| ≥ exp
{

n
(

|Rj − I(Xj ;XiXk)|+ + ǫ/2
)}

)

≤ (Nj + 1)e− exp(nǫ/4)/3. (135)

(ii) Analysis of (121) - (127) (Joint typicality of a pair of codewords)

We will only analyse (121) and (122). The analysis of other statements is similar. To show (121), choose I =
{i1, i2, . . . , iNi} ∪ {j1, j2, . . . , jNj}, {Yi : i ∈ I} = {Xi1,Xi2, . . . ,XiNi

} ∪ {Xj1,Xj2, . . . ,XjNj
}. For β = 2, let

J = {(ir, js) : (r, s) ∈ [1 : Ni]× [1 : Nj ]}. For all (r, s) ∈ [1 : Ni]× [1 : Nj ],

V(ir,js) =

{

1, if (Xir,Xjs) ∈ T n
XiXj |Xk

(xk),

0, otherwise.

This implies that U =
∑

(r,s)∈[1:Ni]×[1:Nj]
V(ir,js) =

∣

∣

∣

{

(r, s) ∈ [1 : Ni]× [1 : Nj ] : (Xir ,Xjs,xk) ∈ T n
XiXjXk

}∣

∣

∣.
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Note that

P
(

V(ir,js) = 1
)

=
|T n

XiXj |Xk
(xk)|

|T n
Xi

||T n
Xj

|

≤ exp {nH(XiXj |Xk)}
(n+ 1)|Xi|+|Xj| exp {n(H(Xi) +H(Xj)}

= (n+ 1)−(|Xi|+|Xj|) exp {−n (H(XiXj)−H(XiXj |Xk)−H(XiXj) +H(Xi) +H(Xj))}
= (n+ 1)−(|Xi|+|Xj|) exp {−n (I(XiXj;Xk) + I(Xi;Xj))}
≤ exp {−n (I(XiXj ;Xk) + I(Xi;Xj))}
=exp {−n (I(Xj ;Xk) + I(Xi;Xk|Xj) + I(Xi;Xj))}
=exp {−n (I(Xj ;Xk) + I(Xi;XjXk))}

Thus,

E[U ] =
∑

(r,s)∈[1:Ni]×[1:Nj]

E
[

V(ir,js)

]

=
∑

(r,s)∈[1:Ni]×[1:Nj]

P
(

V(ir,js) = 1
)

≤ exp {n (Ri +Rj − I(Xi;XjXk)− I(Xj ;Xk))}

≤ exp

{

n
∣

∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj|Xk)
∣

∣

∣

+
}

:= E. (136)

We need to show that for any (ir, js) ∈ J , and (Xir,Xjs) = (xir,xjs),

E ≥ max
(

E

[

∑

v 6=s V(ir,jv)|(Xir,Xjs) = (xir,xjs)
]

,E
[

∑

u6=r V(iu,js) |(Xir,Xjs) = (xir,xjs)
])

. Note that

E





∑

v 6=s

V(ir,jv)|(Xir,Xjs) = (xir,xjs)





=
∑

v 6=s

E
[

V(ir,jv)|(Xir,Xjs) = (xir,xjs)
]

≤
∑

v 6=s

P
(

V(ir,jv) = 1|(Xir,Xjs) = (xir,xjs)
)

=
∑

v 6=s

P

(

Xjv ∈ T n
Xj |XiXk

(xir,xk)
)

=
∑

v 6=s

|T n
Xj |XiXk

(xir ,xk)|
|T n

Xj
|

≤ exp {nRj}
exp {nH(Xj |XiXk)}

(n+ 1)|Xj| exp {nH(Xj)}
≤ exp

{

n
(

|Rj − I(Xj ;XiXk)|+
)}

(137)

≤ E.

Similarly, we can show that E
[

∑

u6=r V(iu,js)|(Xir,Xjs) = (xir ,xjs)
]

≤ E.

Thus, (132) implies that

P

(

∣

∣

∣

{

(r, s) ∈ [1 : Ni]× [1 : Nj ] : (Xir,Xjs,xk) ∈ T n
XiXjXk

}∣

∣

∣
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≥ exp

{

n

(

∣

∣

∣
|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj |Xk)

∣

∣

∣

+

+ ǫ/2

)}

)

≤ ((Ni +Nj)2 + 1)4e− exp(nǫ/8)/3. (138)

To show (122), let I = {i1, i2, . . . , iNi} and {Yi : i ∈ I} = {Xi1,Xi2, . . . ,XiNi
}. We choose β = 2 and

J = {(ir, iu) : (r, u) ∈ [1 : Ni]× [1 : Ni] such that r 6= u}. For all (r, u) such that r ∈ [1 : Ni] and u ∈ [1 : Ni] \ {r},

V(ir,iu) =

{

1, if (Xir,Xiu) ∈ T n
XiX′

i|Xk
(xk),

0, otherwise.

By replacing Xj with X ′
i in the proof of (138) and following similar arguments, we can show that

P

(

∣

∣

∣

{

(r, u) ∈ [1 : Ni]× [1 : Ni] : (xir ,xiu,xk) ∈ T n
XiX′

iXk
, r 6= u

}∣

∣

∣

≥ exp

{

n

(

∣

∣

∣|Ri − I(Xi;Xk)|+ + |Ri − I(X ′
i;Xk)|+ − I(Xi;X

′
i|Xk)

∣

∣

∣

+

+ ǫ/2

)}

)

≤ (2Ni + 1)4e− exp(nǫ/8)/3. (139)

(iii) Analysis of (128) (Joint typicality of three codewords)

Choose I = {i1, i2, . . . , iNi} ∪ {j1, j2, . . . , jNj}, {Yi : i ∈ I} = {Xi1,Xi2, . . . ,XiNi
} ∪ {Xj1,Xj2, . . . ,XjNj

}. For
β = 3,
let J = {(ir, js, iu) : (r, s, u) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni], r 6= u}. For all (ir, js, iu) ∈ J ,

V(ir,js,iu) =

{

1, if (Xir ,Xjs,Xiu) ∈ T n
XiXjX′

i|Xk
(xk),

0, otherwise.

Therefore, U =
∑

(ir,js,iu)∈J V(ir,js,iu) = |{(r, s, u) ∈ [1 : Ni] × [1 : Nj] × [1 : Ni] : (Xir,Xjs,Xiu,xk) ∈
T n
XiXjX′

iXk
, r 6= u}|.

Note that

P
(

V(ir,js,iu) = 1
)

=
|T n

XiXjX′
i|Xk

(xk)|
|T n

Xi
||T n

Xj
||T n

X′
i
|

≤ exp {nH(XiXjX
′
i|Xk)}

(n+ 1)2|Xi|+|Xj| exp {n(H(Xi) +H(Xj) +H(X ′
i)}

= (n+ 1)−(2|Xi|+|Xj|) exp {n (H(XiXjX
′
iXk)−H(Xi)−H(Xj)−H(X ′

i)−H(Xk))}
(a)
= (n+ 1)−(|Xi|+|Xj|) exp {−n (C(Xi;Xj;X

′
i;Xk))}

≤ exp {−n (C(Xi;Xj ;X
′
i;Xk))}

where (a) follows from (116).
Note that

E[U ] =
∑

(ir,js,iu)∈J
E
[

V(ir,js,iu)

]

=
∑

(ir,js,iu)∈J
P
(

V(ir,js,iu) = 1
)

(140)

≤ exp {n (2Ri +Rj − C(Xi;Xj;X
′
i;Xk)))} (141)

≤ max
S⊆{1,2,3}

exp
{

n
(

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri)
)}

. (142)
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This is because for S = {1, 2, 3}, exp
{

n
(

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri)
)}

= exp {n (2Ri +Rj − C(Xi;Xj;X
′
i;Xk)))}.

Let E := maxS⊆{1,2,3} exp
{

n
(

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri)
)}

. Using similar arguments as the ones used to obtain (136)

and (137), we can show that for any (ir, js, iu) ∈ J , and (Xir,Xjs,Xiu) = (xir,xjs,xiu),

E ≥ max

(

E





∑

v 6=s

V(ir,jv,iu)|(Xir,Xjs,Xiu) = (xir ,xjs,xiu)



 ,

E





∑

r′ /∈{r,u}
V(ir′,js,iu)|(Xir,Xjs,Xiu) = (xir,xjs,xiu)



 ,

E





∑

u′ /∈{r,u}
V(ir,js,iu′)|(Xir,Xjs,Xiu) = (xir,xjs,xiu)



 ,

E





∑

r′,u′ /∈{r,u}
V(ir′,js,iu′)|(Xir,Xjs,Xiu) = (xir,xjs,xiu)



 ,

E





∑

r′ /∈{r,u},v 6=s

V(ir′,jv,iu)|(Xir ,Xjs,Xiu) = (xir,xjs,xiu)



 ,

E





∑

u′ /∈{r,u},v 6=s

V(ir,jv,iv)|(Xir,Xjs,Xiu) = (xir,xjs,xiu)





)

.

Thus, we can use (132) to obtain

P

(

|{(r, s, u) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni] : (Xir,Xjs,Xiu,xk) ∈ T n
XiXjX′

iXk
, r 6= u}|

> max
S⊆{1,2,3}

exp
{

n
(

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri) + ǫ/2
)}

)

≤ (3(Ni +Nj) + 1)9e− exp(nǫ/12)/3. (143)

(iv) Analysis of (129) and (130) (Joint typicality of four codewords)

We will start with analysis of (130). Choose I = {i1, i2, . . . , iNi} ∪ {j1, j2, . . . , jNj} ∪ {k1, k2, . . . , kNk}, {Yi : i ∈
I} = {Xi1,Xi2, . . . ,XiNi

} ∪ {Xj1,Xj2, . . . ,XjNj
} ∪ {Xk1,Xk2, . . . ,XkNk

}. For β = 4,
let J = {(ir, js, iu, kw) : (r, s, u, w) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nk], r 6= u}. For all (ir, js, iu, kw) ∈ J ,

V(ir,js,iu,kw) =

{

1, if (Xir,Xjs,Xiu,Xkw) ∈ T n
XiXjX′

iX
′
k
|Xk

(xk),

0, otherwise.

Therefore, U =
∑

(ir,js,iu,kw)∈J V(ir,js,iu,kw) = |{(r, s, u, w) ∈ [1 : Ni]×[1 : Nj ]×[1 : Ni]×[1 : Nk] : (Xir,Xjs,Xiu,Xjv,xk) ∈
T n
XiXjX

′
iX

′
k
Xk

, r 6= u}|.
Note that

P
(

V(ir,js,iu,kw) = 1
)

=
|T n

XiXjX′
iX

′
k
|Xk

(xk)|
|T n

Xi
||T n

Xj
||T n

X′
i
||T n

X′
k

|

≤ exp {nH(XiXjX
′
iX

′
k|Xk)}

(n+ 1)2|Xi|+|Xj|+|Xk| exp {n(H(Xi) +H(Xj) +H(X ′
i) +H(X ′

k)}
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= (n+ 1)−(2|Xi|+|Xj|) exp {n (H(XiXjX
′
iX

′
kXk)−H(Xi)−H(Xj)−H(X ′

i)−H(X ′
k)−H(Xk))}

(a)
= (n+ 1)−(|Xi|+|Xj|) exp {−n (C(Xi;Xj ;X

′
i;X

′
k;Xk))}

≤ exp {−n (C(Xi;Xj ;X
′
i;X

′
k;Xk))}

where (a) follows from (116).
Note that E[U ] =

∑

(ir,js,iu,kw)∈J E
[

V(ir,js,iu,kw)

]

=
∑

(ir,js,iu,kw)∈J P
(

V(ir,js,iu,kw) = 1
)

≤ exp {n (2Ri +Rj +Rk − C(Xi;Xj ;X
′
i;X

′
k;Xk)))}≤ maxS⊆{1,2,3,4} exp

{

n
(

gSXi,Xj ,X′
i,X

′
k
,Xk

(Ri, Rj , Ri, Rk)
)}

. This

is because for S = {1, 2, 3, 4}, exp
{

n
(

gSXi,Xj ,X′
i,X

′
k
,Xk

(Ri, Rj , Ri, Rk)
)}

= exp {n (2Ri +Rj +Rk − C(Xi;Xj ;X
′
i;X

′
k;Xk)))}.

Using similar arguments as used on (136), (137) and (142), one can show that

E := maxS⊆{1,2,3,4} exp
{

n
(

gSXi,Xj ,X′
i,X

′
k
,Xk

(Ri, Rj , Ri, Rk)
)}

satisfies condition (131). Using (132), we obtain that

P

(

|{(r, s, u, w) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nk] : (Xir ,Xjs,Xiu,Xkw,xk) ∈ T n
XiXjX′

iX
′
k
Xk

, r 6= u}|

> max
S⊆{1,2,3,4}

exp
{

n
(

gSXi,Xj ,X′
i,X

′
k
,Xk

(Ri, Rj , Ri, Rk) + ǫ/2
)}

)

≤ (4(Ni +Nj +Nk) + 1)16e− exp(nǫ/16)/3. (144)

The analysis of (129) is very similar to that of (130). For (129), we choose I = {i1, i2, . . . , iNi}∪{j1, j2, . . . , jNj},
{Yi : i ∈ I} = {Xi1,Xi2, . . . ,XiNi

} ∪ {Xj1,Xj2, . . . ,XjNj
}. For β = 4,

let J = {(ir, js, iu, jv) : (r, s, u, v) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nj], r 6= u, s 6= v}. For all (ir, js, iu, jv) ∈ J ,

V(ir,js,iu,jv) =

{

1, if (Xir,Xjs,Xiu,Xjv) ∈ T n
XiXjX′

iX
′
j |Xk

(xk),

0, otherwise.

We follow the same analysis as done for (130) to obtain

P

(

|{(r, s, u, v) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nj] : (Xir,Xjs,Xiu,Xjv,xk) ∈ T n
XiXjX′

iX
′
jXk

, r 6= u, , s 6= v}|

> max
S⊆{1,2,3,4}

exp
{

n
(

gSXi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) + ǫ/2
)}

)

≤ (4(Ni +Nj) + 1)16e− exp(nǫ/16)/3. (145)

Lemma 12 gives Lemma 4 as a corollary, which we prove in the next subsection.

B.3 Codebook

We restate Lemma 4 below and show how it follows from Lemma 12.

Lemma. For any ǫ > 0, n ≥ n0(ǫ), N1, N2, N3 ≥ exp(nǫ) and types P1 ∈ Pn
X1

, P2 ∈ Pn
X2

, P3 ∈ Pn
X3

, there exists
codebooks {x11, . . . ,x1N1 ∈ Xn

1 } , {x21, . . . ,x2N2 ∈ Xn
2 }, {x31, . . . ,x3N3 ∈ Xn

3 } whose codewords are of type P1, P2,
P3 respectively such that for every permutation (i, j, k) of (1, 2, 3); for every (xi,xj ,xk) ∈ Xn

i × Xn
j × Xn

k ; for

every joint type PXiX′
iXjX′

jXkX′
k

∈ Pn
Xi×Xi×Xj×Xj×Xk×Xk

; and for Ri
def
= (1/n) log2 Ni, Rj

def
= (1/n) log2 Nj, and

Rk
def
= (1/n) log2 Nk; the following holds:

|{u ∈ [1 : Ni] : (xiu,xi,xj,xk) ∈ T n
X′

iXiXjXk
}| ≤ exp

(

n
(

|R1 − I(X ′
1;X1X2X3)|+ + ǫ/2

))

; (146)
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|{(u, v) ∈ [1 : Ni]× [1 : Nj ] : (xiu,xjv,xi,xj ,xk) ∈ T n
X′

iX
′
jXiXjXk

}|

≤ exp
(

n
(

∣

∣|Ri − I(X ′
i;XiXjXk)|+ + |Rj − I(X ′

j ;XiXjXk)|+ − I(X ′
i;X

′
j |XiXjXk)

∣

∣

+
+ ǫ/2

))

; (147)

|{(u,w) ∈ [1 : Ni]× [1 : Nk] : (xiu,xkw,xi,xj,xk) ∈ T n
X′

iX
′
jXiXjXk

}|

≤ exp
(

n
(

∣

∣|Ri − I(X ′
i;XiXjXk)|+ + |Rk − I(X ′

k;XiXjXk)|+ − I(X ′
i;X

′
k|XiXjXk)

∣

∣

+
+ ǫ/2

))

; (148)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : (xir,xjs,xk) ∈ T n

XiXjXk
}| < exp

(

−nǫ

2

)

, if I(Xi;Xk) + I(Xj ;XiXk) ≥ ǫ; (149)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

< exp
(

−nǫ

2

)

,

if I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥

∣

∣

∣|Ri − I(X ′
i;Xk)|+ +

∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+ − I(X ′
i;X

′
j|Xk)

∣

∣

∣

+

+ ǫ; (150)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃ (u,w) ∈ [1 : Ni]× [1 : Nk], u 6= r, (xir,xjs,xiu,xkw,xk) ∈ T n

XiXjX
′
iX

′
k
Xk

}|

< exp
(

−nǫ

2

)

,

if I(Xi;XjX
′
iX

′
kXk) + I(Xj ;X

′
iX

′
kXk) ≥

∣

∣

∣|Ri − I(X ′
i;Xk)|+ + |Rk − I(X ′

k;Xk)|+ − I(X ′
i;X

′
k|Xk)

∣

∣

∣

+

+ ǫ;

(151)

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃u ∈ [1 : Ni], u 6= r, (xir,xjs,xiu,xk) ∈ T n

XiXjX
′
iXk

}| < exp
(

−nǫ

2

)

,

if I(Xi;XjX
′
iXk) + I(Xj ;X

′
iXk) ≥ |Ri − I(X ′

i;Xk)|+ + ǫ. (152)

Proof. We will use the following identity, which follows from chain rule, throughout the proof. For random variables
U , V and W , the following holds,

I(U ;W ) + I(V ;W ) + I(U ;V |W ) = I(U ;VW ) + I(V ;W ) = I(U ;W ) + I(V ;UW ). (153)

This identity is not often mentioned explicitly while using. Statements (146)-(148) are statements (120), (126) and
(127), restated directly from Lemma 12. To show (149), we divide the LHS and RHS of (121) by NiNj and substitute
the expression for the notation given by (117) to obtain

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : (xir,xjs,xk) ∈ T n

XiXjXk
}|

< exp

{

n

(

∣

∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj |Xk)
∣

∣

∣

+

+ ǫ/2− Ri −Rj

)}

.

We will evaluate the RHS for different values of Ri and Rj . We see that when Ri ≤ I(Xi;Xk), the RHS is

exp
{

n
(

|Rj − I(Xj ;XiXk)|+ −Rj + ǫ/2−Ri

)}

≤ exp {n (ǫ/2−Ri)}
(a)

≤ exp {−nǫ/2} ,

where (a) holds because Ri > ǫ. Similarly, we can show the same upper bound of exp {n (−ǫ/2)} when Rj ≤ I(Xj ;Xk).
When Ri + Rj ≤ I(Xi;Xk) + I(Xj ;Xk) + I(Xi;Xj |Xk), the RHS is upper bounded by exp(n(ǫ/2 − Ri − Rj)) ≤
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exp(−nǫ/2). When Ri > I(Xi;Xk), Rj > I(Xj ;Xk) and Ri +Rj > I(Xi;Xk) + I(Xj ;Xk) + I(Xi;Xj|Xk), the RHS
evaluates to (using (153))

exp {n (−I(Xi;Xk)− I(Xj ;XiXk) + ǫ/2)}
≤ exp {−nǫ/2} , if I(Xi;Xk) + I(Xj ;XiXk) ≥ ǫ.

Next, we will prove (152). For this, we will first show that

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃u ∈ [1 : Ni], u 6= r, (xir,xjs,xiu,xk) ∈ T n

XiXjX
′
iXk

}| < exp
(

−nǫ

2

)

, (154)

if any one of the following hold:

Ri +Rj − max
S⊆{1,2,3}

gSXi,Xj ,X′
i,Xk

(Ri, Rj, Ri) ≥ ǫ, (155)

Ri +Rj −
∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj|Xk)
∣

∣

+ ≥ ǫ. (156)

We now show that (155) implies (154):

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : ∃u ∈ [1 : Ni], u 6= r, (xir,xjs,xiu,xk) ∈ T n

XiXjX
′
iXk

}|

(a)

≤ exp

(

−n

(

Ri +Rj − max
S⊆{1,2,3}

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri)− ǫ/2

))

≤ exp
(

−nǫ

2

)

, if Ri +Rj − max
S⊆{1,2,3}

gSXi,Xj ,X′
i,Xk

(Ri, Rj , Ri) ≥ ǫ,

where (a) follows from (128). Next, we show that (156) implies (154).

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃u ∈ [1 : Ni], u 6= r, (xir,xjs,xiu,xk) ∈ T n

XiXjX
′
iXk

}|

≤ 1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : (xir,xjs,xk) ∈ T n

XiXjXk
}|

(a)

≤ exp
(

−n
(

Ri + Rj −
∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj |Xk)
∣

∣

+ − ǫ/2
))

≤ exp
(

−nǫ

2

)

, if Ri + Rj −
∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj |Xk)
∣

∣

+ ≥ ǫ,

where (a) follows from (121). Now, we will show that the condition in (152) implies at least one of (155) or (156).
We restate the condition in (152) below for quick reference.

I(Xi;XjX
′
iXk) + I(Xj ;X

′
iXk) ≥ |Ri − I(X ′

i;Xk)|+ + ǫ (157)

To show that (157) implies at least one of (155) or (156), we will do case analysis based on the value of Ŝ def
=

argmaxSg
S
Xi,Xj ,X′

i,Xk
(Ri, Rj , Ri), the set of maximizers of the expression gSXi,Xj ,X′

i,Xk
(Ri, Rj , Ri) in (155). Evalu-

ations of gS̃Xi,Xj ,X′
i,Xk

(Ri, Rj , Ri, Rj) under different values of S̃ are provided in Table 1. The table also gives the

implications when S̃ ∈ argmaxSg
S
Xi,Xj ,X′

i,Xk
(Ri, Rj , Ri) in the fourth column. For example, the 6 row considers the

case of {1, 3} ∈ argmaxSg
S
Xi,Xj ,X′

i,Xk
(Ri, Rj, Ri). Under this case, we have, for instance, g

{1,3}
Xi,Xj ,X′

i,Xk
(Ri, Rj , Ri) ≥

g
{1,2,3}
Xi,Xj ,X′

i,Xk
(Ri, Rj , Ri), i.e., Ri − I(Xi;XjXk) +Ri − I(X ′

i;XiXjXk) ≥ Rj − I(Xj ;Xk) +Ri − I(Xi;XjXk) +Ri −
I(X ′

i;XiXjXk). Hence, Rj ≤ I(Xj ;Xk). This implication is given in the fifth column of the table against the
“reason” 6 ≥ 8 where 8 is the row corresponding to S = {1, 2, 3}. The other implications are also easy to see from
the table. Instead of providing all the implications, the table only provide the ones which we will use in the proof of
(152).
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Case 1: S̃ ∈ Ŝ such that |S̃| ≤ 1 In this case, (155) holds as Ri, Rj ≥ ǫ.

Case 2: S̃ ∈ Ŝ such that |S̃| = 2 If {1, 2} ∈ Ŝ, then it can be seen from the expression of g
{1,2}
Xi,Xj ,X′

i,Xk
(Ri, Rj , Ri)

from Table 1 that (157) implies (155). If {1, 3} ∈ Ŝ, then Rj ≤ I(Xj ;Xk). This implies that the LHS of (156)
evaluates to

Ri +Rj − |Ri − I(Xi;XjXk)|+

which is at least ǫ because Rj ≥ ǫ. Thus, (156) holds. Similarly, when {2, 3} ∈ Ŝ, one can use the fact that
Ri ≤ I(Xi;Xk) and Ri ≥ ǫ to show that (156) holds.

Case 3: S̃ ∈ Ŝ such that |S̃| = 3 In this case, Ri ≥ I(X ′
i;Xk). Thus, conditions (157) and (155) are same. Thus,

(157) implies (155).

Index S̃ gS̃
Xi,Xj ,X

′
i
,Xk

(Ri, Rj , Ri)
Implications of

S̃ ∈ argmaxSg
S
Xi,Xj ,X

′
i
,Xk

(Ri, Rj , Ri)
reasons

1 ∅ 0

2 {1} Ri − I(Xi;XjX
′
iXk)

3 {2} Rj − I(Xj ;XiX
′
iXk)

4 {3} Ri − I(X′
i;XiXjXk)

5 {1, 2} Ri − I(Xi;X′
iXk) + Rj − I(Xj ;XiX′

iXk)

6 {1, 3} Ri − I(Xi;XjXk) + Ri − I(X′
i;XiXjXk) Rj ≤ I(Xj ;Xk) 6 ≥ 8

7 {2, 3} Rj − I(Xj ;XiXk) +Ri − I(X′
i;XiXjXk) Ri ≤ I(Xi;Xk) 7 ≥ 8

8 {1, 2, 3}
Ri − I(Xi;Xk) + Rj − I(Xj ;XiXk) + Ri −
I(X′

i;XiXjXk)
Ri ≥ I(X′

i;Xk) 8 ≥ 5

Table 1: Table showing different evaluations of maxS⊆{1,2,3} gS
Xi,Xj ,X

′
i
,Xk

(Ri, Rj , Ri) and their implications.

Now, we will now show (150). Its proof is very similar to the proof of (152). To show (150), we will first show
that

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

< exp
(

−nǫ

2

)

(158)

if any one of the following inequalities hold:

Ri +Rj − max
S⊆{1,2,3,4}

gSXi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) ≥ ǫ, (159)

Rj −
∣

∣

∣|Rj − I(Xj ;Xk)|+ + |Ri − I(X ′
i;Xk)|+ − I(Xj ;X

′
i|Xk)

∣

∣

∣

+

≥ ǫ, (160)

Rj −
∣

∣

∣
|Rj − I(Xj ;Xk)|+ +

∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+ − I(Xj ;X
′
j|Xk)

∣

∣

∣

+

≥ ǫ, (161)

Ri −
∣

∣

∣|Ri − I(Xi;Xk)|+ + |Ri − I(X ′
i;Xk)|+ − I(Xi;X

′
i|Xk)

∣

∣

∣

+

≥ ǫ, (162)

Ri −
∣

∣

∣|Ri − I(Xi;Xk)|+ +
∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+ − I(Xi;X
′
j |Xk)

∣

∣

∣

+

≥ ǫ, (163)

Ri +Rj −
∣

∣

∣|Ri − I(Xi;Xk)|+ + |Rj − I(Xj ;Xk)|+ − I(Xi;Xj|Xk)
∣

∣

∣

+

≥ ǫ. (164)

The fact that (159) implies (158) can be shown as follows:

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj ], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|
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≤ 1

NiNj
|{(r, s, u, v) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni]× [1 : Nj ] : u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

(a)

≤ exp

(

−n

(

Ri +Rj − max
S∈{1,2,3,4}

gSXi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj)− ǫ/2

))

≤ exp (−nǫ/2), if Ri +Rj − gSXi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) ≥ ǫ,

where (a) uses (129). Next we show that (160) implies (158).

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

≤ 1

NiNj
|{(r, s, u) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni] : (xjs,xiu,xk) ∈ T n

XjX
′
iXk

}|

=
1

NiNj
|{r ∈ [1 : Ni]} × {(s, u) ∈ [1 : Nj ]× [1 : Ni] : (xjs,xiu,xk) ∈ T n

XjX
′
iXk

}|

=
1

Nj
|{(s, u) ∈ [1 : Nj ]× [1 : Ni] : (xjs,xiu,xk) ∈ T n

XjX
′
iXk

}|

(a)

≤ exp

(

−n

(

Rj −
∣

∣

∣
|Rj − I(Xj ;Xk)|+ + |Ri − I(X ′

i;Xk)|+ − I(Xj ;X
′
i|Xk)

∣

∣

∣

+

− ǫ/2

))

≤ exp (−nǫ/2), if Rj −
∣

∣

∣
|Rj − I(Xj ;Xk)|+ + |Ri − I(X ′

i;Xk)|+ − I(Xj ;X
′
i|Xk)

∣

∣

∣

+

≥ ǫ.

Here (a) uses (122) with Xi replaced with X ′
i. The remaining conditions can also be obtained similarly. We can

show that (161) implies (158) by using (123) on the following upper bound.

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

≤ 1

NiNj
|{(r, s, v) ∈ [1 : Ni]× [1 : Nj ]× [1 : Nj ] : s 6= v (xjs,xjv,xk) ∈ T n

XjX
′
jXk

}|

=
1

Nj
|{(s, v) ∈ [1 : Nj ]× [1 : Nj ] : s 6= v (xjs,xjv,xk) ∈ T n

XjX
′
jXk

}|.

To show that (162) implies (158), we use the following upper bound and (122).

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

≤ 1

NiNj
|{(r, s, u) ∈ [1 : Ni]× [1 : Nj ]× [1 : Ni] : r 6= u (xir,xiu,xk) ∈ T n

XiX
′
iXk

}|

=
1

Ni
|{(r, u) ∈ [1 : Ni]× [1 : Ni] : r 6= u (xir,xiu,xk) ∈ T n

XiX
′
iXk

}|.

The condition (163) can be obtained similarly by using (122) (with Xj replaced with X ′
j) on the following upper

bound:

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

≤ 1

NiNj
|{(r, s, v) ∈ [1 : Ni]× [1 : Nj ]× [1 : Nj ] : (xir,xjv,xk) ∈ T n

XiX
′
jXk

}|

=
1

Ni
|{(r, v) ∈ [1 : Ni]× [1 : Nj ] : (xir,xjv,xk) ∈ T n

XiX
′
jXk

}|.
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For (164), we use (121) on the following upper bound:

1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj ] : ∃ (u, v) ∈ [1 : Ni]× [1 : Nj], u 6= r, v 6= s, (xir,xjs,xiu,xjv,xk) ∈ T n

XiXjX
′
iX

′
jXk

}|

≤ 1

NiNj
|{(r, s) ∈ [1 : Ni]× [1 : Nj] : (xir,xjs,xk) ∈ T n

XiXjXk
}|.

Now to show (150), we will show that the condition in (150) implies at least one of (159)-(163). We restate the
condition in (150) below for quick reference.

I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥

∣

∣

∣|Ri − I(X ′
i;Xk)|+ +

∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+ − I(X ′
i;X

′
j|Xk)

∣

∣

∣

+

+ ǫ. (165)

To show that (165) implies at least one of (159)-(163), we do a case analysis similar to the one in proof of (152).

The case analysis will be based on the value of Ŝ def
= argmaxSg

S
Xi,Xj ,X′

i,X
′
j ,Xk

(Ri, Rj, Ri, Rj), the set of maximiz-

ers of the expression gSXi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) in (159). For ease of reference, evaluations of the expression

gS̃Xi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) under different values of S̃ are given in Table 2. Table 2 is similar to Table 1. It

also gives the implications when S̃ ∈ argmaxS⊆{1,2,3,4}g
S
Xi,Xj ,X′

i,X
′
j ,Xk

(Ri, Rj , Ri, Rj) in the fourth column. For

example, the 9 -th row considers the case of {2, 3} ∈ argmaxSg
S
Xi,Xj ,X′

i,X
′
j ,Xk

(Ri, Rj , Ri, Rj). Under this case,

g
{2,3}
Xi,Xj ,X′

i,X
′
j ,Xk

(Ri, Rj , Ri, Rj) ≥ g
{1,2,3}
Xi,Xj ,X′

i,X
′
j ,Xk

(Ri, Rj , Ri, Rj), i.e, Rj−I(Xj;XiX
′
jXk)+Ri−I(X ′

i;XiXjX
′
jXk) ≥

Ri − I(Xi;X
′
jXk) +Rj − I(Xj ;XiX

′
jXk) +Ri − I(X ′

i;XiXjX
′
jXk). This implies that Ri ≤ I(Xi;X

′
jXk). It is given

in the fifth column of the table against the “reason” 9 ≥ 15 where 15 is the row corresponding to S = {1, 2, 3}.
The other implications can also be seen easily from the table.

Case 1: S̃ ∈ Ŝ such that |S̃| ≤ 1 For this case, substituting the expression of gS̃Xi,Xj ,X′
i,X

′
j ,Xk

(Ri, Rj , Ri, Rj) from

Table 2 and noting Ri, Rj ≥ ǫ, we see that (159) holds.

Case 2: S̃ ∈ Ŝ such that |S̃| = 2 We start with {1, 2} ∈ Ŝ. For this case, (159) evaluates to I(Xi;X
′
iX

′
jXk) +

I(Xi;X
′
iX

′
jXjXk) ≥ ǫ which is directly implied by (165). If {1, 3} ∈ Ŝ, we see from Table 2 that Rj ≤ I(Xj ;X

′
jXk),

Rj ≤ I(X ′
j ;XjXk) and Rj− I(Xj;Xk)+Rj− I(X ′

j;Xk)− I(Xj;X
′
j |Xk) ≤ 0. This implies that

∣

∣

∣ |Rj − I(Xj ;Xk)|++
∣

∣Rj − I(X ′
j ;Xk)

∣

∣

+

− I(Xj ;X
′
j|Xk)

∣

∣

∣

+

= 0. Thus, by noting that Rj ≥ ǫ, (161) holds. Similarly; if {1, 4} ∈ Ŝ, (160) holds; if {2, 3} ∈ Ŝ,
(163) holds; if {2, 4} ∈ Ŝ, (162) holds; and if {3, 4} ∈ Ŝ, (164) holds.

Case 3: S̃ ∈ Ŝ such that |S̃| = 3 If {2, 3, 4} ∈ Ŝ, from Table 2, Ri ≤ I(Xi;Xk). This implies that the LHS

of (164) is Ri + Rj − |Rj − I(Xj ;XiXk)|+ which is at least ǫ because Ri ≥ ǫ. Thus, (164) holds. Similarly, for

{1, 3, 4} ∈ Ŝ, Rj ≤ I(Xj ;Xk), which implies that (164) holds. If {1, 2, 4} ∈ Ŝ, from Table 2, Ri ≤ I(X ′
i;Xk) and

Rj ≥ I(X ′
j ;X

′
iXk). These imply that (165) evaluates to

I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥ Rj − I(X ′

j ;X
′
iXk) + ǫ.

Moreover, since {1, 2, 4} ∈ Ŝ,(159) evaluates to

Ri +Rj −
(

Ri − I(Xi;X
′
jXk) +Rj − I(Xj ;XiX

′
jXk) +Rj − I(X ′

j ;XiXjX
′
iXk)

)

≥ ǫ.
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It can be seen upon rearranging that (165) and (159) are the same. Thus, (165) implies (159). Similarly, for
S = {1, 2, 3}, (165) evaluates to

I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥ Ri − I(X ′

i;X
′
jXk) + ǫ.

which implies (159).
For S = {1, 2, 3}, Rj ≤ I(X ′

j ;Xk) and Ri ≥ I(X ′
i;X

′
jXk). This implies that (165) evaluates to

I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥ Ri − I(X ′

i;X
′
jXk) + ǫ.

and for S = {1, 2, 3},(159) evaluates to

Ri +Rj −
(

Ri − I(Xi;X
′
jXk) +Rj − I(Xj ;XiX

′
jXk) +Ri − I(X ′

i;XiXjX
′
jXk)

)

≥ ǫ.

It can be seen upon rearranging that the above two inequalities are the same. Thus, (165) implies (159) if {1, 2, 4} ∈ Ŝ.
Similarly, for S = {1, 2, 4}, (165) evaluates to

I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥ Rj − I(X ′

j ;X
′
iXk) + ǫ

which implies (159).

Case 4: S̃ ∈ Ŝ such that |S̃| = 4 For {1, 2, 3, 4} ∈ Ŝ, (165) evaluates to

I(Xi;XjX
′
iX

′
jXk) + I(Xj ;X

′
iX

′
jXk) ≥ Rj − I(X ′

j ;Xk) +Ri − I(X ′
i;X

′
jXk) + ǫ

and (159) evaluates to

Ri +Rj − 2Ri − 2Rj + I(X ′
j ;Xk) + I(X ′

i;X
′
jXk) + I(Xj ;X

′
iX

′
jXk) + I(Xi;XjX

′
iX

′
jXk) ≥ ǫ

which is same as (165). Thus, (165) implies (159).
Statement (151) can be proved similarly by using (121), (122), (124), (125) and (130), the equivalent statements

of (121)-(123) and (129) on replacing xjv, X
′
j and the corresponding rate Rj with xkw, X

′
k and the corresponding

rate Rk respectively. In fact, by making these replacements in the proof of (150), we obtain the proof of (151). Note
that the proof of (150) only depended on (121)-(123) and (129).

C Proof of Lemma 6

This appendix gives the proof of Lemma 6. We restate it here for completeness.

Lemma. For any Q1, . . . ,Qt ∈ A, t ∈ N and Q ⊆ [1 : k] such that Q = ∩t
i=1Qi, Pe,Q ≤∑t

i=1 Pe,Qi
.

Proof of Lemma 6.

Pe,Q = max
xQ

1

(
∏

j∈Qc Nj)

∑

mQc∈MQc

P ({φ(Y )Qc 6= mQc} |XQc = fQc(mQc),XQ = xQ)

= max
xQ

1

(
∏

j∈Qc Nj)

∑

mQc∈MQc

P
(

∪t
i=1

{

φ(Y )Qc
i
6= mQc

i

}

|XQc = fQc(mQc),XQ = xQ
)

(a)

≤ max
xQ

1

(
∏

j∈Qc Nj)

∑

mQc∈MQc

t
∑

i=1

P
({

φ(Y )Qc
i
6= mQc

i

}

|XQc = fQc(mQc),XQ = xQ
)
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Index S̃ gS̃
Xi,Xj ,X

′
i
,X′

j
,Xk

(Ri, Rj , Ri, Rj)
Implications of

S̃ ∈ argmaxSg
S
Xi,Xj,X

′
i
,X′

j
,Xk

(Ri, Rj , Ri, Rj) reasons

1 ∅ 0

2 {1} Ri − I(Xi;XjX′
iX

′
jXk)

3 {2} Rj − I(Xj ;XiX
′
iX

′
jXk)

4 {3} Ri − I(X′
i;XiXjX′

jXk)

5 {4} Rj − I(X′
j ;XiXjX′

iXk)

6 {1, 2} Ri − I(Xi;X′
iX

′
jXk) + Rj − I(Xj ;XiX′

iX
′
jXk)

7 {1, 3} Ri − I(Xi;XjX′
jXk) + Ri − I(X′

i;XiXjX′
jXk)

Rj ≤ I(Xj ;X′
jXk) 7 ≥ 15

Rj ≤ I(X′
j ;XjXk) 7 ≥ 13

Rj − I(Xj ;Xk) + Rj − I(X′
j ;XjXk) ≤ 0 7 ≥ 16

8 {1, 4} Ri − I(Xi;XjX
′
iXk) + Rj − I(X′

j ;XiXjX
′
iXk)

Rj ≤ I(Xj ;X
′
iXk) 8 ≥ 14

Ri ≤ I(X′
i;XjXk) 8 ≥ 13

Rj − I(Xj ;Xk) + Ri − I(X′
i;XjXk) ≤ 0 8 ≥ 16

9 {2, 3} Rj − I(Xj ;XiX′
jXk) + Ri − I(X′

i;XiXjX′
jXk)

Ri ≤ I(Xi;X′
jXk) 9 ≥ 15

Rj ≤ I(X′
j ;XiXk) 9 ≥ 12

Ri − I(Xi;Xk) +Rj − I(X′
j ;XiXk) ≤ 0 9 ≥ 16

10 {2, 4} Rj − I(Xj ;XiX′
iXk) + Rj − I(X′

j ;XiXjX′
iXk)

Ri ≤ I(Xi;X
′
iXk) 10 ≥ 14

Ri ≤ I(X′
i;XiXk) 10 ≥ 12

Ri − I(Xi;Xk) +Ri − I(X′
i;XiXk) ≤ 0 10 ≥ 16

11 {3, 4} Ri − I(X′
i;XiXjXk) + Rj − I(X′

j ;XiXjX
′
iXk)

Ri ≤ I(Xi;XjXk) 11 ≥ 13
Rj ≤ I(Xj ;XiXk) 11 ≥ 12
Ri − I(Xi;Xk) +Ri − I(Xj ;XiXk) ≤ 0 11 ≥ 16

12 {2, 3, 4}
Rj −I(Xj ;XiXk)+Ri −I(X′

i;XiXjXk)+Rj −
I(X′

j ;XiXjX′
iXk)

Ri ≤ I(Xi;Xk) 12 ≥ 16

13 {1, 3, 4}
Ri − I(Xi;XjXk)+Ri − I(X′

i;XiXjXk)+Rj −
I(X′

j ;XiXjX′
iXk)

Rj ≤ I(Xj ;Xk) 13 ≥ 16

14 {1, 2, 4}
Ri − I(Xi;X′

iXk) +Rj − I(Xj ;XiX′
iXk) Ri ≤ I(X′

i;Xk) 14 ≥ 16
+Rj − I(X′

j ;XiXjX′
iXk) Rj ≥ I(X′

j ;X
′
iXk) 14 ≥ 6

15 {1, 2, 3}
Ri − I(Xi;X

′
jXk) +Rj − I(Xj ;XiX

′
jXk) Rj ≤ I(X′

j ;Xk) 15 ≥ 16
+Ri − I(X′

i;XiXjX′
jXk) Ri ≥ I(X′

i;X
′
jXk) 15 ≥ 6

16 {1, 2, 3, 4}
Ri − I(Xi;Xk) + Rj − I(Xj ;XiXk) Ri ≥ I(X′

i;Xk) 16 ≥ 14
+Ri − I(X′

i;XiXjXk)+Rj − I(X′
j ;X

′
iXiXjXk) Rj ≥ I(X′

j ;Xk) 16 ≥ 15
Ri − I(X′

i;Xk) + Rj − I(X′
j ;X

′
i;Xk) ≥ 0 16 ≥ 6

Table 2: Table showing different evaluations of maxS⊆{1,2,3,4} gS
Xi,Xj ,X

′
i
,X′

j
,Xk

(Ri, Rj , Ri, Rj) and their implications.

=

t
∑

i=1

max
xQ

1

(
∏

j∈Qc Nj)

∑

mQc∈MQc

P
({

φ(Y )Qc
i
6= mQc

i

}

|XQc = fQc(mQc),XQ = xQ
)

(b)

≤
t
∑

i=1

max
xQi

1

(
∏

j∈Qc Nj)

∑

mQc∈MQc

P
({

φ(Y )Qc
i
6= mQc

i

}

|XQc
i
= fQc

i
(mQc

i
),XQi

= xQi

)

=

t
∑

i=1

max
xQi

1

(
∏

j∈Qc
i
Nj)

∑

mQc
i
∈MQc

i

P
({

φ(Y )Qc
i
6= mQc

i

}

|XQc
i
= fQc

i
(mQc

i
),XQi

= xQi

)

=

t
∑

i=1

Pe,Qi
,

where (a) follows from a union bound. To see (b) note that Q ⊆ Qi for any i ∈ [1 : t] and thus, the maximization is
over a larger set.
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Mi

mi

M̃i =
[

2nRi
]

X
n
i

Li

m̃i =Li(mi)

Gi

xi = Gi(Li(mi))

Y
n

y

M̃i

ΓQ
i

Λi

valid inner messages for Li

Mi

⊥

(a) Encoder Fi : Li ◦Gi (b) Pre-decoder φQ
i : ΓQ

i ◦ Λi

Figure 16: The encoders and pre-decoders for Theorem 7.

D Proof of achievability of Theorem 7

For the achievability, we will require the following theorem which gives the randomized coding capacity region of a
t-user AV-MAC WY |X1,...,Xt,S where Xi, i ∈ [1 : k] are the input alphabets and Y and S are the output and the
state alphabets respectively. The theorem can be proved along the lines of the two user result given in [8] and [30](
see [8, Remark IIA3]).

Theorem 13 (AV-MAC randomized capacity region for t-users). The randomized capacity region of the AV-MAC
WY |X1,...,Xt,S is the set of rate tuples such that

∑

j∈J
Rj ≤ min

q(s|u)
I(XJ ;Y |XJ c , S, U) for every J ⊆ [1 : t] (166)

for some joint distribution p(u)q(s|u)∏t
i=1 p(xi|u) with |U| ≤ t.

Proof (Achievability of Theorem 7). This proof is along the lines of the proof of Theorem 3. For each Q ∈ A, let
WQ be the |Qc|-user AV-MAC which corresponds to users in the set Q as adversary and the users in the set Qc as
the legitimate users. For users in Q, their combined input xQ and the product input alphabet ×i∈QXi correspond
to the adversarial state input and the state alphabet respectively. Let (R1, R2, . . . , Rk) be a rate tuple such that for
some p(u) · p(x1|u) · p(x2|u) · . . . · p(xk|u), the following conditions hold for all Q ∈ A and J ⊆ Qc,

∑

j∈J
Rj ≤ min

q(xQ|u)
I(XJ ;Y |X(Q∪J )c , U) (167)

where the mutual information above is evaluated using the joint distribution p(u)q(xQ|u)
∏

j∈J p(xj |u)W (y|xQ,xQc).
Here |U| ≤ k. Let ǫ > 0 be arbitrary and let n be large enough. Note that, by Theorem 13, the rate tuple RQc is
an achievable rate pair for the AVMAC WQ. For each i ∈ [1 : k], let M̃i = [1 : 2nRi ] and Mi = [1 : 2nRi/v] for the
largest integer v ≤ (k|A|)/ǫ. In the following, we show the existence of a randomized (2nR1/v, . . . , 2nRk/v, n) code
(F1, . . . , Fk, φ) with P rand

e no larger than ǫ, for sufficiently large n.

Code design Before describing the code, we describe the following maps which will help in describing the encoders
and the decoder (see Figure 16). For each user i, let Gi : M̃i → Xn

i be a randomized map such that it maps
mi ∈ M̃i to an n-length i.i.d. sequence Gi(mi) generated according to the distribution pi. The sequences Gi(m)
are independent across i ∈ [1 : k] and m ∈ Mi. The realization of Gi(mi) for all i ∈ [1 : k] and mi ∈ Mi is shared
with the decoder. For any Q ∈ A, consider the |Qc|-user AV-MAC WQ as described above. For each i ∈ Qc, if
we consider M̃i as the message set and Gi as the corresponding encoder, then this construction ensures that the
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random encoders Gi, i ∈ Qc are independent and their randomness is also private from the adversarial users in the
set Q. Thus, the joint distribution of the encoders Gi, i ∈ Qc (and the corresponding codewords) is the same as that
of the encoders of AV-MAC WQ in the direct part of [8, Theorem 1, Section III-C] (and its extension to a t-user
AV-MAC as in Theorem 13). For Gi, i ∈ Qc as encoders, let ΓQ denote the corresponding decoder for the AV-MAC
WQ in Theorem 13. Suppose (ΓQ

j , j ∈ Qc) := ΓQ where ΓQ
j : Yn → M̃i. For all ǫ > 0, by Theorem 13, there exists

a large enough n such that for all Q ∈ A, the code ((Gi, i ∈ Qc),ΓQ) has error probability no larger than ǫ/(k|A|).
We consider that n.

For each i ∈ [1 : k], the message set Mi is randomly embedded into the set M̃i as follows: We choose an arbitrary
partition of M̃i into |Mi| many disjoint equal-sized subsets (each subset size is v). Let us denote the partition by
Smi

, mi ∈ Mi where ∪mi∈Mi
Smi

= M̃i and Smi
∩ Sm′

i
= ∅ for all mi 6= m′

i, mi,m
′
i ∈ Mi. The size of each

Smi
, mi ∈ Mi is v (≤ k|A|/ǫ). The maps Li : Mi → M̃i and Λi : M̃i → Mi are the forward and reverse maps for

an injection from Mi to M̃i where, independently for each mi ∈ Mi, Li(mi) is chosen uniformly at random from
Smi

. Both the encoder maps Gi and Li are independent for i = 1, 2, . . . , k and are made available to the decoder as
the shared secret between user-i and the decoder, unknown to other users.

For the code of the byzantine-MAC, for each i ∈ [1 : k], the encoder map Fi : Mi → Xn
i is defined as Fi(mi) =

Gi(Li(mi)) for every mi ∈ Mi. For each Q ∈ A and i ∈ Qc, we define pre-decoder15

φQ
i (y) =

{

Λi(Γ
Q
i (y)) if ΓQ

i (y) ∈ Li(Mi),

⊥ otherwise.

The decoder φ : Yn → ×i∈[1:k]Mi outputs φ(y) = (m̂1, . . . , m̂k), where, for each i ∈ [1 : k] and Q ∈ A,

m̂i =















φQ
i (y) if |{φQ̃

i (y) : Q̃ ∈ A}| = 1 and φQ
i (y) 6= ⊥

φQ
i (y) if {φQ̃

i (y) : Q̃ ∈ A} = {ΦQ
i (y),⊥} where φQ

i (y) 6= ⊥
1 otherwise.

Error Analysis We first show that as long as the rate tuple (R1, R2, . . . , Rk) satisfy the rate constraints (167),
the following hold simultaneously for every honest user i which sends message mi ∈ Mi, potentially adversarial set
of users Q ∈ A with i /∈ Q and for channel output Y : (i) φQ

i (Y ) equals mi with probability at least 1− ǫ/(k|A|) if
users Q are indeed adversarial and (ii) φQ

i (Y ) either equals ⊥ or mi, with probability at least 1− ǫ/(k|A|), if users
Q are not adversarial. To this end, consider Q ∈ A and assume that the adversarial users (if any) are users in set Q
which send XQ as their potentially adversarial input to the channel. Suppose, for i ∈ Qc and mi ∈ Mi, user-i sends
Fi(mi). Let Y denote the channel output.

(i) First, consider the AV-MAC WQ. Recall that ΓQ
i (Y ) = Li(mi) with probability at least 1 − ǫ/(k|A|). Thus,

with probability at least 1 − ǫ/(k|A|), φQ
i (Y ) equals mi. This also holds for any Q̃ ⊂ Q, as we can think of

this as adversarial users Q where users in Q \ Q̃ send valid codewords.

(ii) Next, consider the AV-MAC W Q̃, for Q̃ ∈ A where Q̃ \Q 6= ∅. We would like to compute P
(

φQ̃
i (Y ) /∈ {mi,⊥}

)

where for i ∈ Qc, the probability is over Gi(Li(mi)), XQ and the channel.

P

(

φQ̃
i (Y ) /∈ {mi,⊥}

)

= P

(

ΓQ̃
i (Y ) ∈ Li(Mi \ {mi})

)

=
∑

m̃i∈M̃\Smi

P

(

ΓQ̃
i (Y ) = m̃i, m̃i ∈ Li(Mi \ {mi})

)

15In this notation φQ
i (y), we are suppressing the dependence of the pre-decoder (and later the decoder) on the randomness of the

encoders.

75



=
∑

m̃i∈M̃\Smi

P

(

ΓQ̃
i (Y ) = m̃i

)

P

(

m̃i ∈ Li(Mi \ {mi})
∣

∣ΓQ̃
i (Y ) = m̃i

)

(a)
=

∑

m̃i∈M̃\Smi

P

(

ΓQ̃
i (Y ) = m̃i

)

P (m̃i ∈ Li(Mi \ {mi}))

(b)
=

∑

m̃i∈M̃\Smi

P

(

ΓQ̃
i (Y ) = m̃i

)

· 1
v

≤ 1/v ≤ ǫ/(k|A|).

Here, (a) holds as ΓQ̃
i (Y ) |= Li(Mi \ {mi}). This is because Gi(Li(mi)) which produces Y is independent

of Li(Mi \ {mi}) and ΓQ̃
i |= Li(Mi \ {mi}) as ΓQ̃

i is a function of AV-MAC encoders Gi, i ∈ Q̃c which are

independent of Li. The equality (b) holds because for m̃i ∈ M̃ \ Smi
,

P (m̃i ∈ Li(Mi \ {mi}))
=

∑

m′
i∈Mi\{mi}

P (Li(m
′
i) = m̃i)

=
∑

m′
i∈Mi\{mi}

1{m̃i∈Sm′
i
} ·

1

v

= 1/v.

By taking union bound over all users and all Q ∈ A, with probability 1− ǫ, for each non-adversarial user i, at
least one of the decoders φQ

i , Q ∈ A outputs the true message while the other decoder outputs either the true
message or ⊥.

E Randomness reduction lemma

Lemma 14 (Randomness reduction). Suppose ǫ > 0. For large enough n, given any (N1, . . . , Nk, n) randomized
code (F[1:k], φ(F[1:k])) satisfying

P rand
e (PF[1:k]

, φ) < 2ǫ/2 − 1,

there exist n2 deterministic encoding maps fj,i, i ∈ [1 : n2] for each user j ∈ [1 : k] such that for every Q ∈ A, jQ ∈
[1 : n2]|Q|, xQ ∈ Xn

Q and the decoder φ,

1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

1

(
∏

i∈Qc Ni)

∑

mQc∈MQc

P
{(

φ(Y , fQ,jQ , fQc,jQc ) = m̂[1:k] such that m̂Qc 6= mQc

)

|XQc = fQc,jQc (mQc),XQ = xQ
}

< ǫ.

Here, fQ,jQ denotes (fi,ji : i ∈ Q).

Remark 4. Lemma 14 states that given a randomized code with a small probability of error (2ǫ/2 − 1), there exists
another randomized code of the same rate for all users which uses only 2 logn random bits at each user such that
the new code also has a small probability of error (ǫ).
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Proof. The proof follows along the lines of Jahn [8, Theorem 1], though there are significant differences because of the
byzantine nature of users. In particular, our result needs to incorporate the fact that a malicious user can maliciously

choose their encoding map to influence decoding. For each i ∈ [1 : K], let {Fij}n
2

j=1 be independent samples of

codebook Fi (also independent across i). This gives the set of codes
{

(Fij , φ(Fij)), i ∈ [1 : K], j ∈ [1 : n2], φ := φ
}

.
For every Q ∈ A, define eQ(fQ, fQc ,xQ) to be the error probability for fixed encoding maps fQ for the adversarial
users and fQc for the non-adversarial users and the channel inputs chosen by the adversarial users as xQ ∈ Xn

Q, i.e.,

eQ(fQ, fQc ,xQ)

:=
1

(
∏

i∈Qc Ni)

∑

mQc∈MQc

∑

y:φ(y,fQ,fQc )=m̂[1:k],
where m̂Qc 6=mQc

WY |XQcXQ
(y|fQc(mQc),xQ) .

Note that for jQ ∈ [1 : n2]|Q|, jQc ∈ [1 : n2]|Q
c|, eQ(FQ,jQ , FQc,jQc ,xQ), as a function of FQ,jQ and FQc,jQc is a

random variable. We wish to show that

lim
n→∞

P





1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

eQ(FQ,jQ , FQc,jQc ,xQ) ≥ ǫ for some Q ∈ A, jQ ∈ [1 : n2]|Q| and xQ ∈ Xn
Q



 = 0

Using a union bound over Q ∈ A, jQ ∈ [1 : n2]|Q|, and xQ ∈ Xn
Q, we have

P





1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

eQ(FQ,jQ , FQc,jQc ,xQ) ≥ ǫ for some Q ∈ A, jQ ∈ [1 : n2]|Q| and xQ ∈ Xn
Q





≤
∑

Q∈A,jQ∈[1:n2]|Q|,xQ∈Xn
Q

P





1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

eQ(FQ,jQ , FQc,jQc ,xQ) ≥ ǫ





Note that the summands in
∑

jQc∈[1:n2]|Qc| eQ(FQ,jQ , FQc,jQc ,xQ) are not necessarily independent. Hence, an

exponential concentration inequality cannot be directly argued. However, using a similar procedure as Jahn [8,
Theorem 1], we decompose this sum into parts that consist of summands that are conditionally independent given
the adversary’s choices.

To this end, let Σn2 := {τi : i ∈ [0 : n2 − 1]} be a set of permutations of {1, 2, . . . , n2} with

τi(j) = (i+ j)modn2 for all j ∈ [1 : n2].

Suppose |Q| = l for some l ∈ [1 : k]. For ease of notation, let Q = {1, 2, . . . , l}. Then,

1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

eQ(FQ,jQ , FQc,jQc ,xQ) =
1

(n2)k−l

∑

(jl+1,...,jk)∈[1:n2]k−l

eQ(FQ,jQ , FQc,jQc ,xQ)

=
1

(n2)k−l−1

∑

(σl+2,σl+3,...,σk)∈Σk−l−1

n2





1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,σl+2(j), . . . , Fk,σk(j)),xQ)



 .

Now,

P





1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

eQ(FQ,jQ , FQc,jQc ,xQ) ≥ ǫ




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= P







∑

(σl+2,σl+3,...,σk)∈Σk−l−1

n2





1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,σl+2(j), . . . , Fk,σk(j)),xQ)



 ≥ (n2)k−l−1ǫ







≤ P



∪(σl+2,σl+3,...,σk)∈Σk−l−1

n2







1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,σl+2(j), . . . , Fk,σk(j)),xQ) ≥ ǫ











≤
∑

(σl+2,σl+3,...,σk)∈Σk−l−1

n2

P







1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,σl+2(j), . . . , Fk,σk(j)),xQ) ≥ ǫ







.

We note that eQ(FQ,jQ , (Fl+1,j , Fl+2,σl+2(j), . . . , Fk,σk(j)),xQ) is identically distributed for all (σl+2, σl+3, . . . , σk) ∈
Σk−l−1

n2 . Thus,

∑

(σl+2,σl+3,...,σk)∈Σk−l−1

n2

P







1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,σl+2(j), . . . , Fk,σk(j)),xQ) ≥ ǫ







≤ (n2)k−l−1
P







1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,τ0(j), . . . , Fk,τ0(j)),xQ) ≥ ǫ







= (n2)k−l−1
P







1

n2

∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ) ≥ ǫ







= (n2)k−l−1
P







∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ) ≥ n2ǫ







= (n2)k−l−1
P







exp







∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ)







≥ exp
{

n2ǫ
}







(a)

≤ (n2)k−l−1 exp
{

−n2ǫ
}

E



exp







∑

j∈[n2]

eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ)











= (n2)k−l−1 exp
{

−n2ǫ
}

E





∏

j∈[n2]

exp {eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ)}





= (n2)k−l−1 exp
{

−n2ǫ
}

EFQ,jQ



E





∏

j∈[n2]

exp {eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ)}
∣

∣

∣

∣

∣

FQ,jQ









(b)
= (n2)k−l−1 exp

{

−n2ǫ
}

EFQ,jQ





∏

j∈[n2]

E

[

exp {eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ)}
∣

∣

∣

∣

∣

FQ,jQ

]





(c)
= (n2)k−l−1 exp

{

−n2ǫ
}

EFQ,jQ







E

[

exp {eQ(FQ,jQ , (Fl+1,1, Fl+2,1, . . . , Fk,1),xQ)}
∣

∣

∣

∣

∣

FQ,jQ

]n2







(d)

≤ (n2)k−l−1 exp
{

−n2ǫ
}

EFQ,jQ





(

1 + E

[

eQ(FQ,jQ , (Fl+1,1, Fl+2,1, . . . , Fk,1),xQ)

∣

∣

∣

∣

∣

FQ,jQ

])n2


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(e)

≤ (n2)k−l−1 exp
{

−n2ǫ
}

EFQ,jQ

[

(

1 + P rand
e

(

PF[1:k]
, φ
))n2

]

= (n2)k−l−1 exp
{

−n2ǫ
} (

1 + P rand
e

(

PF[1:k]
, φ
))n2

= exp

{

−n2

(

ǫ− log
(

1 + P rand
e (PF[1:k]

, φ))
)

− k − l − 1

n2
log(n2)

)}

where (a) follows from Markov’s inequality. (b), (c) and (d) hold because for each j ∈ [1 : n2], conditioned on
FQ,jQ , eQ(FQ,jQ , (Fl+1,j , Fl+2,j , . . . , Fk,j),xQ) are i.i.d. random variables taking values between 0 and 1 (recall that
2t ≤ 1 + t for t ∈ [0 : 1]). The inequality (e) follows from the definition of P rand

e (PF[1:k]
, φ)) by noting that for every

realization fQ ∈ FQ of FQ,jQ , E [eQ(fQ, (Fl+1,1, Fl+2,1, . . . , Fk,1),xQ)] ≤ P rand
e (PF[1:k]

, φ)). This implies that the

random variable E

[

eQ(FQ,jQ , (Fl+1,1, Fl+2,1, . . . , Fk,1),xQ)

∣

∣

∣

∣

∣

FQ,jQ

]

is upper bounded by P rand
e (PF[1:k]

, φ)). Thus,

P





1

(n2)|Qc|

∑

jQc∈[1:n2]|Qc|

eQ(FQ,jQ , FQc,jQc ,xQ) ≥ ǫ for some Q ∈ A, jQ ∈ [1 : n2]|Q| and xQ ∈ Xn
Q





(a)

≤ 2k(n2)k
∏

i∈[1:k]

|Xi|n exp
{

−n2

(

ǫ− log
(

1 + P rand
e (PF[1:k]

, φ))
)

− k − l − 1

n2
log(n2)

)}

→ 0 for enough n.

Here, (a) follows by recalling that P rand
e (PF[1:k]

, φ)) < 2ǫ/2 − 1 and thus, ǫ > 2 log
(

1 + P rand
e (PF[1:k]

, φ))
)

.

F Proof of Lemma 10

Proof of Lemma 10. This can be shown along the lines of the proof of [28, Theorem 12.11]. For ǫ > 0 and large
enough n, let (F[1:k], φ(F[1:k])) be an (N1, . . . , Nk, n) randomized code satisfying

P rand
e (PF[1:k]

, φ) < 2ǫ/2 − 1.

Applying Lemma 14 on this code, for each user j ∈ [1 : k], we obtain n2 deterministic encoding maps fj,i, i ∈ [1 : n2]
such that for every Q ∈ A, lQ ∈ [1 : n2]|Q|, xQ ∈ Xn

Q and the decoder φ,

1

(n2)|Qc|

∑

lQc∈[1:n2]|Qc|

1

(
∏

i∈Qc Ni)

∑

mQc∈MQc

P
{(

φ(Y , fQ,lQ , fQc,lQc ) = m̂[1:k] such that m̂Qc 6= mQc

)

|XQc = fQc,lQc (mQc),XQ = xQ
}

< ǫ. (168)

Further, since Ri > 0 is achievable for all i ∈ [1 : k], there exists an (n2, . . . , n2, kn) code (f̂[1:k], φ̂) where kn/n → 0
and

max
Q∈A

P rand
e,Q (f̂[1:k], φ̂) ≤ ǫ (169)

for large enough n. We choose sufficiently large n such that both (168) and (169) hold. For a vector sequence
s̃ ∈ Sn+kn for any alphabet S, we write s̃ = (ŝ, s), where ŝ denotes the first kn-length part of s̃ and s denotes
the last n-length part of the s̃. Let (f̃[1:k], φ̃) be a new (Ñ1, . . . , Ñk, ñ) code where ñ := kn + n, message set for

user-i, M̃i = [1 : Ñi] := {1, 2, . . . , n2} × [1 : Ni]. Further, for l ∈ [1 : n2],m ∈ [1 : Ni], let m̃ := (l,m). We define
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f̃i(m̃) = f̃i(l,m) := (f̂i(l), fi,l(m)). For ỹ = (ŷ,y), let φ̃(ỹ) := (l̂[1:k], φ(y, f[1:k],l̂[1:k]
)) where l̂[1:k] = φ̂(ŷ). Then, for

Q ∈ A,

P rand
e,Q (f̃[1:k], φ̃)

= max
(x̂Q,x

Q
)

∈X kn
Q ×Xn

Q

1

(
∏

i∈Qc Ñi)

∑

m̃Qc∈M̃Qc

P

(

{

φ̃(Ỹ ) = m′
[1:k] such that m′

Qc 6= m̃Qc

}

∣

∣

∣

∣

X̃Qc = f̃Qc(m̃Qc), X̃Q = (x̂Q,xQ)

)

≤ max
x̂Q,xQ

lQ

1

(n2)|Qc|(
∏

i∈Qc Ni)

∑

lQc∈[1:n2]|Qc|

∑

mQc∈MQc

P

(

{

φ̂(Ŷ ) = l̄[1:k] such that l̄Qc 6= lQc

}

∪
{

φ(Y , fQ,lQ , fQc,lQc ) = m̄[1:k] such that m̄Qc 6= mQc

}

∣

∣

∣

∣

(X̂Qc ,XQc) = (f̂Qc(lQc), fQc,lQc (mQc)), (X̂Q = x̂Q,XQ = xQ)

)

≤ max
x̂Q

1

(n2)|Qc|

∑

lQc∈[1:n2]|Qc|

P

(

{

φ̂(Ŷ ) = l̄[1:k] such that l̄Qc 6= lQc

}

∣

∣

∣

∣

X̂Qc = f̂Qc(lQc), X̂Q = x̂Q

)

+ max
xQ,lQ

1

(n2)|Qc|(
∏

i∈Qc Ni)

∑

lQc∈[1:n2]|Qc|

∑

mQc∈MQc

P

(

{

φ(Y , fQ,lQ , fQc,lQc ) = m̄[1:k] such that m̄Qc 6= mQc

}

∣

∣

∣

∣

XQc = fQc,lQc (mQc),XQ = xQ

)

(a)

≤ 2ǫ

where (a) follows from (168) and (169).

G Proof of Lemma 9

We first give the codebook which is given by Lemma 15 below. Its proof is along the lines of [10, Lemma 2]
and [22, Lemma 3] and is given later.

Lemma 15. For any ǫ > 0, large enough n, N ≥ exp(nǫ) and types Pi ∈ Pn
Xi

: i ∈ [1 : k], there exist codebooks
Ci, i ∈ [1 : k] for message sets Mi = [1 : N ], i ∈ [1 : k], whose codewords are of type Pi, i ∈ [1 : k] respectively
such that for every Q ∈ A such that |Q| < k16, xQ ∈ Xn

Q, T ⊆ Qc, J ⊆ Q, and joint type PXQcXQX′
T X′

J
∈

Pn
XQc×XQ×X ′

T ×X ′
J
, the following holds:

(a) If for any i ∈ Qc, I(Xi;XQc\{i}XQ) ≥ ǫ, then,

1

N |Qc| |{mQc ∈ MQc : (fQc(mQc),xQ) ∈ T n
XQcXQ

}| < exp {−nǫ/2} .

(b) If for any i ∈ Qc, I(Xi;XQc\{i}X
′
T X

′
JXQ) ≥ (|T |+ |J |)(1/n) log2 N + ǫ, then,

1

N |Qc| |{mQc ∈ MQc : ∃m′
J ∈ MJ , m′

T ∈ MT , m
′
i 6= mi, ∀i ∈ T , (fQc(mQc), fT (m

′
T ), fJ (m′

J ),xQ) ∈ T n
XQcX′

T X′
JXQ

}|

< exp {−nǫ/2} .
16Note that there are no decoding guarantees when all users are malicious, so we only consider the case when at least one user is honest.
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Proof of Lemma 9. For ǫ > 0 (fixed later), large enough n, N ≥ exp(nǫ) and types Pi ∈ Pn
Xi
, i ∈ [1 : k], such that

mini∈[1:k] minxi∈Xi
Pi > 0, consider the codebooks Ci, i ∈ [1 : k] for message sets Mi = [1 : N ], i ∈ [1 : k] as given by

Lemma 15. The rates of the codebooks Ri = R = log2(N)/n for some R ≥ ǫ. The decoder is given by Definition 10
for η satisfying Lemma 17. We will choose ǫ such that η > (2k + 1)(k + 1)ǫ.

Let Q ∈ A be the set of adversarial users who attack with input vector xQ ∈ Xn
Q. The probability of error is

given by

1

N |Qc|

∑

mQc

P ({y : φ(y) 6= (mQc ,mQ)for some mQ} |XQc = fQc(mQc),XQ = xQ) (170)

From the decoder definition (Definition 10), we know that if φ(y) = m̃[1:k] where mQc 6= m̃Qc , then y /∈ ∩i∈QcD(i)
mi ,

that is, y ∈ ∪i∈Qc(Di
m1

)c. Thus, (170) can be written as

1

N |Qc|

∑

mQc

P

({

y : y /∈ ∩i∈QcD(i)
mi

}

|XQc = fQc(mQc),XQ = xQ
)

≤
∑

i∈Qc

1

N |Qc|

∑

mQc

P

({

y : y /∈ D(i)
mi

}

|XQc = fQc(mQc),XQ = xQ
)

(171)

We will show that each term in (171) falls exponentially. It holds when for joint distribution PXQcXQ defined by
(fQc(mQc),xQ) ∈ T n

XQcXQ
, I(Xi;XQc\{i}XQ) ≥ ǫ for any i ∈ Qc. This is because for any j ∈ Qc,

1

N |Qc|

∑

mQc :(fQc (mQc ),xQ)∈Tn
XQcXQ

,

I(Xi;XQc\{i}XQ)≥ǫ for some i∈Qc

P

({

y : y /∈ D(j)
mj

}

|XQc = fQc(mQc),XQ = xQ
)

≤
∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)≥ǫ for some i∈Qc

1

N |Qc| |{mQc ∈ MQc : (fQc(mQc),xQ) ∈ T n
XQcXQ

}|

(a)
<

∑

PXQcXQ

exp {−nǫ/2}

→ 0

where (a) follows from Lemma 15(a). Thus, we can assume that I(Xi;XQc\{i}XQ) < ǫ for all i ∈ Qc. This implies
that

|Qc|ǫ >
∑

i∈Qc

I(Xi;XQc\{i}XQ)

≥D

(

PXQcXQ

∣

∣

∣

∣

∣

∣(
∏

i∈Qc

PXi
)PXQ

)

.

Under this case, for any j ∈ Qc,

1

N |Qc|

∑

mQc:(fQc (mQc ),xQ)∈Tn
XQcXQ

,

I(Xi;XQc\{i}XQ)<ǫ ∀ i∈Qc

P

({

y : y /∈ D(j)
mj

}

|XQc = fQc(mQc),XQ = xQ
)

(172)

≤
∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)<ǫ ∀ i∈Qc

1

N |Qc|

∑

mQc :

(fQc (mQc ),xQ)∈Tn
XQcXQ

∑

y∈Tn
Y |XQcXQ

(fQc (mQc ),xQ)

Wn(y|fQc(mQc),xQ)
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≤
∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)<ǫ ∀ i∈Qc

1

N |Qc|

∑

mQc :(fQc (mQc ),xQ)∈Tn
XQcXQ

exp
{

−nD
(

PXQcXQY

∣

∣

∣

∣

∣

∣PXQcXQW
)}

≤
∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)<ǫ ∀ i∈Qc

exp
{

−nD
(

PXQcXQY

∣

∣

∣

∣

∣

∣
PXQcXQW

)}

≤
∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)<ǫ ∀ i∈Qc

exp

{

−n

(

D

(

PXQcXQY

∣

∣

∣

∣

∣

∣(
∏

i∈Qc

PXi
)PXQW

)

−D

(

PXQcXQ

∣

∣

∣

∣

∣

∣(
∏

i∈Qc

PXi
)PXQ

))}

(173)

We will break (173) into two terms, first corresponding to joint distributions PXQcXQY for which

D
(

PXQcXQY

∣

∣

∣

∣

∣

∣(
∏

i∈Qc PXi
)PXQW

)

≥ η and second corresponding to joint distributions for which

D
(

PXQcXQY

∣

∣

∣

∣

∣

∣(
∏

i∈Qc PXi
)PXQW

)

< η. Let us start by considering PXQcXQY such that

D
(

PXQcXQY

∣

∣

∣

∣

∣

∣
(
∏

i∈Qc PXi
)PXQW

)

≥ η.

∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)<ǫ, ∀ i∈Qc,

D

(

PXQcXQY

∣

∣

∣

∣

∣

∣(
∏

i∈Qc PXi
)PXQ

W

)

≥η

exp

{

−n

(

D

(

PXQcXQY

∣

∣

∣

∣

∣

∣(
∏

i∈Qc

PXi
)PXQW

)

−D

(

PXQcXQ

∣

∣

∣

∣

∣

∣(
∏

i∈Qc

PXi
)PXQ

))}

≤
∑

PXQcXQ
:

I(Xi;XQc\{i}XQ)<ǫ ∀ i∈Qc

exp {−n (η − |Qc|ǫ)}

→ 0 for η > kǫ.

Now, we need to evaluate (173) for joint distributions PXQcXQY for which D
(

PXQcXQY

∣

∣

∣

∣

∣

∣(
∏

i∈Qc PXi
)PXQW

)

< η.

In this case, since decoding condition 1 holds, y /∈ D(j)
mj if decoding condition 2 fails. That is, there exist Q′ ∈ A,

not necessarily distinct from Q, a non-empty set T ⊆ (Q ∪ Q′)c with j ∈ T , x′
Q′ ∈ Xn

Q′ , m′
Q\Q′ ∈ MQ\Q′ ,

m′T ∈ MT such that m′
t 6= mt for all t ∈ T such that for the joint distribution PXQcXQX′

T X′
Q\Q′X

′
Q′Y defined by

(fQc(mQc),xQ, fT (m′
T ), fQ\Q′(m′

Q\Q′ ),x′
Q′ ,y) ∈ T n

XQcXQX′
T X′

Q\Q′X
′
Q′Y

,

D(PX′
T X′

Q\Q′XQc\(T ∪Q′)X
′
Q′Y ||(

∏

t∈T
PX′

t
)(

∏

j∈Q\Q′

PX′
j
)(

∏

l∈Qc\(T ∪Q′)

PXl
)PX′

Q′
W ) < η

and I(XQcY ;X ′
T X

′
Q\Q′ |XQ) ≥ η.

Let H := Qc \ (T ∪ Q′) and P1
XQcXQX′

T X′
Q\Q′X

′
Q′Y

be the set of distributions PXQcXQX′
T
X′

Q\Q′X
′
Q′Y

satisfying

D
(

PXQcXQY

∣

∣

∣

∣

∣

∣
(
∏

i∈Qc PXi
)PXQW

)

≤ η, D(PX′
T
,X′

Q\Q′ ,XH,X′
Q′ ,Y ||(

∏

t∈T PX′
t
)(
∏

j∈Q\Q′ PX′
j
)(
∏

l∈H PXl
)PX′

Q′
W ) <

η and I(XQcY ;X ′
T X

′
Q\Q′ |XQ) ≥ η. Using these definitions we see that, in this case, (172) is upper bounded by

∑

PXQcXQX′
T

X′
Q\Q′X

′
Q′Y

∈P1
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

1

N |Qc|

∣

∣

∣

{

mQc ∈ MQc : ∃m′
Q\Q′ ∈ MQ\Q′ , m′

T ∈ MT where m′
i 6= mi for all i ∈ T ,
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such that (fQc(mQc), fT (m
′
T ), fQ\Q′(m′

Q\Q′),xQ) ∈ T n
XQcX′

T X′
Q\Q′XQ

}∣

∣

∣

≤
∑

PXQcXQX′
T

X′
Q\Q′X

′
Q′Y

∈PXQcXQX′
T

X′
Q\Q′X

′
Q′Y

exp{−nǫ/2} → 0

if for any i ∈ Qc, I(Xi;XQc\{i}X
′
T X

′
Q\Q′XQ) ≥ (|T | + |(Q \ Q′)|)R + ǫ. This follows from the codebook property

Lemma 15(b). Thus, we only need to consider joint distributions for which I(Xi;XQc\{i}X
′
T X

′
Q\Q′XQ) < (|T | +

|(Q \ Q′)|)R + ǫ for all i ∈ Qc. This implies that I(XQc ;X ′
Q\Q′X ′

T |XQ) ≤ |Qc|((|T | + |(Q \ Q′)|)R + ǫ). This is

because I(XQc ;X ′
Q\Q′X ′

T |XQ) ≤
∑

i∈Qc I(Xi;X
′
Q\Q′X ′

T XQc\{i}|XQ).

Let P2
XQcXQX′

T X′
Q\Q′X

′
Q′Y

= {PXQcXQX′
T X′

Q\Q′X
′
Q′Y ∈ P1

XQcXQX′
T X′

Q\Q′X
′
Q′Y

: I(XQc ;X ′
Q\Q′X ′

T |XQ) ≤ |Qc|((|T |+
|(Q \ Q′)|)R+ ǫ)}. So, for any j ∈ Qc, it is sufficient to analyze the following:

∑

Q′∈A

∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

1

N |Qc|

∑

mQc :

(fQc (mQc ),xQ)∈Tn
XQcXQ

∑

y∈Tn
Y |XQcXQ

(fQc (mQc ),xQ)

y/∈D(j)
mj

Wn(y|fQc(mQc),xQ)

≤
∑

Q′∈A

∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

1

N |Qc|

∑

mQc :

(fQc (mQc ),xQ)∈Tn
XQcXQ

∑

m′
Q\Q′∈MQ\Q′ ,

m′
T ∈MT

(fQ\Q′ (m′
Q\Q′),fT (m′

T ))∈Tn

X′
Q\Q′X

′
T

|XQcXQ
(fQc (mQc ),xQ)

∑

y∈Tn

Y |XQcXQX′
Q\Q′X

′
T
(fQc (mQc ),xQ,fQ\Q′(m′

Q\Q′),fT (m′
T ))

Wn(y|fQc(mQc),xQ)

≤
∑

Q′∈A

∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

exp
{

n(|Q \ Q′|+ |T |)R − I(Y ;X ′
Q\Q′X ′

T |XQcXQ) + ǫ)
}

=
∑

Q′∈A

∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

exp
{

n(|Q \ Q′|+ |T |)R − I(XQcY ;X ′
Q\Q′X ′

T |XQ) + I(XQc ;X ′
Q\Q′X ′

T |XQ) + ǫ)
}

From the definitions of P2
XQcXQX′

T X′
Q\Q′X

′
Q′Y

and P1
XQcXQX′

T X′
Q\Q′X

′
Q′Y

, we not that I(XQcY ;X ′
Q\Q′X ′

T |XQ) ≥ η

and I(XQc ;X ′
Q\Q′X ′

T |XQ) ≤ |Qc|((|T |+ |(Q \ Q′)|)R + ǫ). This implies that

∑

Q′∈A

∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

exp
{

n(|Q \ Q′|+ |T |)R− I(XQcY ;X ′
Q\Q′X ′

T |XQ) + I(XQc ;X ′
Q\Q′X ′

T |XQ) + ǫ)
}

≤
∑

Q′∈A

∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

exp {n((|Q \ Q′|+ |T |)R − η + |Qc|((|T |+ |(Q \ Q′)|)R + ǫ) + ǫ)}

≤ 2k
∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

exp {n(kR− η + k(kR+ ǫ) + ǫ)}
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= 2k
∑

P
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

∈:

P2
XQcXQX′

T
X′

Q\Q′X
′
Q′Y

exp
{

n((k + k2)R− η + (k + 1)ǫ)
}

→ 0 for R <
η − (k + 1)ǫ

k + k2
.

Since η > (2k + 1)(k + 1)ǫ, η−(k+1)ǫ
k+k2 > 2ǫ. Thus, we can choose R between ǫ and 2ǫ.

Proof of Lemma 15. This proof is along the lines of [10, Lemma 2] and [22, Lemma 3]. We will generate the codebooks
by a random experiment. For any Q ∈ A, xQ ∈ Xn

Q and joint type PXQcX′
T X′

JXQ
∈ Pn

XQc×XT ×X ′
J×XQ

, we will

show that the probability that statement (b) does not hold, falls doubly exponentially in n. We will only analyze
statement (b) as choosing T = J = ∅ in (b)will also imply that the probability that (a) does not hold also falls
doubly exponentially. Since A, |Xn

Qc | and |Pn
XQc×XT ×X ′

J×XQ
| grow at most exponentially in n, a union bound will

imply the existence of codebooks satisfying (a) and (b). The proof will use [22, Lemma A1] which we restate here
for a quick reference.

Lemma 16. [22, Lemma A1] Let Z1, . . . ,ZN be arbitrary random variables, and let fj(Z1, . . . ,Zj) be arbitrary
with 0 ≤ fj ≤ 1, j ∈ 1, . . . , N . Then the condition

E [fj(Z1, . . . ,Zj)|Z1, . . . ,Zj−1] ≤ a, j ∈ [1 : N ],

implies that for any real number t,

P







1

N

N
∑

j=1

fj(Z1, . . . ,Zj) > t







≤ exp {−N (t− a log e)}.

Let T n
i , i ∈ [1 : k] denote the type class of Pi. We generate independent random codebooks for each user. The

codebook for user i ∈ [1 : k], denoted by Ci = (Xi,1,Xi,2, . . . ,Xi,N ), consists of independent random vectors each
distributed uniformly on T n

i . Fix Q ∈ A, xQ ∈ Xn
Q and a joint type PXQcX′

T
X′

J
XQ

such that for every i ∈ Qc,

PXi
= Pi, for t ∈ T , PX′

t
= Pt and for j ∈ J , PX′

j
= Pj and xQ ∈ T n

XQ
. We will analyze the probability that (b)

does not hold under the randomness of codebook generation process. Note that the bound in (b) is non-trivial only
when Qc 6= ∅. For any l ∈ Qc,

P

( 1

N |Qc| |{mQc ∈ MQc : ∃m′
T ∈ MT , m

′
i 6= mi for all i ∈ T , m′

J ∈ MJ ,

(XQc,mQc ,XT ,m′
T
,XJ ,m′

J
,xQ) ∈ T n

XQcX′
T X′

JXQ
}| > exp {−nǫ/2}

)

= P

(

∑

mQc\{l}∈MQc\{l}

1

N
|{ml ∈ Ml : ∃m′

T ∈ MT m′
i 6= mi for all i ∈ T , m′

J ∈ MJ ,

(XQc,mQc ,XT ,m′
T
,XJ ,m′

J
,xQ) ∈ T n

XQcX′
T X′

JXQ
}| > N |Qc|−1 exp {−nǫ/2}

)

≤
∑

mQc\{l}∈MQc\{l}

P

( 1

N
|{ml ∈ Ml : ∃m′

T ∈ MT m′
i 6= mi for all i ∈ T , m′

J ∈ MJ ,

(XQc,mQc ,XT ,m′
T
,XJ ,m′

J
,xQ) ∈ T n

XQcX′
T X′

JXQ
}| > exp {−nǫ/2}

)

≤
∑

mQc\{l}

∈MQc\{l}

(

∑

xQc\{l}

∈Tn
XQc\{l}|XQ

(xQ)

P
(

XQc\{l},mQc\{l}
= xQc\{l}

)

P

( 1

N
|{ml ∈ Ml : ∃m′

T ∈ MT , m
′
i 6= mi for all i ∈ T ,
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m′
J ∈ MJ : (Xl,ml

,xQc\{l},XT ,m′
T
,XJ ,m′

J
,xQ) ∈ T n

XQcX′
T X′

JXQ
}| > exp {−nǫ/2}

)

)

. (174)

To analyze this, we first consider the case when T 6= ∅. Recall that T ⊆ Qc. Without loss of generality, suppose
1 ∈ Qc ∩ T . Then for l = 1, we note that

P

( 1

N
|{m1 ∈ M1 : ∃m′

T ∈ MT , m
′
t 6= mt for all t ∈ T ,m′

J ∈ MJ ,

(X1,m1 ,xQc\{1},XT ,m′
T
,XJ ,m′

J
,xQ) ∈ T n

XQcX′
T X′

JXQ
}| > exp {−nǫ/2}

)

)

.

= P

( 1

N
|j ∈ M1 : ∃i < j, i ∈ M1,m

′
T \{1} ∈ MT \{1}, m

′
t 6= mt for all t ∈ T \ {1},m′

J ∈ MJ ,

((X1,j ,xQc\{1}), (X1,i,XT \{1},m′
T \{1}

),XJ ,m′
J
,xQ) ∈ T n

XQcX′
T X′

J XQ
}|

+
1

N
|j ∈ M1 : ∃i > j, i ∈ M1,m

′
T \{1} ∈ MT \{1}, m

′
t 6= mt for all t ∈ T \ {1},m′

J ∈ MJ ,

((X1,j ,xQc\{1}), (X1,i,XT \{1},m′
T \{1}

),XJ ,m′
J
,xQ) ∈ T n

XQcX′
T X′

J XQ
}| > exp {−nǫ/2}

)

)

.

≤ P

( 1

N
|j ∈ M1 : ∃i < j, i ∈ M1,m

′
T \{1} ∈ MT \{1}, m

′
t 6= mt for all t ∈ T \ {1},m′

J ∈ MJ ,

((X1,j ,xQc\{1}), (X1,i,XT \{1},m′
T \{1}

),XJ ,m′
J
,xQ) ∈ T n

XQcX′
T X′

J XQ
}| > 1

2
exp {−nǫ/2}

)

)

(175)

+ P

( 1

N
|j ∈ M1 : ∃i > j, i ∈ M1,m

′
T \{1} ∈ MT \{1}, m

′
t 6= mt for all t ∈ T \ {1},m′

J ∈ MJ ,

((X1,j ,xQc\{1}), (X1,i,XT \{1},m′
T \{1}

),XJ ,m′
J
,xQ) ∈ T n

XQcX′
T X′

J XQ
}| > 1

2
exp {−nǫ/2}

)

)

. (176)

We will now analyze (175) using Lemma 16. For j ∈ [1 : N ], let Zj = (X1,j , C[2:k]) where the codewords for

mQc\{i} are fixed to xQc\{1}. Let f
xQc\{1}

j (Z1, . . . ,Zj) be defined as

f
xQc\{1}

j (Z1, . . . ,Zj) = f
xQc\{1}

j ((X1,1, C[2:k]), . . . , (X1,j, C[2:k]))

=















1, if ∃ i < j, (m′
T \{1},m

′
J ) ∈ MT \{1} ×MJ such that ∀t ∈ T \ {1},m′

t 6= mt,

((X1,j ,xQc\{1}), (X1,i,X(T \{1},m′
T \{1}

)),X(J ,m′
J ),xQ) ∈ T n

XQcX′
T X′

JXQ
,

0, otherwise.

For t = 1
2 exp {−nǫ/2}, (175) can be written as





1

N

N
∑

j=1

f
xQc\{1}

j (Z1, . . . ,Zj) > t





We will compute a in Lemma 16.

E
[

f
xQc\{1}

j ((X1,1, C[2:k])), . . . , (X1,j , C[2:k]))|(X1,1, C[2:k]), . . . , (X1,(j−1), C[2:k])
]

≤
∑

i∈M1,i<j
(m′

T \{1},m
′
J )∈MT \{1}×MJ

m′
t 6=mt,t∈T \{1}

P

(

((X1,j ,xQc\{1}), (X1,i,X(T \{1},m′
T \{1}

)),X(J ,m′
J ),xQ) ∈ T n

XQcX′
T X′

JXQ
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∣

∣

∣(X1,1, C[2:k]), . . . , (X1,(j−1), C[2:k])
)

≤ N (|T |+|J |) exp {nH(X1|XQc\{1}X
′
T X

′
JXQ)}

(n+ 1)−|X1| exp {nH(X1)}
= (n+ 1)|X1| exp

{

n
(

(|T |+ |J |)(1/n) log2 N − I(X1;XQc\{1}X
′
T X

′
JXQ)

)}

Suppose I(X1;XQc\{1}X
′
T X

′
JXQ) > (|T |+ |J |)(1/n) log2 N + ǫ. Then, a = (n+ 1)|X1| exp {−nǫ}. Thus,





1

N

N
∑

j=1

f
xQc\{1}

j (Z1, . . . ,Zj) > t





≤ exp {−N (t− a log2 e)}

= exp

{

−N

(

1

2
exp {−nǫ/2} − (n+ 1)|X1| exp {−nǫ}

)}

≤ exp

{(

−1

2
exp {nǫ/2}+ (n+ 1)|X1|

)}

because N ≤ exp {nǫ} .

Thus, (175) falls doubly exponentially. Since (176) is symmetric to (175), we can obtain the same upper bound for
(176) as well. This implies that (174) falls doubly exponentially when T 6= ∅. Now, we consider the case when T = ∅.
In this case, in order to show that (174) falls doubly exponentially, we need to show that

P

( 1

N
|{ml ∈ Ml : ∃m′

J ∈ MJ , (Xl,ml
,xQc\{l},XJ ,m′

J
,xQ) ∈ T n

XQcX′
JXQ

}| > exp {−nǫ/2}
)

)

(177)

falls doubly exponentially. This can be shown in a similar manner as the previous case. Again, without loss of
generality, suppose l = 1. Let Zj = (X1,j , C[2:k]), j ∈ [1 : N ], where the codewords xQc\{1} corresponding to

messages mQc\{1} are fixed. Let g
xQc\{1}

j (Z1, . . . ,Zj) be defined as

g
xQc\{1}

j (Z1, . . . ,Zj) = g
xQc\{1}

j ((X1,1, C[2:k]) . . . , (X1,j , C[2:k]))

=

{

1, if ∃m′
J ∈ MJ such that ((X1,j ,xQc\{1}),X(J ,m′

J ),xQ) ∈ T n
XQcX′

JXQ
,

0, otherwise.

For t = exp {−nǫ/2}, (177) is

P

( 1

N

N
∑

j=1

g
xQc\{1}

j (Z1, . . . ,Zj) > t
)

.

Computing a,

E
[

g
xQc\{1}

j ((X1,1, C[2:k]) . . . , (X1,j , C[2:k]))|(X1,1, C[2:k]) . . . , (X1,(j−1), C[2:k])
]

≤
∑

m′
J∈MJ

P

(

((X1,j ,xQc\{1}),X(J ,m′
J ),xQ) ∈ T n

XQcX′
T X′

JXQ
|(X1,1, C[2:k]) . . . , (X1,(j−1), C[2:k])

)

≤ N |J | exp {nH(X1|XQc\{1}X
′
JXQ)}

(n+ 1)−|X1| exp {nH(X1)}
= (n+ 1)|X1| exp

{

n
(

(|J |)(1/n) log2 N − I(X1;XQc\{1}X
′
JXQ)

)}
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Suppose I(X1;XQc\{1}X
′
JXQ) > (|J |)(1/n) log2 N + ǫ. Then, a = (n+ 1)|X1| exp {−nǫ}. Thus,





1

N

N
∑

j=1

g
xQc\{1}

j (Z1, . . . ,Zj) > t





≤ exp {−N (t− a log2 e)}
= exp

{

−N
(

exp {−nǫ/2} − (n+ 1)|X1| exp {−nǫ}
)}

≤ exp
{

−
(

exp {nǫ/2}+ (n+ 1)|X1|
)}

which falls doubly exponentially.

Lemma 17. Suppose the Byzantine MAC (W,A) is not symmetrizable. Let Pi ∈ PXi
, i ∈ [1 : k] be distributions

such that Pi(xi) > 0, xi ∈ Xi, i ∈ [1 : k]. Let fi : Mi → T n
Xi

, i ∈ [1 : k] be some encoding maps. There exists a
choice of η > 0 such that if (m1,m2, . . . ,mk) 6= (m̃1, m̃2, . . . , m̃k), Dm1,m2,...,mk

∩ Dm̃1,m̃2,...,m̃k
= ∅.

Proof. Suppose for (m̂1, m̂2, . . . , m̂k) 6= (m̄1, m̄2, . . . , m̄k), there exists y ∈ Dm̂1,m̂2,...,m̂k
∩Dm̄1,m̄2,...,m̄k

. This implies

that there exists γ ∈ [1 : k] such that y ∈ D(γ)
m̂γ

∩ D(γ)
m̄γ

for m̂γ 6= m̄γ . Then, by the decoder definition, there exist

Q, Q̃ ∈ A, not necessarily distinct, with γ /∈ Q, Q̃; xQ ∈ Xn
Q, x̃Q̃ ∈ Xn

Q̃; mQc ∈ MQc ; m̃Q̃c ∈ MQ̃c with mγ = m̂γ

and m̃γ = m̄γ such that for T :=
{

i ∈ (Q∪ Q̃)c : mi 6= m̃i

}

(note that γ ∈ T ), and for the joint distributions

PXT XQ̃\QX′
(T ∪Q∪Q̃)c

XQY and PX̃T X̃Q\Q̃X′
(T ∪Q∪Q̃)c

X̃Q̃Y defined by

(fT (mT ), fQ̃\Q(mQ̃\Q), f(T ∪Q∪Q̃)c(m(T ∪Q∪Q̃)c),xQ,y) ∈ T n
XT XQ̃\QX′

(T ∪Q∪Q̃)c
XQY and

(fT (m̃T ), fQ\Q̃(m̃Q\Q̃), f(T ∪Q∪Q̃)c(m(T ∪Q∪Q̃)c), x̃Q̃,y) ∈ T n
X̃T X̃Q\Q̃X′

(T ∪Q∪Q̃)c
X̃Q̃Y

respectively, the following holds.

D






PXT XQ̃\QX′

(T ∪Q∪Q̃)cXQY

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

∏

i∈T
Pi

)





∏

j∈Q̃\Q

Pj











∏

l∈(T ∪Q∪Q̃)c
Pl






PXQW






< η, (178)

D






PX̃T X̃Q\Q̃X′

(T ∪Q∪Q̃)c X̃Q̃Y

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

∏

i∈T
Pi

)





∏

j∈Q\Q̃

Pj











∏

l∈(T ∪Q∪Q̃)c
Pl






PX̃Q̃

W






< η. (179)

Then, the decoding condition 2 implies that

I(XT XQ̃\QX
′
(T ∪Q∪Q̃)cY ; X̃T X̃Q\Q̃|XQ) < η, (180)

I(X̃T X̃Q\Q̃X
′
(T ∪Q∪Q̃)cY ;XT XQ̃\Q|X̃Q̃) < η. (181)

For ease of notation, let H := (T ∪ Q ∪ Q̃)c. From (179), by the chain rule of relative entropy, we get
D(PX̃T X̃Q\Q̃

||(∏i∈T Pi)(
∏

j∈Q\Q̃ Pj)) < η. Using this, (178) and (180), we get

3η > D(PXT XQ̃\QX′
HXQY ||(

∏

i∈T
Pi)(

∏

j∈Q̃\Q

Pj)(
∏

l∈H
Pl)PXQW ) +D(PX̃T ,X̃Q\Q̃

||(
∏

i∈T
Pi)(

∏

j∈Q\Q̃

Pj))

+ I(XT XQ̃\QX
′
HY ; X̃T X̃Q\Q̃|XQ)

= D(PXT XQ̃\QX′
HXQY ||(

∏

i∈T
Pi)(

∏

j∈Q̃\Q

Pj)(
∏

l∈H
Pl)PXQW ) +D(PX̃T ,X̃Q\Q̃

||(
∏

i∈T
Pi)(

∏

j∈Q\Q̃

Pj))
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+D(PXT XQ̃\QX′
HXQX̃T X̃Q\Q̃Y ||PX̃T X̃Q\Q̃

PXQ|X̃T X̃
Q\Q̃

PXT XQ̃\QX′
HY |XQ

)

= D



PXT XQ̃\QX′
HXQX̃T X̃Q\Q̃Y ||(

∏

i∈T
Pi)(

∏

j∈Q̃\Q

Pj)(
∏

l∈H
Pl)(

∏

i∈T
Pi)(

∏

j∈Q\Q̃

Pj)PXQ|X̃T X̃
Q\Q̃

WY |XT XQ̃\QX′
HXQ





(b)

≥ D



PXT XQ̃\QX′
HX̃T X̃Q\Q̃Y ||(

∏

i∈T
Pi)(

∏

j∈Q̃\Q

Pj)(
∏

l∈H
Pl)(

∏

i∈T
Pi)(

∏

j∈Q\Q̃

Pj)VY |XT XQ̃\QX′
HX̃T X̃Q\Q̃





where VY |XT XQ̃\QX′
HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃) =

∑

xQ

PXQ|X̃T X̃
Q\Q̃

(xQ|x̃T , x̃Q\Q̃)W (y|xT , xQ̃\Q, x
′
H, xQ),

and (b) follows from the chain rule of relative entropy. Using Pinsker’s inequality, it follows that

∑

xT ,xQ̃\Q,x′
H,x̃T ,x̃Q\Q̃,y

∣

∣

∣
PXT XQ̃\QX′

HX̃T X̃Q\Q̃Y (xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃, y)

− (
∏

i∈T
Pi(xi))(

∏

j∈Q̃\Q

Pj(xj))(
∏

l∈H
Pl(x

′
l))(
∏

i∈T
Pl(x̃l))(

∏

j∈Q\Q̃

Pj(x̃j))VY |XT XQ̃\QX′
HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃)

∣

∣

∣

≤ c
√

3η, (182)

where c is some positive constant. By a symmetric analysis, we can show that

∑

xT ,xQ̃\Q,x′
H,x̃T ,x̃Q\Q̃,y

∣

∣

∣PXT XQ̃\QX′
HX̃T X̃Q\Q̃Y (xT , xQ̃\Q, x

′
H, x̃T , x̃Q\Q̃, y)

− (
∏

i∈T
Pi(xi))(

∏

j∈Q̃\Q

Pj(xj))(
∏

l∈H
Pl(x

′
l))(
∏

i∈T
Pl(x̃l))(

∏

j∈Q\Q̃

Pj(x̃j))V
′
Y |XT XQ̃\QX′

HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃)

∣

∣

∣

≤ c
√

3η, (183)

for

V ′
Y |XT XQ̃\QX′

HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃) =

∑

x̃Q̃

PX̃Q̃|XT X
Q̃\Q

(x̃Q̃|xT , xQ̃\Q)W (y|x̃T , x̃Q\Q̃, x
′
H, x̃Q̃).

By (182) and (183),

∑

xT ,xQ̃\Q,x′
H,x̃T ,x̃Q\Q̃,y

(
∏

i∈T
Pi(xi))(

∏

j∈Q̃\Q

Pj(xj))(
∏

l∈H
Pl(x

′
l))(
∏

i∈T
Pl(x̃l))(

∏

j∈Q\Q̃

Pj(x̃j))

∣

∣

∣VY |XT XQ̃\QX′
HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃)− V ′

Y |XT XQ̃\QX′
HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃)

∣

∣

∣ ≤ 2c
√

3η.

This implies that for α := mini∈[1:k] minxi
Pi(xi) (note that α > 0),

max
xT ,xQ̃\Q,x′

H,x̃T ,x̃Q\Q̃,y

∣

∣

∣VY |XT XQ̃\QX′
HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃)

− V ′
Y |XT XQ̃\QX′

HX̃T X̃Q\Q̃
(y|xT , xQ̃\Q, x

′
H, x̃T , x̃Q\Q̃)

∣

∣

∣ ≤ 2c
√
3η

αj
(184)

for some integer j. Since (W,A) is not symmetrizable, there exist ζ > 0 such that

max
xT ,xQ̃\Q,x′

H,x̃T ,x̃Q\Q̃,y

∣

∣

∣

∑

xQ

PXQ|X̃T X̃Q\Q̃
(xQ|x̃T , x̃Q\Q̃)W (y|xT , xQ̃\Q, x

′
H, xQ)

88



−
∑

x̃Q̃

PX̃Q̃|XT XQ̃\Q
(x̃Q̃|xT , xQ̃\Q)W (y|x̃T , x̃Q\Q̃, x

′
H, x̃Q̃)

∣

∣

∣ > ζ.

That is

max
xT ,xQ̃\Q,x′

H,x̃T ,x̃Q\Q̃,y

∣

∣

∣
VY |XT XQ̃\QX′

HX̃T X̃Q\Q̃
(y|xT , xQ̃\Q, x

′
H, x̃T , x̃Q\Q̃)

− V ′
Y |XT XQ̃\QX′

HX̃T X̃Q\Q̃

(y|xT , xQ̃\Q, x
′
H, x̃T , x̃Q\Q̃)

∣

∣

∣
> ζ.

This contradicts (184) for choice of η and α satisfying 2c
√
3η

αj < ζ.

H Proof of the converse of Theorem 8

Proof. Suppose the given byzantine-MAC (W,A) is symmetrizable. Then, there exist T ⊆ [1 : k], Q,Q′ ∈ A, not
necessarily distinct, satisfying Q ∩ T = Q′ ∩ T = ∅, and a pair of conditional distributions PXQ|XT ∪(Q\Q′)

and

P ′
XQ′ |XT ∪(Q′\Q)

satisfying (185) below:

∑

x′
Q∈XQ

PXQ|XT ∪(Q\Q′)
(x′

Q|xT , xQ\Q′)W (y|x′
Q, x̃T , xQ′\Q, x(T ∪Q∪Q′)c)

=
∑

x̃Q′∈XQ′

P ′
XQ′ |XT ∪(Q′\Q)

(x̃Q′ |x̃T , xQ′\Q)W (y|x̃Q′ , xT , xQ\Q′ , x(T ∪Q∪Q′)c) (185)

for every y, xT , xQ\Q′ , x(T ∪Q∪Q′)c , x̃T and xQ′\Q. Let mT , m̃T ∈ M3 be such that mi 6= m̃i for all i ∈ T . We
consider two different scenarios in which users in set T send fT (mT ) and fT (m̃T ) respectively:

(i) In the first setting, users in the set Q are adversarial. They choose a message tuple MQ\Q′ ∼ Unif(MQ\Q′). Let
XQ\Q′ = fQ\Q′(MQ\Q′ ). To produce their input X ′Q,mT to the channel, they pass (fT (mT ),XQ\Q′) through
Pn
XQ|XT ∪(Q\Q′)

, the n-fold product of the channel PXQ|XT ∪(Q\Q′)
. Users in the set (T ∪Q)c, being non-adversarial,

send as their input to the channel X(T ∪Q)c = f(T ∪Q)c(M(T ∪Q)c), where M(T ∪Q)c ∼ Unif(M(T ∪Q)c). Users in
the set T send fT (m̃T ). The probability of any vector y under this scenario is

∑

x′
Q∈Xn

Q





1

|MQ\Q′ |
∑

mQ\Q′∈MQ\Q′

Pn
XQ|XT ∪(Q\Q′)

(x′
Q|fT (mT ), fQ\Q′(mQ\Q′ ))





1

|M(T ∪Q)c |
∑

m(T ∪Q)c∈M(T ∪Q)c

Wn
(

y|x′
Q, fT (m̃T ) , f(T ∪Q)c

(

m(T ∪Q)c
))

=
1

|MQ\Q′ | × |M(T ∪Q)c |
∑

mQ\Q′∈MQ\Q′

∑

m(T ∪Q)c∈M(T ∪Q)c

n
∏

t=1





∑

x′
Q,t

∈XQ

PXQ|XT ∪(Q\Q′)
(x′

Q,t|fT ,t(mT ), fQ\Q′,t(mQ\Q′))





W
(

yt|x′
Q,t, fT ,t (m̃T ) , f(T ∪Q)c,t

(

m(T ∪Q)c
))

=
1

|M(T ∪(Q∩Q′))c |
∑

m(T ∪(Q∩Q′))c∈M(T ∪(Q∩Q′))c

n
∏

t=1





∑

x′
Q,t∈XQ

PXQ|XT ∪(Q\Q′)
(x′

Q,t|fT ,t(mT ), fQ\Q′,t(mQ\Q′ ))





W
(

yt|x′
Q,t, fT ,t (m̃T ) , f(T ∪Q)c,t

(

m(T ∪Q)c
))

= EX′
Q,mT

[

eQ,T (y, m̃T ,X
′
Q,mT

)
]

. (186)
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where eQ,T (ȳ, m̄T ,xQ) denotes 1
|M(T ∪Q)c |

∑

m(T ∪Q)c∈M(T ∪Q)c
Wn

(

ȳ|xQ, fT (m̄T ) , f(T ∪Q)c
(

m(T ∪Q)c
))

for ȳ,

m̄T ∈ MT and xQ ∈ Xn
Q. The notation yt represents the tth component of the vector y and for any set S and

message tuple mS ∈ MS , fS,t(mS) and xS,t represents the |S|-length tuple containing the tth components of
the vectors in fS(mS) and xS respectively.

(ii) In the second setting, users in the set Q′ are adversarial. They choose a message tuple MQ′\Q ∼ Unif(MQ′\Q).

Let XQ′\Q = fQ′\Q(MQ′\Q). To produce their input X̃Q′,m̃T to the channel, they pass (fT (m̃T ),XQ\Q′)
through P ′n

XQ′ |XT ∪(Q′\Q)
, the n-fold product of the channel P ′

XQ′ |XT ∪(Q′\Q)
. Users in the set (T ∪ Q′)c, be-

ing non-adversarial, send X(T ∪Q′)c = f(T ∪Q′)c(M(T ∪Q′)c) as their input to the channel, where M(T ∪Q′)c ∼
Unif(M(T ∪Q′)c). Users in the set T send fT (mT ). The probability of any vector y under this scenario is

∑

x̃Q′∈Xn
Q′





1

|MQ′\Q|
∑

mQ′\Q∈MQ′\Q

P ′n
XQ′ |XT ∪(Q′\Q)

(x̃Q′ |fT (m̃T ), fQ′\Q(mQ′\Q))





1

|M(T ∪Q′)c |
∑

m(T ∪Q′)c∈M(T ∪Q′)c

Wn
(

y|x̃Q′ , fT (mT ) , f(T ∪Q′)c
(

m(T ∪Q′)c
))

=
1

|MQ′\Q| × |M(T ∪Q′)c |
∑

mQ′\Q∈MQ′\Q

∑

m(T ∪Q′)c∈M(T ∪Q′)c

n
∏

t=1

∑

x̃Q′,t∈XQ′

P ′
XQ′ |XT ∪(Q′\Q)

(x̃Q′,t|fT ,t(m̃T ), fQ′\Q,t(mQ′\Q))

W
(

yt|x̃Q′,t, fT ,t (mT ) , f(T ∪Q′)c,t

(

m(T ∪Q′)c
))

=
1

|M(T ∪(Q∩Q′))c |
∑

m(T ∪(Q∩Q′))c∈M(T ∪(Q∩Q′))c

n
∏

t=1

∑

x̃Q′,t∈XQ′

P ′
XQ′ |XT ∪(Q′\Q)

(x̃Q′,t|fT ,t(m̃T ), fQ′\Q,t(mQ′\Q))

W
(

yt|x̃Q′,t, fT ,t (mT ) , f(T ∪Q′)c,t

(

m(T ∪Q′)c
))

= EX̃Q′,m̃T

[

eQ′,T (y,mT , X̃Q′,m̃T )
]

(187)

where eQ′,T (ȳ, m̄T ,xQ′) denotes 1
|M(T ∪Q′)c |

∑

m(T ∪Q′)c∈M(T ∪Q′)c
Wn

(

ȳ|xQ′ , fT (m̄T ) , f(T ∪Q′)c
(

m(T ∪Q′)c
))

for

ȳ ∈ Yn, m̄T ∈ MT and xQ′ ∈ Xn
Q′ .

Note that

EX̃Q′,m̃T

[

eQ′,T (y,mT , X̃Q′,m̃T )
]

(188)

=
1

|M(T ∪(Q∩Q′))c |
∑

m(T ∪(Q∩Q′))c∈M(T ∪(Q∩Q′))c

n
∏

t=1

∑

x̃Q′,t∈XQ′

P ′
XQ′ |XT ∪(Q′\Q)

(x̃Q′,t|fT ,t(m̃T ), fQ′\Q,t(mQ′\Q))

Wn
(

yt|x̃Q′,t, fT ,t (mT ) , f(T ∪Q′)c,t

(

m(T ∪Q′)c
))

(a)
=

1

|M(T ∪(Q∩Q′))c |
∑

m(T ∪(Q∩Q′))c∈M(T ∪(Q∩Q′))c

n
∏

t=1

∑

x′
Q,t∈XQ

PXQ|XT ∪(Q\Q′)
(x′

Q,t|fT ,t(mT ), fQ\Q′,t(mQ\Q′))

Wn
(

yt|x′
Q,t, fT ,t (m̃T ) , f(T ∪Q)c,t

(

m(T ∪Q)c
))

= EX′
Q,mT

[

eQ,T (y, m̃T ,X
′
Q,mT

)
]

(189)

where (a) follows from (185).
Arguing along the lines of [22, (3.29) in page 187],

2Pe ≥
1

|MT |
∑

m̃T

∑

y:φ(y)T 6=m̃T

EX′
Q

[

eQ,T (y, m̃T ,X
′
Q)
]

+
1

|MT |
∑

mT

∑

y:φ(y)T 6=mT

EX̃Q′

[

eQ′,T (y,mT , X̃Q′)
]
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for any attack vectors X ′
Q and X̃Q′ . In particular, for the attack vectors 1

|MT |
∑

m̃T
X̃Q′,m̃T and 1

|MT |
∑

mT
X ′

Q,mT
,

2Pe ≥
1

|MT |2
∑

m̃T

∑

mT





∑

y:φ(y)T 6=m̃T

EX′
Q

[

eQ,T (y, m̃T ,X
′
Q,mT

)
]

+
∑

y:φ(y)T 6=mT

EX̃Q′

[

eQ′,T (y,mT , X̃Q′,m̃T )
]





(a)
=

1

|MT |2
∑

m̃T

∑

mT





∑

y:φ(y)T 6=m̃T

EX′
Q

[

eQ,T (y, m̃T ,X
′
Q,mT

)
]

+
∑

y:φ(y)T 6=mT

EX′
Q

[

eQ,T (y, m̃T ,X
′
Q,mT

)
]





where (a) follows from (189). For mT 6= m̃T , the term in brackets on the right is upper bounded by 1, otherwise it
is upper bounded by zero. Thus,

Pe ≥
|MT |(|MT | − 1)/2

2|MT |2
≥ 1

8
.

This completes the proof of the converse.
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