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Abstract—This paper reports on the autonomic nervous system
(ANS) changes and driving style modifications as a response to
incremental stressing level stimulation during simulated driving.
Fifteen subjects performed a driving simulation experiment con-
sisting of three driving sessions. Starting from a first session
where participants performed a steady motorway driving, the
experimental protocol includes two additional driving sessions
with incremental stress load. More specifically, the first stressing
load consists of randomly administering mechanical stimuli to the
vehicle during a steady motorway driving by means of a series of
sudden and unexpected skids, such as those produced by a strong
wind gust. These skids were supposed to produce in the driver
a given level of stress. In order to assess this mental workload,
dedicated psychological tests were performed. The second stress-
ing load implied an incremental psychological load, consisting
of a battery of time pressing arithmetical questions, added to
the mechanical stimuli. For the whole experimental session, the
driver’s physiological signals and the vehicle’s mechanical param-
eters were recorded and analyzed. In this paper, the ANS changes
were investigated in terms of heart rate variability, respiration
activity, and electrodermal response along with mechanical infor-
mation such as that coming from steering wheel angle corrections,
velocity changes, and time responses. Results are satisfactory and
promising. In particular, significant statistical differences were
found among the three driving sessions with an increasing stress
level both in ANS responses and mechanical parameter changes.
In addition, a good recognition of these sessions was carried out
by pattern classification algorithms achieving an accuracy greater
than 90%.

Index Terms—Electrodermal response (EDR), heart rate vari-
ability (HRV), respiration activity (RSP), simulated driving, stress
recognition, vehicle parameters.
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I. INTRODUCTION

THE EFFECT of the so-called stress has received great
interest from the scientific community during the last

decades. Even if a first definition of stress was done in 1936
by Selye [1], the research literature currently reflects wide and
divergent opinions concerning stress [2]. For the sake of clarity,
we adopted the first definition proposed by Selye, where stress
is considered an adaptation phenomenon as a response to an
external event. Here, we are interested in studying how the
driver response, in terms of autonomic nervous system (ANS),
changes and how driving style is modified by an incremental
stressing protocol. The literature has well noted how stress-
ing stimulation produces human response, which incorporates
physiological, cognitive, behavioral, and emotional dimensions
[3]. Starting from the findings in [4]–[7], which assert that each
individual has response components within a greater somato-
visceral response organization that directs resource allocation
based on situational circumstances, in this work we investigate
how the administered stressing stimuli can produce not only
ANS changes but also a modification of the driver behavior and
a variation of the driving style. Indeed, ANS activity has been
largely characterized by means of peripheral signals such as
heart rate variability (HRV) [8]–[13], respiration activity (RSP)
[14]–[16], and electrodermal response (EDR) [17], [18], and
since stress has been also one of the leading causes of cardiores-
piratory, gastrointestinal, dermatological, and neurological dis-
eases, we studied whether the same pattern of signals can be
considered as an indirect biomarker of stress. The mentioned
signals, in fact, can be easily and noninvasively monitored
in actual environments with wearable systems [19], [20] such
as sensorized t-shirts [5], [21], [22] and fabric gloves [23],
[24]. Here, an incremental stressing protocol was administered
by means of two stressors. More precisely, at the beginning,
a series of sudden and unexpected skids was applied to the
vehicle and, afterward, an additional psychological stressor,
i.e., a series of time-pressing arithmetical questions, was intro-
duced. In this paper, we propose an approach to automatically
recognize the two different stress-level phases, starting from a
baseline acquisition. The driving sessions were performed by
a complete driving simulator developed at University of Pisa
(UNIPI) [25], in which a 14-degree-of-freedom vehicle model
was implemented. A simulator host control station permitted to
alter in real time the vehicle dynamics and the driving scenario
by randomly inducing lateral skids during simulated drives.
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Moreover, subject driving style was inferred from longitudinal
speed and steering wheel angle of the vehicle. According to the
current state of the art, we studied the effect of the stressors
in terms of physiological and mechanical multidimensional
feature space. A statistical analysis was performed to detect the
most significant features, and afterward, an automatic classifi-
cation algorithm was trained in order to test whether the feature
patterns related to different stress levels are distinguished. The
underlying hypothesis was that by increasing the stress level,
the ANS patterns and the driving style change accordingly.
Moreover, in order to better investigate the sympathovagal
balance in the two different stress-level conditions, a detailed
analysis of the EDR parameters was carried out. EDR, indeed,
is strongly related to sympathetic activity [26], and reasonably,
it could be profitably exploited, in a future perspective, in actual
driving monitoring.

Section II reports evidences from the literature about how
stress can be interpreted and evaluated in several conditions. In
addition, the ambiguity of the stress definition over the years
was described as well, along with the relationship between
stress and mental workload, stress and attention, and stress and
ANS derived measures. In Section IV, the experimental proto-
col along with the psychological evaluation of the participants
is reported. In Section IV-B, the simulator prototype from the
University of Pisa used in this study is briefly presented and
described. Finally, in Section IV-C, the processing chain to
analyze physiological and vehicle parameters is described. The
processing techniques used to extract features from each me-
chanical and physiological signal are reported in Section IV-D.
The statistical analysis on feature distributions and the pattern
recognition strategy used to analyze the stressful driving ses-
sions can be found in Section IV-E. Section V presents the
obtained experimental results, and finally, Section VI reports on
the discussion and conclusion of this work, noting the impact
that such a study could have in stress management, particularly
in the specific automotive field.

II. BACKGROUND

The literature dealing with stress has noted not only the
strong ambiguity of the stress definition but also that there are
no psychological stressors in absolute and objective sense [2].
In this paper, we refer to the first stress definition given by Selye
[1]; therefore, the label stressor can be applied to any task that
requires mental and/or physical resources. It is widely accepted
that task demand triggers a psychological response such as
frustration, anxiety, or psychological discomfort [22], [27].
This response often contains both physiological and mental
components that compete for resources, acting as a secondary
workload factor drawing resources away from the primary
demand, devoting them instead to secondary psychological pro-
cesses. Stress involves several human aspects (e.g., behavioral
or emotional), and it is strongly dependent on the amount of
resources that can be recruited in a task demand. The resource
recruitment process that produces a behavioral response is
due to an arousal involvement in the activation process [28].
Several works in the literature define the attention process as a
reduction in resources focused on peripheral tasks, centralizing

their focus on main tasks [29]. Main and peripheral tasks appear
to depend on whichever stimulus the subject perceived as the
most salient [30]. This process can either enhance or reduce
performance, depending on the task and the situation [31].
Stress or workload can modify this process. Backs [32] mod-
eled physiological markers of workload (i.e., heart rate (HR)
and respiration period). Cacioppo and Tassinary addressed
the potential problems that exist in linking physiological and
other data together in causal relationships [33]. They caution
that when there is a relationship between a process or event
and a concomitant physiological change, there are numerous
possible causal explanations. Hancock et al. explored various
measurement methodologies of mental workload, supposing
that mental workload affects the activity of the central nervous
system [34]. Many researchers explored attentional workload
associated with driving a car. They found that under nonstress
conditions, driver attention was focused on objects unrelated to
the driving task 30%–50% of the time [35]. This finding may
provide some descriptive evidence of how drivers discard tasks
when cognitively overloaded; these results are not universal
across the research literature but do reflect most of the findings
[36]. Fernandez and Picard [37] characterized the stress during
driving by asking math questions with different velocities.
Healey and Picard [38] discriminated several stress levels by
processing the mentioned ANS signals during real driving,
relying on the fact that different stress levels could be linked
to different kinds of streets. Other studies were performed by
testing the effect of alcohol [39], sleep deprivation [40], or
cellphone conversation [41]. Matthews et al. in [42] also studied
drivers under various conditions of stress (increased workload
via a grammatical reasoning task using both visual and auditory
inputs). In this instance, drivers adapted to higher levels of
demand efficiently. Generally, mental task load resulted in inter-
nal distraction affecting the attentional process (e.g., for visual
stimuli, a reduction in the number of targets scanned has been
observed). Studies based on performance changes as a conse-
quence of lack of attention in car drivers, due to either abnormal
psychophysical conditions or distraction, have been carried out
often using the perception response time (PRT). PRT is usually
achieved by specific tests accomplished while driving [43].
Specifically, drivers’ fatigue and hypovigilance due to sleep
deprivation and/or alcohol assumption were investigated by a
braking response test [44], and driving capabilities in patients
with sleep apnea were assessed by a reaction test [45]. In addi-
tion, lateral skid tests have been employed in different ways,
focusing, in general, on the response to the steering wheel.
Methods and results of such tests are summarized in [46] and
[47], whereas a detailed analysis of several test parameters of a
lateral skid test due to a side gust has been investigated in [48].
A methodology to investigate a driver’s response and ability
was proposed in [25]. The driver’s attention has been widely in-
vestigated also by analyzing the driver performance in standard
driving conditions (i.e., without specific perception—response
tests). In these cases, the deviation of the driver’s behavior from
a target is typically assessed by the deviation of the longitudinal
speed, steering wheel angle, and lateral position of the car in
the lane [44], [49]. Finally, it is worth noting that physiological
signal analysis is not completely new in the stress evaluation,
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and some evidences have been already shown a good stress
characterization with the frequency-domain parameters of the
HRV [50]. Specifically, a significant increase in the LF/HF ratio
has been reported in healthy subjects undertaking stressful tasks
[51] and in patients with posttraumatic stress disorder [52].
The major reason of such an increase seems to be a reduction
in the parasympathetic activity [53]. Moreover, the EDR has
been integrated with a distributed wireless sensor network for
stress monitoring and detection [54], [55], and the major results
have been obtained when the EDR information was integrated
with the HRV one [56], [57]. As a matter of fact, in the stress
assessment for driving alertness, the HRV and the EDR have
been already used as physiological measures for such an as-
sessment [38], [58]. Moreover, latest research has been focused
on how an altered emotional state can affect driving style,
producing car accidents, and in this context, several groups
developed systems to monitor and control the driver affective
state. For example, Conjeti et al. [59] developed a safety-critical
wearable computer capable of monitoring the affective state
in drivers. In summary, they presented a perspective on the
system design requirements and tradeoffs, architectural aspects,
affective state diagnosis, and associated physiological signal
processing for wearable driver assistance systems. In addition,
Katsis et al. [60] developed a real-time wearable system for
remote monitoring emotional state of car-racing drivers. This
system, which is named the augmentation system for robust
emotional understanding, consisted of a wearable device and
a centralized unit. The system acquires selected biosignals,
preprocesses them, and transmits them wirelessly from the
subject site to the centralized system. Then, a tree-augmented
naive Bayesian classifier was used to classify euphoria and
dysphoria.

III. BEYOND THE STATE OF THE ART

In this paper, we propose a novel holistic approach to inves-
tigate about the driver behavior, implementing a multivariate
and multimodal methodology. In particular, we acquired both
the vehicle parameters and physiological response as well as
the psychological evaluation of each subject. Moreover, this
work aimed at verifying the hypothesis that the driving style
is altered as a consequence of a stressed-driver status. As a
matter of fact, here, we considered both the direct response to
the stimuli and signal acquired in a successive time window,
highlighting that the driving style and the physiological status
remain altered in the whole session and, in addition, that only
a differential analysis can appreciate this dynamics. Finally, we
showed that an intelligence engine can be trained to detect an
altered driver status with a high level of accuracy, sensitivity,
and specificity.

IV. MATERIALS AND METHODS

Here, we describe the experimental protocol along with the
driving simulator and the physiological acquisition system.
Moreover, the methodology of signal processing and pattern
recognition is reported.

Fig. 1. General block scheme of the experimental protocol timeline.

A. Experimental Protocol

Fifteen healthy volunteers, aged 30 ± 9, were asked to per-
form simulated driving with the UNIPI prototype [25]. All of
the enrolled participants underwent a psychological evaluation
for both trait and state. More specifically, psychological state
evaluation aimed at verifying whether the task induced a change
in psychological state and an increase of stress and anxiety.
Before starting the experimental session, the ZKPQ test was
administered to the volunteers. It represents a five-factor (Im-
pulsive Sensation Seeking, Neuroticism-Anxiety, Aggression-
Hostility, Sociability, and Activity) personality inventory. The
scope was to discard eventual subjects exhibiting disruptive
personality disorders. More specifically, we were particularly
interested in controlling the first two dimensions. The first is a
factor related to impulsivity and inhibition of actions and might
be a relevant confounding factor for driving skills. The latter
is a dimension involved in anxiety and emotional regulation
and dysregulation and might as well play a confounding role
in stressful situations. The aim was to exclude those subjects
who were significantly over the normative values of these
two dimensions. However, no subject exceeded the normative
thresholds; therefore, all were included in the study. The eval-
uation was performed asking participants to fill out the State-
Trait Anxiety Inventory, version Y1 (STAI-Y1) [61]. This is
a 20-item self-report scale measuring on a four-point Likert
scale the degree of state anxiety. Since it measures anxiety in
the present moment, it is often used to evaluate changes and
anxiety perception after emotional and stressful engaging tasks.
Currently, STAI-Y1 is widely used to assess changes in these
subjective emotions and to verify at a subjective level the effi-
cacy of the task in induce stress (e.g., [62]). Participants were
asked to fill out the questionnaire twice: right before and right
after the driving task. Our hypothesis was that the task in which
the volunteers were involved increased their stress level. This
assumption was assessed through changes in STAI-Y1 scores
occurred between pre- and post-task. In addition, trait evalua-
tion was performed as well. A trait can be thought of as a rel-
atively stable characteristic that causes individuals to behave in
certain ways. This evaluation was conducted to rule out the pos-
sible confounding effects of psychological traits on the stress
response evoked by the task. In particular, in order to verify the
general tendency to display an anxious emotion, the participants
were asked to fill out the State-Trait Anxiety Inventory, version
Y2 (STAI-Y2). The choice of simulated driving is justified
by the possibility of having more effective and reliable trials
decreasing the variability induced by real environments as sug-
gested in [63], by means of a driving simulator that has been al-
ready proved to accurately replicate real driving scenarios [64].
Moreover, it is worth noting that none of the subjects had ever
experienced simulated driving before, and nobody reported any
psychopathological events in life. The experimental protocol
was structured into the following five phases: training driving,
rest, normal driving, first-level stress driving, and second-level
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Fig. 2. Real-time vehicle model scheme and physiological system acquisition. Left top corner, physiological signal acquisition system and electrode placement
for ECG, EDR, and respiration signal. Right bottom corner, both steering control and sensitized pedals are shown. On the right image side, a scheme of the
real-time National Instrument acquisition system is presented.

stress driving (see Fig. 1). Along with all experimental sessions,
several signals such as electrocardiogram (ECG), RSP, and
EDR were continuously acquired. During the training phase,
the subject experienced for the first time the simulated environ-
ment and was free to drive with no constraints. Then, the subject
was asked to stop driving and keep the eyes closed at rest for
3 min while the car was still. This resting phase is aimed at
detecting the physiological baseline of each subject. Then, three
different driving sessions, where an incremental stress level
was induced on each participant, started. During the first driv-
ing session (named normal-driving), the participant performed
motorway driving, keeping a constant velocity of 100 km/h.
As a matter of fact, this phase constitutes the first slow and
continuous mechanical stimulation, without exogenous stress-
ing events. The second driving session (named first-level stress
session) was characterized by motorway driving during which a
set of unpredictable lateral strong skids was artificially imposed
to the car, by means of the host PC. Such a condition can occur
in reality with a strong gust of wind, which requires an imme-
diate reaction of the driver. Particularly, the controller superim-
posed a step in the lateral force with an amplitude of 10 kN
and a duration of 0.7 s. The driver was asked to react trying
to bring back the vehicle on its previous position on the lane
as soon and as stable as possible. In the third driving session
(named second-level stress session), a set of time-pressing
mathematical questions (i.e., addition, subtraction, multiplica-
tion, and division) [37] was added to the lateral skids. The scope
was to induce a mental load to the driver in order to verify
whether it could provoke an alteration of performances. Indeed,
mathematical questions are very widely used and validated tests
to induce a stressful response [65]–[67]. Reaction times were
estimated by means of a previously developed algorithm, whose
details can be found in [25], for evaluating possible differences

between first-level, second-level, and third-level stress sessions.
Moreover, during all of the driving sessions, the driver was also
asked to keep the car speed as constant as possible and as close
as possible to a target value (set to 100 km/h), while applied
lateral force was randomly induced, at least, once per minute,
but with an interstimulus interval no less than 30 s.

B. Driving Simulator

The system used during the driving tests is a fixed-base
driving simulator that reproduces a medium-size European car
with an automatic transmission. The driver interfaces are the
steering wheel, the throttle pedal, and the brake pedal. They
are installed into a real car cockpit chassis and are instru-
mented with rotational encoders (steering wheel) and linear
potentiometers (throttle and brake pedal). A brushless motor is
connected to the steering column and applies a resistant torque
to the steering wheel, whereas the pedals are endowed with
passive feedbacks. Moreover, encoders, potentiometers, and the
brushless motor are interfaced to the target PC, wherein the
vehicle model runs in real time (see Fig. 2). The driver perceives
the vehicle motion conditions by means of the front view, the
steering torque feedback, and the engine noise. The target PC
communicates via a local area network (LAN) the position and
the orientation of the car to the traffic generator PC wherein a
scenario reproducing a motorway environment of about 35 km
connected to an urban area is implemented. The driver’s front
view (see Fig. 3) is projected on a flat screen measuring about
2 m in width and 1.5 m in height. The driver’s visual field of
view results to be about 60◦. On the screen, together with the
road scenario, the car internal rearview mirror and a virtual
dashboard are also represented. The dashboard gives to the
driver information about the car speed and the engine speed.
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Fig. 3. Driver’s front view.

The image of the front view is refreshed with a mean frequency
of 30 Hz, which slightly changes depending on the effort of
the graphical software. Two additional computers are present
in the driving simulator room, which interact via a LAN with
the real-time simulation. The host PC manages and controls
the simulation running in the target PC by means of a specific
MATLAB toolbox (xPC Target). It receives and elaborates data,
and it imposes modifications to the real-time running model
(e.g., imposing steering, braking, etc.). The instructor station
PC lets the operator control the vehicle behavior in the graphical
scenario and succeeds in changing some environmental param-
eters, such as weather (rain, fog, etc.) and daylight. The vehicle
model was developed in MATLAB/Simulink environment, and
it is completely parametric, thus allowing for simulating several
vehicle types. It is made of several analytic and differential
blocks representing different vehicle subsystems (braking sys-
tems, engine, tires, steering system, etc.). The whole dynamic
system is analytically solved by using a solver with a fixed
step size of 2.5 ms (solver frequency: 400 Hz). The fixed step,
which is required for real-time applications, is about seven
times greater than the task execution time, i.e., the time required
by the target PC to solve a single time step, thus allowing for
real-time simulation. The driving simulator acquires in real time
and stores 60 signals concerning the vehicle motion condition
and the main vehicle subsystems at 100-Hz frequency.

C. Physiological and Mechanical Signal Acquisition

In this paper, three physiological signals (ECG, RSP, and
EDR) were simultaneously acquired by using the BIOPAC
MP150 with a sampling rate of 250 Hz for all of the signals.
Each signal was segmented in nonoverlapped time windows
whose length was in agreement with experimental protocol
phases.

1) ECG: We used the ECG100C electrocardiogram ampli-
fier from BIOPAC Inc., with a noise voltage of 0.1 μV (RMS) in
the bandwidth 0.05–35 Hz, a CMRR of 110 dB, a 16-bit ADC,
and an amplitude resolution of ±0.4 mV to record the D2 lead
ECG signal. Pregelled Ag/AgCl electrodes were placed follow-
ing the Einthoven triangle configuration. Electrode placement

is a crucial procedure to obtain reliable physiological measures
[68], [69]. It has been demonstrated that when the electrode
distance is more than 15 cm from the heart, they are considered
equidistant [70]. Accordingly, we used three electrodes placed
on the right arm, left arm, and left leg. One pair was selected
to record, and the other one was used as a ground. Electrodes
were all of silver–silver–chloride type with hydrogel spread
uniformly. Cables were not twisted on themselves.

ECG signal was used to extract the HRV [10], which reflects
the sympathetic-parasympathetic balance [71]. HRV refers to
the variation of the time interval between consecutive heart-
beats. The ECG was prefiltered through a moving-average
filter (MAF) in order to extract and subtract the baseline. The
frequency response of an M point MAF is expressed as follows:
|H[f ]| = sin(Mπf)/M sin(πf). Accordingly, we have chosen
M = 500, which corresponds to a duration of 2 s, in order
to obtain a cutoff frequency of 0.5 Hz, approximately. Since
HRV refers to the change of in HR over time, a QRS com-
plex detection algorithm was used. Automatic QRS detection
can be addressed using several methods, depending on the
characteristics of the specific ECG signal [72], e.g., signal-
to-noise ratio, signal power, and ECG leads. We adopted the
automatic algorithm developed by Pan–Tompkins [73]. This
algorithm allowed us to extract each QRS complex and to detect
the corresponding R-peak. Hence, the RR interval (tR−R) is
defined as the interval between two successive QRS complexes.
Nevertheless, not all of the RR intervals obtained by the au-
tomatic QRS detection algorithm were correct. Any technical
artifact (i.e., errors due to the R-peak detection algorithm) in
the RR interval time series may interfere with the analysis of
these signals. Therefore, an artifact correction was needed. In
this paper, we adopted a proper piecewise cubic spline inter-
polation method [74], [75]. In addition to the technical ones,
also physiological artifacts could be present in the analyzed RR
series. They include ectopic beats and arrhythmic events. We
manually checked for physiological artifacts, and only artifact-
free sections have been included in the analysis.

2) RSP: An RSP100C respiration amplifier was dedicated
to record the RSP, by using the piezoresistive sensor TSD201.
Since the piezoresistive sensor changes its electrical resis-
tance if stretched or shortened, it resulted to being directly
proportional to thoracic circumference variations [14]. It was
processed to detrend the baseline and reject the movement
artifacts. Baseline was obtained and removed by means of the
MAF technique as previously described for the ECG signal
treatment. In addition, the RSP was limited in the bandwidth
by using a tenth-order low-pass finite impulse response filter
with a cutoff frequency of 1 Hz approximated by Butterworth
polynomial.

3) EDR: EDR was acquired by a GSR100C amplifier
through two Ag/AgCl electrodes placed on the index and mid-
dle fingertips. EDR is counted as the ratio between an imposed
continuos voltage of 0.5 V between the two fingers and the
passing current, and it is referred to changes in the electrical
conductance of the skin, which are due to psychologically
induced sweat gland activity [76], [77] after a sympathetic
stimulation. Since EDR is a sweat gland activity measure and
is directly controlled by sympathetic nerve activity [17], [78], it
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is considered as an ideal way to monitor the ANS. EDR can be
acquired at the palmar and finger surface, because they are suit-
able anatomical sites of sweat eccrine glands. In the literature,
many studies have indicated that electrodermal changes are
associated to the arousal of the stimuli [79], [80]. Hereinafter,
we refer to the EDR measurement as skin conductance (SC). SC
is characterized by a tonic [i.e., SC level (SCL)] and a phasic
component [SC response (SCR)]. SCL is the slowly varying
baseline level of SC, and it is related to a person’s overall state,
whereas SCR is consider event related, and it comes up within
a predefined response window after a given stimulus (1–5 s)
[81]. When the interstimulus time interval is shorter than SCR
recovery time, consecutive SCRs can be overlapped. This issue
is one of the main problems in the SC analysis, because it
does not allow for a correct decomposition into the phasic and
tonic components. In this paper, we adopted a deconvolution
model, which allows directly estimating the sudomotor nerve
activity (SMNA) being the controller of the eccrine sweat gland
activity [82]. The SMNA shows an interstimulus time interval
shorter than SCR signal avoiding the overlapping problem.
Specifically, the SC is the result of a convolution model between
SMNA and the following biexponential impulse response func-
tion (IRF), which is named Bateman function [83]:

IRF (t) =
(
e−

t
τ1 − e−

t
τ2

)
· u(t) (1)

where u(t) is the stepwise function. The steepness of onset
and recovery is determined by time constants τ1 and τ2. The
Bateman function describes a bicompartment model of the dif-
fusion process of the sweat through the sweat ducts (first com-
partment) and the stratum corneum (second compartment) [84].

D. Mechanical and Physiological Features

1) Mechanical Features: Two groups of mechanical param-
eters can be extracted from the vehicle during the simulated
driving. The first refers to parameters calculated within a small
transient right after each lateral skid, which lasted for 5 s,
whereas the second group is estimated over periods between
two consecutive skids when the transient is over. Indeed, the
mean and standard deviation of the time windows, during which
the second group was computed, were of 43.36 ± 16.44 s. The
first class of features can be considered as short-time response
to a skid, whereas the second one are indexes of long-term
steady driving. In Fig. 4, a typical plot of the steering signal dur-
ing the lateral skid is presented, and the main detectable signal
attributes are highlighted. In detail, the following parameters
were considered:

• tr: reaction time, i.e., the time from the step of lateral force
to the first peak of the steering wheel angle;

• th: first response time, i.e., time from the first peak to the
second (negative) peak of the steering wheel signal;

• ta: ability time, i.e., time from the first reaction to the
end of maneuver, defined as the instant when the steering
wheel angle entries stable in a range (±5◦);

• δmax,1: first peak value of the steering wheel angle;
• δmax,2: second peak value of the steering wheel angle;

Fig. 4. Steering wheel angle and lateral force during the skid.

• AUC: total area under the curve of the steering wheel
signal from the beginning to the end of the maneuver;

• Nrsign: number of sign changes of the steering wheel
signal from the beginning to the end of the maneuver.

In steady driving conditions, the driver target consisted in
maintaining constant velocity while driving on a motorway
right lane. The steering wheel angle δA and the vehicle speed
VA were recorded. Then, concerning the steering angle, the
difference �S between the acquired signal δA and the ideal
target profile δT was computed, i.e.,

�S = | δA − δT |. (2)

The ideal target steering wheel angle was obtained for each
driver as the averaged steering wheel angle, over a properly
defined track length, of the order of 30 m. In the same way, the
difference �V between the acquired speed VA and the target
one VT , which was kept constant at 100 km/h along the whole
path, is defined as

�V (x, y) = | VA − VT |. (3)

The mean value and standard deviation of the steering wheel
angle difference �S and the speed difference �V were com-
puted over time periods between two consecutive skids. During
the reaction test, a previously developed specific tool [25],
consisting of a lateral skid response test that can occur with
a sudden loss of grip or a strong gust of wind, was performed.
All these parameters are typically calculated during the study
of simulated driving, as reported in [25], [44], and [49].

2) Physiological Features: Physiological features have
been extracted from ECG, RSP, and EDR. As the transient after
the skid stimulus is too short to calculate features from ECG
and RSP, they were extracted only in the time intervals between
two consecutive skids. EDR, instead, has two components that,
by definition, can be calculated in the 5-s transient intervals
(phasic) as well as during steady phases (tonic). Feature extrac-
tion methods were applied in the time and frequency domains
(statistics, geometrics). ECG, RSP, and tonic features were
computed in time windows having mean value and standard
deviation of 43.36 ± 16.44 s.

HRV [10] is related to the time intervals between heartbeats.
Several features were extracted in both time and frequency do-
mains. In the time domain, we extracted statistical parameters
and morphological indexes. Fixing a time window (NN), the
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extracted features were simple MNN and SDNN, which are
the mean value and the standard deviation of the NN intervals,
respectively; the root mean square of successive differences of
intervals and the number of successive differences of intervals,
which differ by more than 50 ms (pNN50% expressed as a
percentage of the total number of heartbeats analyzed). Mor-
phological or geometrical HRV analysis relies to a conversion
of the series of NN intervals into a geometric pattern such
as the sample density distribution of NN interval durations,
sample density distribution of differences between adjacent NN
intervals, and to analyze the variability by geometric and/or
graphics properties of the resulting pattern. Here, we propose
a triangular index. It is the integral of the density distribution
(the number of all NN intervals) divided by the maximum of
the density distribution. Triangular interpolation approximated
the NN interval histogram by linear functions, the baseline
width (expressed in seconds) of this approximation (base of the
triangle) is used as HRV index. Referring to features extracted
in the frequency domain, they were based on the power spectral
density (PSD) of the HRV. In this paper, we estimated the
PSD of HRV by using the autoregressive (AR) model, which
provided a better frequency resolution than the nonparametric
version. It is worth noting that transformations, in the frequency
domain, based on the Fourier transform technique result in not
being particularly suitable for analyzing nonstationary signals.
Considering HRV as an output process z(n) of a causal, all-
pole, discrete filter whose input is white noise, the AR method
of order p is expressed as

z(n) = −
p∑

k=1

a(k)z(n− k) + w(n) (4)

where a(k) are AR coefficients and w(n) is white noise of
variance equal to σ2. The AR(p) model is characterized by AR
parameters {a[1], a[2], . . . , a[p], σ2}. In this paper, we obtained
high resolution in frequency and a stable AR model by using
the Burg method, according to Akaike [85]. In the frequency
domain, three main spectral components were distinguished in
a spectrum calculated from short-term recordings: very low
frequency (VLF), low frequency (LF), and high frequency
(HF) components. It is well known, in the literature, that the
distribution of the spectral power gives an indication of the
ANS modulation. Current HRV research, in the frequency
domain, analysis suggests that even though the frequency band
division represents a unique and noninvasive tool for achieving
an assessment of the autonomic function, the only use of HF
and LF components are not able to precisely assess the state of
sympathetic activation. Therefore, in addition to VLF, LF, and
HF power, we also calculated the LF/HF ratio, which should
give information about the sympathovagal balance [86].

RSP signal is used to extract a group of features including
respiration rate (RSPR), mean and standard deviation of the first
(MFD and SDFD, respectively) and second derivative (MSD
and SDSD, respectively), i.e., variation of the respiration signal,
standard deviation of the breathing amplitude, and several other
statistical parameters. RSPR was achieved as the maximum
magnitude value of the frequency spectrum. Statistical param-
eters were calculated in order to characterize the differences

TABLE I
LIST OF MECHANICAL AND PHYSIOLOGICAL FEATURES

between inspiratory and expiratory phases. These parameters
included the maximum and the minimum value of breathing
amplitude and their difference. In addition, we measured the
asymmetries between the two respiratory phases by using high-
order statistics. In detail, we calculated the third-order statistics
(i.e., skewness), which takes into account the quantification of
the asymmetry of the probability distribution, and the fourth-
order statistics (i.e., kurtosis), which is a measure of the
“peakedness” of the probability distribution. Moreover, another
parameter was the standard error of the mean (SEM), which
was calculated as SEM = σ/

√
n, where σ is the standard

deviation, and n is the number of points within the window
W . Concerning features in the frequency domain, the spectral
power in the bandwidths 0–0.1 Hz, 0.1–0.2 Hz, 0.2–0.3 Hz, and
0.3–0.4 Hz was also calculated [87].

SC decomposition in its components was performed by
means of Ledalab 3.2.2. software package for MATLAB. The
signal was filtered by a low-pass zero-phase forward and re-
verse digital filter [88] with a cutoff frequency of 2 Hz. In detail,
SC data were described [82] as

SC = (DRIV ERtonic +DRIV ERphasic) ∗ IRF. (5)

The sum of the two driver functions, which represents the
SMNA, was achieved by a deconvolution between the acquired
SC and the Bateman function (IRF). The tonic and phasic driver
components in (5) were computed following the procedure
described in [89]. The phasic features were calculated within
a time window (response window) 5 s long after the stimulus
onset. After each unpredictable lateral strong skids was ex-
tracted, the number of SCRs within a response window (nSCR),
the latency of first SCR (Lat), the amplitude-sum of SCRs
(reconvolved from phasic driver peaks; AmpSum), the average
phasic driver activity (Mean.SCR; time integral over response
window by size of response window), the variance of the phasic
driver signal (Var.SCR), the phasic driver area under curve
(AUC.SCR), the max phasic driver amplitude (Max.SCR).
From the tonic driver signal were extracted features as the
average level of (decomposed) tonic component (Mean.Tonic),
the variance of the tonic driver signal (Var.Tonic), and the
number of the nonspecific response (i.e., the spontaneous SCR
unrelated to a specific stimulus; NSR). Table I reports all of the
mechanical and physiological features.
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Fig. 5. Statistical comparison of means of SC tonic among normal and
stressed driving sessions.

E. Pattern Recognition

A methodological approach based on machine learning has
been applied to the features extracted from the acquired signals
in order to distinguish among normal driving and first- and
second-level stress sessions. More specifically, two different
strategies have been adopted. First, we used all the mechanical
and physiological features; then, we reduced the data set using
a feature selection strategy based on uncorrelated statistical
significant features. Finally, as the SC is generally considered
strongly stimulus dependent, and being the only one that can be
calculated in the short time window and time intervals between
skids, we used only the SC features to discriminate the sessions.
In order to choose the best pattern recognition methodology,
we compared three different classifiers: nearest mean classifier
(NMC), multilayer perceptron (MLP), and k-nearest neighbor
(k-NN). Each classifier is representative of a specific pattern
recognition approach, i.e., NMC is based on a template match-
ing approach, MLP is based on a decision boundary construc-
tion approach, and finally, k-NN is based on a probabilistic
approach [90]. The NMC classifier showed the highest
accuracy. For the sake of brevity and clarity, we reported here
only the description and results relative to the NMC classifier.

1) NMC: NMC is a linear classification method based on
an analogous approach to the well-known nearest neighbor
rule (NN-rule). In the NN-rule, after the training phase of the
classifier, test data are classified in the class of the nearest
training sample, in terms of Euclidean distance, in feature
space. In the NMC, a new sample of the test set is recognized
to belong to that class whose mean has the minimum Euclidean
distance from the class itself. More specifically, considering
two classes, i.e., w1 and w2, NMC assigns unknown pattern x
(where x ∈ Rd, d is the dimension of the feature space), which
is a realization of a random vector X , to that class whose mean
is the nearest to the pattern x. The NMC discriminant function
for the two-class problem can be written as

g(x) =
∥∥∥x− x(2)

∥∥∥ −
∥∥∥x− x(1)

∥∥∥ + ln
P (w1)

P (w2)
(6)

where x(1) and x(2) are sample means of training sets L1 and
L2, and P (w1) and P (w2) are the prior probabilities of classes
w1 and w2, respectively. Since squared Euclidean distance ‖x−
y‖ = (x− y)(x− y)T for P (ω1) = P (ω2) = 1/2, the NMC
can be rewritten in its standard form as

g(x)=
(
x(1)−x(2)

)
xT − 1

2

(
x(1)−x(2)

)(
x(1)−x(2)

)T

. (7)

Fig. 6. Statistical comparison of LF/HF power of HRV among the three
driving sessions with Bonferroni correction.

Fig. 7. Statistical comparison of means of SC phasic response among normal
and stressed driving sessions.

The decision boundary of the NMC classifier is a hyperplane
that is a perpendicular bisector of the line between the sample
means of classes ω1 and ω2. After the training process, the
performance of the classification task was evaluated using the
confusion matrix. The generic element rij of the confusion
matrix indicates how many times in percentage a pattern be-
longing to class i was classified as belonging to class j. A
more diagonal confusion matrix corresponds to a higher degree
of classification. We performed a leave-one-subject-out cross-
validation procedure [91]. More specifically, we performed a
15-fold cross-validation where for each fold, the training set
was comprised of data coming from 14 subjects, and the test set
was comprised of the data coming from the remaining subject;
this procedure was iteratively repeated for all the subjects. At
the end of this process, results are summarized as mean and
standard deviation among the 15 confusion matrices.

V. EXPERIMENTAL RESULTS

Concerning the psychological evaluation results, the STAI-Y1
scores increased from 33.74 ± 3 before starting the task to
38.58 ± 8 after the task (p < 0.05, t-test for paired samples).
This result shows a significant increase in anxiety/stress level
induced by the task. None of the volunteers reported a STAI-Y2
score above the cutoff normative threshold for the scale as
provided by the Italian version of the scale [92]. The mechan-
ical and physiological features calculated in the small transient
after the lateral skid, as well as features computed in the
time intervals between consecutive lateral skid stimuli, were
considered in the analysis. For both of them, an intersubject
statistical analysis was carried out to test the null hypothesis
of having no statistical difference among the three driving
sessions (i.e., normal driving, first-level stress session, and
second-level stress session) by using a nonparametric test,
i.e., the Friedman test with the Bonferroni post-hoc correction
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TABLE II
LIST OF THE UNCORRELATED STATISTICALLY

SIGNIFICANT FEATURES (p < 0.05)

[93]. Each feature was compared by averaging the response
of each subject to the different stimuli in the same session
and applying the test to the obtained sample data. Concerning
the HRV analysis, all the features resulted to be statistically
different for at least one session out of three. As an example,
statistical comparison of LF/HF power of HRV among the
three driving sessions with Bonferroni correction is reported
in Fig. 6. Analogously, the respiratory signal showed a signif-
icant difference in the respiratory rate, power within the band
0.1–0.2 Hz, and skewness features in at least one session.
Finally, all of the features of the SC phasic components, relative
to the transients after skid, as well as SC tonic components
computed during steady driving were able to discriminate all
of the three driving sessions. As an example, Figs. 5–7 show an
increase of the sympathetic activity as the stressing level grows.
Moreover, many details on the sympathetic contribution of
EDR features can be found in [17]. Concerning the vehicle’s pa-
rameters, we found a statistical difference between the stressful
driving sessions only for features extracted in time windows be-
tween the skids that started after 5 s of the predefined response
window [25], i.e., speed and steering angle differences from
the ideal target profile. In Table II, the list of the uncorrelated
statistically significant features is reported. Given all of the
physiological parameters, we discriminated the three driving
sessions by evaluating the three following feature sets:

• α: all the features coming from the HRV, RSP, EDR (tonic
and phasic), and vehicle parameters;

• β: all the statistically significant features among the HRV,
RSP, EDR (tonic and phasic), and vehicle parameters;

• γ: all the EDR features (tonic and phasic).

In Table III, the complete feature set was used to an automatic
recognition of the three driving sessions by means of an NMC
classifier. Table IV shows results when only features with
significant differences among the three driving sessions are
used as input to the NMC classifier. Looking at the state of the
art and in view of future applications, the SCR seems to be the
most suitable biosignal for the stressed driving assessment. In
addition, such a signal could be acquired by means of a sen-

TABLE III
CONFUSION MATRIX OF THE NMC FOR THE THREE-CLASS PROBLEM

WITH ALL OF THE MECHANICAL AND PHYSIOLOGICAL FEATURES

TABLE IV
CONFUSION MATRIX OF THE NMC FOR THE THREE-CLASS

PROBLEM WITH ALL OF THE SIGNIFICANT FEATURES

TABLE V
CONFUSION MATRIX OF THE NMC FOR THE THREE-CLASS

PROBLEM WITH ALL OF THE EDR FEATURES

TABLE VI
NUMBER OF THE EXTRACTED CASES

sorized glove (see, e.g., [23]) or via ad hoc electrodes integrated
in the steering wheel, for instance. Therefore, the data set γ was
constituted by all of the features coming only from the tonic
and phasic SCR. The results in terms of the confusion matrix
for the three-class problems are reported in Table V. Moreover,
Table VI reports the number of the extracted cases along the
three driving conditions per mechanical and physiological sig-
nals, only statistically significant features and features extracted
only from the electrodermal response. Fig. 8 shows the overall
accuracy computed per subject for the three considered feature
sets, i.e., physiological and mechanical, statistically significant,
and EDR, respectively. Moreover, Table VII shows the sensiti-
vity, specificity, and accuracy of the classification over the three
data sets. Specifically, sensitivity, and specificity have been
computed for each class and are intended as true positive rate
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Fig. 8. Overall accuracy computed per subject for the three sets of features.

TABLE VII
SENSITIVITY, SPECIFICITY, AND ACCURACY OF THE THREE-CLASS

RECOGNITION PROCESS OVER THE THREE DIFFERENT DATA SETS

and true negative rate for that class, respectively. Accuracy is
calculated as the correct classifications of one class divided by
the number of classifications related to that class. In addition,
we also computed the overall accuracy, which is the overall
correctness of the model and corresponds to the sum of correct
classifications divided by the total number of classifications.

VI. CONCLUSION AND DISCUSSIONS

This study reports on how physiological signs (from human
subjects) as well as mechanical parameters (from the vehicle)
change when the level of stress increases during a simulated
driving. Fifteen healthy subjects volunteered to participate in
the experiment where one normal driving and two stress-level
conditions are simulated. The first level of stress is induced by
applying unpredictable skids to the vehicle, whereas the second
increased level of stress is obtained by administering to the
subjects a series of time-pressing mathematical questions, in
addition to the previous unpredictable skids. The hypothesis
behind the experiments is that when an incremental stress is
induced by external conditions, by means of mental and me-
chanical stimuli, subjects modify their sympathovagal balance
resulting in a change in driving performance with respect to
a normal driving style. Experiments were performed by using
a driving simulator, guaranteeing a more effective and reliable
experimental setup [63]. Standard features were extracted in
order to constitute an input data set for an effective data-

mining procedure (based on an NMC classifier model). Three
feature sets, namely, α, β, and γ, were composed by taking into
account all the features, all the statistical significant features
(see Table III), and all the EDR features, respectively. For each
data set, a three-class problem to discriminate the three driving
sessions was considered. The best result is obtained with the
data set β, i.e., considering all of the statistical significant and
uncorrelated parameters, with accuracy greater than 90%.

The discrimination results among the three driving sessions
are very promising even when only the EDR features (data
set γ) were taken into account. Our goal was to study the
human–machine interface when an increasing level of stress is
induced during a simulated driving. Psychological evaluation
revealed that the experimental task was able to significantly
increase the levels of subjective anxiety and stress in the
volunteers as measured by STAI-Y1. STAI-Y1 and subjective
evaluation of stress and anxiety levels are currently widely used
to evaluate the efficacy of stressful stimulating protocols. The
significant increase of the scores after the task allows us to
sustain that the experimental design induced stress. Moreover,
starting from an initial condition where unpredictable skids
can occur, additional mathematical questions were asked to
the subjects in order to further engage their mental resources
and increase the psychophysiological load. Comparing the two
configurations, we found that during the small transient after
the skid, the sympathovagal balance of the subjects is modified
in terms of the EDR phasic component, whereas the mechan-
ical parameters of the vehicle remain statistically unchanged.
During the time intervals between skids, in addition to the
change in the physiological signs of the subjects, we observed
also a statistical change in the vehicle behavior. Moreover, we
exploited these statistical findings, implementing a machine
learning method, based on an NMC classifier, showing accu-
racy greater than 90% when both mechanical and physiological
features are used. Finally, the EDR being the only signal that
can be studied during the transient as well as in the steady
driving and it being very sensitive to stimulus changes, we used
only the EDR features in the classifier, achieving satisfactory
and acceptable results. Accordingly, in the future, EDR signal
could be used as an indirect stress marker for real driving
applications. Real driving could benefit from the proposed
approach in order to detect incipient growing levels of stress
and alert the driver or activate safety measures of the vehicle,
thus reducing the risk of accidents or collisions. For example,
a pair of electrodes could be embedded into the steering wheel
to acquire the EDR, and systems based on ultrawideband [94],
[95] could be integrated into the seat to acquire ECG and RSP.
Alternatively, wearable monitoring systems could be directly
worn by the driver, although this latter solution could be uneasy
and awkward. The outcomes of this study show that by monitor-
ing the changes in the ANS, it is possible to indirectly evaluate
the driver stress level. Moreover, studies on integrated infor-
mation among physiological, psychological, and cognitive, by
mathematical models, for estimating driver workload revealed
that increasing the number of physiological inputs improves
the model performance [96], [97]. Naturalistic studies have
shown how increased driver workload is often due to the incom-
ing information from novel car systems that, even if provide
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helpful information, sometime produce stressing overlapping
phenomena that alter the driver status [98]. Results of these
studies could be integrated into a new generation of integrated
workload management driver assistance systems, allowing, e.g.,
a novel implementation of intelligent engines, where the phys-
iological and psychological driver status as well as the vehicle
status could be combined with information coming from the
external environment, such as traffic, weather, accidents, and so
on [99], [100]. In this view, these systems could play a relevant
role in driver safety control and maintenance.
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