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Abstract-Efficient neighbor discovery in vehicular ad hoc 
networks is crucial to a number of applications such as driving 
safety and data transmission. The main challenge is the high 
mobility of vehicles. In this paper, we proposed a new 
algorithm for quickly discovering neighbor node in such a 
dynamic environment. The proposed rapid discovery 
algorithm is based on a novel mobility prediction model using 
Kalman filter theory, where each vehicular node has a 
prediction model to predict its own and its neighbors’ mobility. 
This is achieved by considering the nodes’ temporal and 
spatial movement features. The prediction algorithm is 
reinforced with threshold triggered location broadcast 
messages, which will update the prediction model parameters, 
and improve the efficiency of neighbor discovery algorithm. 
Through extensive simulations, the accuracy, robustness, and 
efficiency properties of our proposed algorithm are 
demonstrated. Compared with other methods of neighbor 
discovery frequently used in HP-AODV, ARH and ROMSG, 
the proposed algorithm needs the least overheads and can 
reach the lowest neighbor error rate while improving the 
accuracy rate of neighbor discovery. In general, the 
comparative analysis of different neighbor discovery methods 
in routing protocol is obtained, which shows that the proposed 
solution performs better than HP-AODV, ARH and ROMSG. 
 
Keywords: VANET, neighbor discovery, mobility prediction, 
Kalman filter theory 

I. INTRODUCTION 
Several societal and technological trends underpin the rapid 
development of VANETs (Vehicular Ad Hoc Networks). On 
the one hand, there is an increase in vehicle ownership, 
especially in the developing world, and on the other hand, 
there is a technological maturity in both intelligent 
transportation and automated driving. VANETs are multi-hop 
systems that create temporary associations between mobile 
vehicle entities. The associated vehicles exchange information 
by wireless communication technology such as IEEE 802.11 
and DSRC (Dedicated Short Range Communication). 

Currently, lots of research has focused on dealing with the 
frequent change of vehicle network topology and the rapid 
movement of nodes in VANETs, with the aim to improve the 
communication performance between vehicles. Whilst, 
VANET inherits the general features from MANET (Mobile 
Ad Hoc Network), the rapid mobility of vehicles also 
generates a fast changing network topology and limits the link 
connection time. For any two nodes that are out of each 
other’s communication range, their communication has to go 
through a number of intermediate nodes via multi-hop 
connections. Particular application environments, such as: 

narrow roads, high density distribution of vehicles, or 
high-speed mobile vehicles, will directly affect the 
transmission performance of network information which 
includes the packet loss rate, end-to-end delay, network load 
and so on. This is further exasperated by the fading and 
shadowing properties of wireless channels. Therefore, the 
traditional transport layer protocols or routing protocols such 
as AODV, DSR, and OLSR in MANET, may lead to high 
packet loss or long end-to-end delay. 

Efficient vehicle neighbor discovery is one of the key 
issues in VANET. Nodes’ neighbor information is vital and it 
influences whether the nodes can be efficiently communicate 
with the entire network or not. MAC protocols [1] and routing 
protocols [2] all need the neighbor information within the 
scope of one hop. Neighbor discovery essentially refers to 
each vehicle keeping aware of its active neighbors 
dynamically at any time. Since vehicles move constantly over 
time, the neighbors of a vehicle may change from time to time. 
For a given vehicle, when another vehicle enters its 
communication range, it should perceive the joining of this 
new neighbor into this range. When one of its neighbors 
moves out of its communication range, it should be aware of 
the departure of this existing neighbor. The basic approach of 
neighbor discovery in VANET is to broadcast the hello 
message. On receiving a hello message that contains the states 
information of the transmitter vehicle, the receiver vehicle is 
able to be aware of the existence of the transmitter vehicle, 
which is now in its transmission range. 

To provide an accurate and efficient neighbor discovery, 
one of the most important performances is how accurate a 
vehicle can detect the changes of its neighbors. Neighbor 
discovery with too low accuracy may result in substantial 
problems, such as wastage in data forwarding caused by 
outdated neighbor information. However, to perform an 
efficient neighbor discovery in VANET is far from a trivial 
task. For example, if the wireless medium is shared among 
multiple mobile nodes, simultaneous transmissions may lead 
to packet collision or interference. Therefore, in a collision 
based multiple access system, mobile nodes must contend for 
the medium before it sends a probe message. Frequent 
broadcasts of probe messages in a congested network may 
lead to inefficiency of the neighbor discovery process. 
Furthermore, the number of neighbors of a vehicle is dynamic 
and there is no central control method for probe message 
transmission which can lead to a poor neighbor discovery 
performance. 

To address the aforementioned challenges and the shortfall 
in the reviewed solutions, this paper proposes an efficient 
neighbor discovery algorithm called KPND (Kalman 



Prediction-based Neighbor Discovery) for highly mobile 
vehicular ad hoc networks. The main novelty is that it 
combines the commonly used hello protocol and vehicular 
node mobility prediction based on Kalman filter theory [3] to 
improve the neighbor discovery performance. Each mobile 
node has a prediction model to predict its own and neighbors’ 
mobility according to their temporal and spatial movement 
features. Once the prediction algorithm reckons that the 
distance has passed a predefined threshold value, a hello 
message which contains the real state and location 
information of the node will be broadcasted. On receiving the 
broadcast message, the neighbors will update the 
corresponding model parameters of the prediction algorithm.  

Specifically, the main contributions of the paper are as 
follows: 1) The movement trajectory information is used to 
solve the problem of neighbor discovery; 2) KPND algorithm 
which integrates the Kalman filter-based prediction is 
proposed for neighbor discovery in VANETs; 3) Performance 
evaluation and quantitive comparison with existing 
representative algorithms are given, and 4) Different hello 
message protocols are explored with regard to the effects on 
routing performance. 

The rest of the paper is structured as follows. Section II 
discusses the related work. In Section III, the network model 
is given and the problem of neighbor discovery is formally 
stated. Kalman filter-based prediction model is given in 
Section IV. In Section V, the KPND algorithm is described in 
detail. The performance is evaluated by model-driven 
simulation in Section VI. Section VII gives the comparative 
analysis of KPND related to the effect on routing performance. 
Section VIII concludes this paper. 

II. RELATED WORK 
A large number of research efforts have been directed towards 
the problem of efficient neighbor discovery in wireless 
networks and various protocols have been proposed [4, 5]. 
These protocols typically fall into two categories: probabilistic 
and deterministic. 
Probabilistic Protocols: The best representative among 
probabilistic approaches is the family of birthday protocols [6, 
9]. In birthday protocols [6], a node uses a randomized 
strategy for nodes in a synchronous system to choose to 
transmit a discovery message in a slot independently and 
randomly. The authors proved that for a clique with n nodes, 
the optimal probability that a node transmits is 1/n. Vasudevan 
et al. proposed protocols for more realistic situations where 
the size of a clique is unknown to nodes [7,8]. Zeng et al. [9] 
further extended the results of [6] to the multi-packet 
reception situation where no collision occurs if and only if 
there are no more than k nodes transmitting simultaneously.  
By virtue of their probabilistic nature, these type of protocols 
support asymmetric duty cycles, but they suffer from 
aperiodic and unpredictable discovery, leading to unbounded 
worst-case latency. Birthday-based protocols also have 
another vital drawback [10], which may lead to a big 
probability of idle slot when the number of network node is 
immense. This is not applicable in realistic scenarios. Similar 
to birthday protocols, another type of probabilistic discovery 
algorithm is the ALOHA-like algorithm presented in [11]. In 
each slot, a node independently transmits a discovery message 
announcing its identification (ID) with probability px and 
listens with probability 1-px. A discovery is made in a given 
slot and only exactly one node transmits in that slot. For 
example, consider a network of three nodes aN , bN  and cN , 

which perform a probabilistic neighbor discovery algorithm. 
Time is divided into small time slot indexed 1, 2, 3,…. Define 
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Node aN  can successfully discover its neighbors bN  and 

cN  only when 1ax and 0 cb xx . Let the node 

transmission probability is 0.5. As illustrated in Fig. 1, it 

shows node aN can successfully discover its neighbor in slot 

4 and 7. The main drawback for this type algorithm is that 

neighbor nodes may experience a long delay before 

discovering each other. 
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0 1 1 0  0  1  0  1 0 …

1 0 1 0  1  1  0  0 1 …

          Fig. 1 Probabilistic neighbor discovery  
Deterministic Protocols: In deterministic protocols, on the 
other hand, each node transmits according to a predetermined 
transmission schedule that allows it to discover all its 
neighbors by a given time with certainty. In deterministic 
protocols, both the hello message and link layer feedback 
mechanisms [12] are frequently used. Compared with other 
link layer technology such as ACK packets [13], exchanging 
hello messages is more preferable. Many hello message 
schemes focus on discovering the dynamic network topology 
[14] or discovering live neighbors in an energy efficient 
manner [15], which requires all network nodes to 
continuously exchange hello messages. In the aforementioned 
traditional schemes no start/end condition is described [16]. 
This may waste precious communication bandwidth and cause 
unnecessary frequent transmissions in an on-demand routing 
protocol (e.g. AODV), where a new path is discovered 
through RREQ (route request) and RREP (route reply). For 
suppressing an unnecessarily high number of hello messages, 
two approaches were proposed [17]: a reactive protocol and 
event-based protocol. The reactive protocol enables hello 
messaging only when it is demanded using a hello 
request-reply mechanism, but this increases delay due to 
additional packet exchange before the main data 
communication. The event-based protocol enables only active 
nodes to broadcast hello messages based on a threshold called 
an activity timer. However, a threshold that is set too high 
rarely reduces the hello messaging overhead, whereas a low 
threshold results in local connectivity information loss. 

Some adaptive protocols have also been studied. Han et al 
[18] proposed an adaptive scheme, which exploits an average 
event interval to dynamically adjust hello message 
transmission intervals. In [19], a two-state protocol was 
presented, in which two different hello message frequencies 
were dynamically selected. In [20], the authors defined 
turnover ratio of the number of new neighbors to the total 
number of neighbors during a time period of t. The authors 
studied the optimal turnover ropt. They concluded that node 
velocity does not have any impact on ropt and the value of ropt 
is related only to hello message broadcast frequency and the 
communication radius. Then they suggested adjusting the 
hello message transmission rate towards the optimal value to 
discover all new neighbors. Based on this idea, TAP (Turnover 
base Adaptive Hello Protocol) was presented. Turnover is 



checked periodically every time when hello message is 
transmitted. The hello message rate is immediately adjusted 
by certain modification formula that takes current turnover 
and optimal turnover as inputs. 

Another state-of-the-art deterministic protocol is called 
Searchlight [21], which achieves higher efficiency by 
leveraging on a constant offset between periodic active slots. 
A generic hello message protocol for neighbor discovery was 
proposed in [22]. However, it is only suitable for the static 
network due to the lack of consideration for node mobility. In 
[23], the authors described a protocol for neighbor discovery 
in MANETs, where a node can establish communication links 
with other nodes, only when it enters a particular region of the 
network and stays there for a sufficient long time. In [24], 
ENS was proposed for neighbor sensing. With ENS, time is 
divided into frames with time slots. In every frame, each 
vehicle performs a randomized broadcast of probe messages.   
In [25], the authors addressed the problem of neighborhood 
discovery by proposing a novel mobility prediction based 
hello message protocol, named ARH (Autoregressive Hello 
protocol). Each node n samples its position at regular intervals 
and computes two associated time series, respectively for its 
moving direction and velocity. However, the above mobility 
model for neighbor discovery is not suitable for vehicular 
networks, because of vehicular high-speed mobility. 

III. NETWORK MODEL 
In order to establish an effective and reliable mobility model 
for neighbor discovery of vehicular networks, it is imperative 
to develop a network model which considers the unique 
characteristics of the VANET. Based on this model, the 
problem for neighbor discovery is mathematically defined and 
described. 

A. Network model 
We consider a VANET with N vehicles, denoted by a set N: {1, 
2..., |N|}, moving along the roads at its own will. The speed of 
vehicle is following a uniform distribution in [0, Vmax], where 
Vmax is the maximum speed limited on the road. Each vehicle 
is equipped with a GPS device that provides instant state of 
the vehicle. The states of vehicle i at time t constitute a 
four-tuple, si(t):<id, v, p, t>, representing the vehicle 
identification, velocity (vxt and vyt), position (x and y 
coordinates), and timestamp. Each vehicle is equipped with an 
OBU (Onboard Unit) device for wireless communications. 
Two vehicles can communicate with each other when their 
distance is less than the transmission range and they are 
neighbors to each other. For the entertainment application or 
other data sharing applications, it is assume that every mobile 
node always has data to be transmitted and possesses the same 
packet generating rate.  

B. Problem statement 
Consider any two vehicles i and j∈N. Let t1 be the start time 
that j becomes a neighbor of i and t2 is the end time of this 
neighbor relationship, i.e. vehicle j leaves i’s transmission 
range at time t2. An efficient neighbor discovery algorithm is 
highly desirable that it introduces communication overhead 
and computation overhead as little as possible to detect the 
neighbor as accurate as it is in time period (t1, t2). At any time 
t, let N(i) is the set of actual neighbors of a node i and N’(i) 
the set of neighbors detected to i, then the problem is formally 
stated: 
Definition 1 The problem of neighbor discovery in VANETs 
is to find a discovery algorithm with the objectives of 
maximizing the detection accuracy and minimizing the false 
detection as in (1) and (2) with introducing communication 
overhead as little as possible.  
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where )('\)( iNiN and )(\)(' iNiN are the neighbors of node i 

have not been detected and the false neighbors have detected 
to node i, respectively.   

IV. KALMAN FILTER MODEL 
It is necessary to correctly and promptly predict the node 
mobility of VANET for the efficient neighbor discovery. In 
this section, the Kalman filter model is proposed to describe 
the relationship between the current and future states. 
Accordingly, the Kalman prediction algorithm is developed 
based on the two-step prediction process. 

A. Overview of Kalman filter model 
A Kalman filter [26, 27] is an efficient recursive filter that 
estimates the state of a linear dynamic system from a series of 
noisy measurements. The filter is essentially a set of 
mathematical equations and state space models that 
implements a predictor-corrector type estimator. The main 
target of Kalman filter is to solve a set of mathematical 
equations for the unknown state vectors in an optimal method 
that minimizes the estimated error covariance. 
   There are two important vectors, state vector and 
measurement vector, included in Kalman filter. Let Xt be the 
state vector, which is the minimal set of data to describe the 
dynamic behavior of the network system. In other words, the 
state is the least amount of data about the past behavior of the 
system that is needed to predict its future behavior. The 
measurement vector is a measurement at time t. The Kalman 
filter uses two equations: the process equation and the 
measurement equation. The process equation is used to predict 
the state of the system which is defined as 

tttt wXAX 1                     (3) 

where At is a state transition matrix at time t. The process 
noise tw is Gaussian distribution with zero mean and a 

covariance matrix Q which can be obtained by empirical 
analysis [28]. The measurement equation is defined as: 

tttt uXHZ            (4) 

where Zt is the measurement vector at time t. The parameter 
Ht is the measurement matrix. The measurement noise ut is 
assumed to be a Gaussian distribution with zero mean and a 
covariance matrix R. Similar to Q, the parameter R can be 
obtained by empirical analysis. 
 

B. Kalman prediction 
In Kalman prediction, the estimated state of one previous step 
is required to predict the current state. The state of the filter at 
time t is represented by four variables: 


tX̂ : The predicted value based on the previous step estimated 

state. 

tX̂ : The estimated state obtained in the update step. 

'tP : The predicted covariance matrix based on the previous 

step estimated covariance matrix. 

tP : The estimated covariance matrix obtained in the update 

step. 
The algorithm works in a two-step process: prediction step 

and update step. 
1. Prediction step 
1) One-step ahead prediction of the state  
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
  ttt XAX          (5) 

2) Predicted covariance matrix 

QAPAP T
tttt  1'           (6)  

2. Update step 

Firstly, compute the two values as follows: 
1) Measurement residual 

 tttt XHZy ˆ~                         (7) 

2) Optimal Kalman gain 
1)'('  RHPHHPK T

ttt
T
ttt             (8) 

Then update the two filter variables -ˆ
tX and 'tP  using the 

measurement residual and the optimal Kalman gain. 

1) Update the estimate state of 
tX̂ with the measurement 

vector of Zt 

tttt yKXX ~ˆˆ                          (9) 

2) Update the estimated covariance matrix  

')( tttt PHKIP                          (10) 

So after the two steps, the prediction of the next state is 

completed and the optimal estimate value tX̂ of tX  is 

computed by considering the measurement uncertainty and 

process noise. Then the optimal estimate value will be used in 

the next iterative prediction step (Eq. (5)), rather than using 

the observed value. It is verified to be more accurate to use

tX̂ for prediction in the next step [29]. 

V. KALMAN PREDICTION-BASED NEIGHBOR 
DISCOVERY ALGORITHM 

Considering the vehicles’ mobility in VANET, we present a 
novel neighbor discovery algorithm KPND (Kalman 
Prediction-based Neighbor Discovery). In KPND, time 
domain is partitioned into slots of equal length. Every mobile 
node has the same time partition. They can obtain their own 
geographic location including the value and direction of speed 
by using GPS devices. Each node has the same 
communication range and a unique identifier to distinguish 
with each other. They perform the mobility prediction 
according to temporal and spatial features based on the 
Kalman filter model. 
A. KPND overview 
Fig. 2 depicts the flow chart of the neighbor discovery 

algorithm KPND, which is divided two processes: Kalman 

filter based mobility predication and neighbor discovery.  

When a node is added into the network, it will generate a 
state vector T

yttxttt vyvxX ),,,( , where xt and yt represent the x and 

y coordinates of the location of vehicle at the beginning of 

time slot t, respectively. The parameters vxt and vyt represent 

the speed of a vehicle along the x-axis and y-axis, respectively. 

At time slot t, node n predicts the next step state vector at time 

slot t+1 for itself 
1

ˆ
tX  and all its neighbors using the first part 

of the prediction model, i.e. Eqs. (5)-(6). Once node n obtains 

its real-time location 1tx , 1ty  at time slot t+1, it checks the 

prediction error of location. If the error is out of the 

acceptable range, node n will broadcast a hello message which 

contains the real-time location and speed as well as the node 

identifier and timestamp. Then node n updates the second part 

of its predict model with the latest data to get
1

ˆ
tX using 

Eqs.(7)-(10). Otherwise, node n will remain to use the same 

prediction model parameter and no hello messages to 

broadcast. 

When node m receives the hello message from node n, it 

will add node n with its location and speed information as a 

neighbor if node n is not a neighbor of node m. Node m has 

the same predict model and it will update the second part of 

Kalman prediction using the data ( 11,  tt yx ) carried in the 

hello message. Then node m can continue its prediction for 

node n and the data will always be the latest ones.  

In prediction step, each node in VANET records its own 
state vectors

tX , t=0, 1, 2…,. Considering the reality, the state 

vector for each mobile node will not change significantly 

within t , then vxt and vyt can represent the average speed 

within t . Therefore, the new coordinates in next step can be 

approximated by (11) 
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Then, we can have the 4×4 transitional matrix At as follows 

in (12): 
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Here t is the sampling interval and corresponds to the time 

interval, for simplicity 1t . Each node also updates the 

corresponding variances 'tP according to the current location 

and speed. 'tP will be used at the update step, and the 

re-computation of 'tP  is for the sake of a precise iterate 

prediction. 

In the update step, we adjust 
1

ˆ
tX to an optimal value 

with the (t+1)th measurement Zt+1.The real position of the 
vehicle is measured after it arrived, then it is also a 2 1 
vector consisting of x and y coordinates similar to Xt. Because 
the state of the vehicle Xt is a 4 1 vector, a matrix is required 
to extract its location information from Xt. The matrix is 
named Ht and defined as (13): 
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
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tH          (13) 
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Fig. 2 The flow chart of KPND algorithm 

 
The estimation problem begins with no prior 

measurements. Often, the value of the first state is chosen as 

the first measurement value, thus 00 ZX  . Most typically the 

diagonal elements of the matrix '
0P  are fixed at large values, 

while the off-diagonal elements are fixed at zero [26]. 
Considering the realistic VANET scenario, here the initial 

values for '
0P  is determined as (14), where E is a unit 

matrix. 
'

0 4 410000P E             (14) 

Based on the empirical analysis to history positions of 

vehicular nodes, the initial values for Q and R are determined 

as follows in (15): 

4 40.001Q E   , 2 2R E  .     (15) 

The pseudo-code for node mobility prediction is given in 

Algorithm 1. 

Algorithm 1: Mobility prediction 

Input：The initial state Xt of mobile nodes. The initial 
neighbor table (including itself). The initial value of At, 

Ht, Q, R and '
0P . The Node set   

Output：The predicted positions.  
For any node i  
For any j included in node i’s neighbor table 
do 
1: Perform one-step ahead prediction using Eq. (5);  
2: Calculate predicted covariance matrix using Eq. (6); 
3: Calculate the measurement residual using Eq. (7); 
4: Obtain the optimal Kalman gain using Eq. (8); 

5: Determine the estimated value ˆ
tX by updating the 

estimated state using Eq. (9); 
6: Determine the estimated covariance matrix Pt using 

Eq.(10); 
End For 
End For 

 
B. Detect the leave of an old neighbor 
Node n will calculate the distance between itself and its 
neighbors at every time slot using the mobility information in 

the neighbor table. If the distance is larger than the range R, 
node n will delete the corresponding neighbor and the link 
between them. In this way, it significantly reduces the 
bandwidth consumption of neighbor discovery compared with 
sending hello message at every time slot and the nodes can 
detect the neighbor leaving accurately. At every time slot, 
node n will check its neighbor table to calculate the distance 
with every neighbor. According to the distance calculation, 
node n will delete the neighbor if it is out of its 
communication range. The pseudo-code for node leave and 
arrival discovery is given in Algorithm 2, where PTI is the 
predefined time interval. 
 

Algorithm 2: Neighbor discovery 

Input：The predicted state ˆ
tX of nodes; The initial 

neighbor table (including itself); The value of PTI. 
For any node i  
For any node j  
   If node j is i’s neighbor 
     Predict the distance between i and j using the 

predicted state information; 
   End If 
   If predicted distance> transmission range 
     Broadcast hello message; 
     Update the neighbor table; 

Else  
Record the time t for the state of predicted 
distance <transmission range 
If time t>PTI  

       Broadcast hello message; 
       Update the neighbor table; 
     End If 
   End If 
End For 
End For
 
C. Detect the arrival of a new neighbor 
In our neighbor discovery protocol, new neighbor nodes 
arrival can also been detected as well as when the nodes leave. 
At every time slot, a node will predict its own position. If the 
predicted error is too big, the node will broadcast a hello 
message to alert other nodes, who are also predicting its 
position. Otherwise, if a node predicts its own state vector 
relatively accurately for more than a predefined time interval 
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Table 2. Parameters for Mobility Generation  
Parameter Value 
Simulation time (s) 500 
X(m) 1000 
Y(m) 1000 
Number of nodes 10, 20,…, 100 
Max. speed 5, 10, …, 30m/s
Traffic lights 9 
Traffic light duration(s) 60 
Number of lanes 2 
Max. acceleration 0.9(m/s2) 
Max. deceleration 0.6(m/s2) 
Min. congestion distance 2m 
Safe headway time 2s 
Vehicle length 4m 

 
B. Performance metrics 
There are several evaluation metrics to measure the 
performance of the protocol. Each mobile node obtains the 
information of neighbors and maintains an accurate neighbor 
table mainly using the hello messages. So an efficient protocol 
should be capable of determining its neighbors with a high 
accuracy. We use three metrics to measure the performance of 
neighbor discovery: the hello message overhead, neighbor 
accuracy, and the number of neighbor nodes error rate. The 
hello message overhead represents the number of hello 
messages used in neighbor detection, which is an important 
metric to measure and estimate the efficiency of a hello 
protocol. The neighbor accuracy rate (NAR) is defined as (17): 
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where N(i) is the set of actual neighbors of a node i and N’(i) 
the set of neighbors detected to the node i (also described in 
Section III). NAR represents the percentage of actual detected 
neighbors of node to all its neighbors including the actual 
detected neighbors and those neighbors having not been 
detected by node i. And the neighbor error rate (NER) is 
defined as: 
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We use NER to evaluate the percentage of nodes which are 
actual neighbors but being not detected or already not the 
neighbors but being detected as a neighbor. NAR and NER 
show the accuracy of a hello protocol. 
C. Simulation results 
Node density and speed are two main factors affecting the 
hello overload. From extensive simulations, the same 
conclusion can be obtained. Without loss the generality, only 
the following results are plotted.  

We counted the total number of hello messages generated 
during the whole simulation. Fig. 5(a) illustrates the 
observation for the hello overload in relation with node 
density where the maximum node speed is 25m/s. It is noted 
that the hello overhead increases with the increase of node 
density. Under a variety of vehicles densities, KPND needs a 
less number of hello messages than ARH, HP-AODV and 
ROMSG. As the number of nodes increases, the hello 
messages of KPND increase more slowly than HP-AODV. Fig. 
5(b) shows the effect of speed on the hello overhead where the 
node number is 50. Among these four hello protocols, the 
hello overhead of KPND is the smallest one especially much 
smaller than HP-AODV. For ARH, ROMSG and KPND, the 
number of hello messages slightly increases as the speed of 
nodes increases. For HP-AODV, the hello overhead is not 
variable with the increasing speed. This is because the hello 

overhead of HP-AODV reaches the maximum value and 
becomes unaffected by other parameter values since it uses a 
fixed interval to broadcast hello message. 

By using the Kalman filter based prediction model, the 
number of hello messages has been significantly reduced than 
that of ARH and ROMSG. This is because KPND predicts the 
mobility of nodes more accurately which has an excellent 
probability to get a smaller prediction error related to node 
position. The more accurate prediction, the less unnecessary 
hello messages broadcast.  
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(a) Hello overhead with different node density 
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(b) Hello overhead with different node speed 

Fig.5 The comparisons of hello overhead 
Neighbor accuracy rate is a vital evaluation metric in 

estimating the accuracy of neighbor table. The accuracy of 
neighbor table has a direct impact on the performance of 
routing algorithms. Fig. 6 clearly depicts the NAR 
comparisons among HP-AODV, ARH, ROMSG and KPND 
with varying the number and speed of vehicles respectively. 
As shown in Fig. 6(a), the proposed method improved the 
neighbor accuracy rate from about 76% to 83% in contrast 
with ARH with different node numbers. From Fig. 6(b), it can 
be observed that KPND can obtain higher NAR compared 
with ARH in different movement speeds. The results also 
indicate that the NAR metric worsens as the speed of vehicles 
increases. What makes our algorithm perform a high NAR is 
that KPND uses a more accurate prediction model with which 
node can determine its neighbors according to the distance. 
However, compared to HP-AODV, the NARs of ARH, 
ROMSG and KPND are all much lower. This is because 
HP-AODV has the shortest fixed PTI (predict interval time, 
see Sec. V.C), so it can rapidly detect the neighbor at the cost 
of high frequent hello message broadcasting.  
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(a) NAR with different node density 
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(b) NAR with different node speed 

Fig.6 The comparisons of neighbor accuracy rate 
Neighbor Error rate is also an important metric in 

estimating efficiency and correctness of a neighbor discovery 
algorithm. Wrong neighbors in the neighbor table will likely 
lead to packet loss in the data delivery between nodes. In 
VANETs, due to the limited resources, lower NER is a very 
important target to save resources and energy in designing 
neighbor discovery algorithm.  

Fig.7 plots the simulation results with regards to different 
number and speed of mobile nodes. From Fig. 7(a), we can 
observe that KPND has the lowest NER in contrast with other 
three protocols. The neighbor error rate of our hello protocol 
is as low as 2.5%, even if the number of nodes increases. The 
NER of ROMSG reaches about 5.5%, HP-AODV and ARH 
has an average NER value of 10.3% and 17% respectively. 
KPND is much better than ARH with reducing the NER by 
15%. Fig. 7(b) depicts the NER changing along with the 
mutative speed of nodes. As the speed increases from 5 to 30 
m/s, NER of each protocol increases. However, HP-AODV 
and ARH increases apparently as the speed changes, while 
ROMSG and KPND can adapt the high speed of nodes and 
keep a steady and low neighbor error rate. 
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(a) NER with different node density 
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(b) NER with different node speed 
Fig.7 The comparisons of Neighbor Error Rate 

VII. EFFECTs ON ROUTING PROTOCOLs  
To measure how efficient the neighbor discovery algorithm 
performs in routing protocol, two metrics are added to analyze 
the routing protocol performance. One is packet delivery ratio 
and the other is the routing cost (RC). The routing cost is 
defined as  

n

nn

P

OHello
RC
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  

where Hellon is the number of hello messages, On is the 
routing control messages including RREQ (routing request 
message), RREP (routing response), RERR (routing error) and 
Pn is the total data throughput. The main purpose of neighbor 
discovery protocol is to assist the routing protocol to 
implement a high performance routing method. So a high 
packet delivery ratio and low routing costs should be obtained 
with efficient neighbor discovering. Packet delivery ratio is 
used to measure how well a routing protocol adapts to the 
change of network topology which depends on the efficient 
neighbor discovery.  

In our simulation, we assume all the nodes always have 
data to transmit, which can assure the neighbor discovery is 
always required. The data generation rate and other parameter 
values are as shown in Table 1. Extensive simulations have 
been conducted to evaluate the effects on routing protocol. For 
simplicity, only the following results are included in this paper 
where the data generation rate is 10packet/s and the packet 
size is 512 bytes. When changing the data generation rate and 
packet size, we can get the similar conclusion. 

Fig. 8(a) shows the effect changes with different node 
density. As shown in Fig. 8(a), the curve of packet delivery 
ratio is basically close to a quadratic function. The value of 
packet delivery ratio increases firstly and then decreases with 
the increase of node number. With KPND, we can obtain 
larger packet delivery ratio than using the other three 
protocols. For example, under the simulation scenario of 70 
nodes, the AODV performs an about 84% packet delivery 
ratio, but with KPND, it performs 92%, which is 8% larger 
than the original AODV and 5% larger than that of ROMSG. 
With the node density of 60, Fig. 8(b) shows the packet 
delivery ratio shows a linear decrease trend along with the 
increase of node speed. KPND has higher packet delivery 
ratios comparing with the other three protocols. The packet 
delivery ratios with ARH are similar to HP-AODV and 
ROMSG is better than ARH and HP-AODV. These 
comparisons indicate that KPND can maintain the neighbor 
table in a high effective way. As the neighbor list is always 
affected by the node mobility, updating the list in real time is 
very important to select the shortest route to the destination.  
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(a) Packet delivery ratio with different node density 

5 10 15 20 25 30

0.82

0.84

0.86

0.88

0.90

0.92

0.94

0.96

0.98

P
ac

ke
t 

de
liv

er
y 

ra
tio

Maximum speed of node (m/s)

 HP-AODV
 ARH
 KPND
 ROMSG

 

(b) Packet delivery ratio with different node speed 
Fig.8 The comparisons of packet delivery ratio 



We use the criterion called routing costs to measure the 
percentage of packets used to detect neighbors and routing in 
all data delivery. To complete the data delivery, nodes must 
generate routing packets and consume a certain amount of 
resources. The routing overload includes four basic kinds of 
packets: hello message, RREQ, RREP and RERR. When a 
node needs to transmit data to the other node with no route 
getting to the target node in the network, it must firstly send 
RREQ in the form of multicast. RREP is sent by the node 
which has received the RREQ and is the target node or that 
has a route to the target node. In the case of sufficient network 
resource, nodes maintain the routing table by regularly 
broadcasting hello messages. Once found a link disconnection, 
node sends RERR message to notify other nodes to delete the 
corresponding records.  

From Fig.9 (a), we can see that KPND needs smaller 
percentage of routing costs to complete the data delivery 
between nodes due to the capability of accurate mobility 
prediction. HP-AODV performs a lower efficiency and less 
satisfactorily comparing to our protocol, so does ARH and 
ROMSG. Due to the irregular mobility and detouring problem, 
the routing costs of all the protocols are still relatively high 
when the node density increases. Similar to what we have 
observed in Fig. 9(a), Fig. 9(b) compared the results of these 
four hello protocols with different node speed, the routing 
costs appear to be reduced after applying our proposed KPND 
and all curves of routing costs increase with the node speed. 
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(a) Routing cost with different node density 
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(b) Routing cost with different node speed 
Fig.9 The comparison of routing costs 

VIII. CONCLUSION 
In this paper, we presented KPND, a mobility prediction based 
on Kalman filter theory and hello messaging, to both reduce 
the routing overhead and improve the neighbor discovery 
performance. In order to ensure the consistency of predict 
information, each node uses the same Kalman filter-based 
model to predict the position of itself and its neighbors. When 
the prediction error is too big, a hello message contains the 
real position will be broadcasted. In VANET, to provide an 
accurate information transmission and a fast interaction, 
accurate neighbor discovery between nodes must be ensured 
due to the mobility of nodes. We applied the proposed 
algorithm to the detection of the arrival and departure of 
neighbor vehicles, so that each node can maintain a real-time 

neighbor table in order to achieve a more efficient routing and 
data distribution. 

Among these three hello protocols, the hello overhead of 
KPND is the smallest one especially much smaller than 
HP-AODV. The neighbor error rate of KPND is low, reduced 
by about 15% compared to ARH even if the number of nodes 
increases. KPND achieves the goal of a hello protocol that it 
performs a high packet delivery ratio and low routing costs.  
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