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Abstract— This research proposes a TSPcut controller that
enables connected and automated buses to cut through traffic
to make TSP green light. The proposed controller overcomes
the shortcomings of conventional TSP strategies and is able to:
1) overtake slowing moving vehicles in order to catch TSP green
time; 2) decide the best time to pass the intersection; 3) consid-
ering the stochasticity of surrounding traffic; and 4) functional
under partially connected and automated environment. It takes
full advantage of connected vehicle technology by taking in
real-time vehicle and infrastructure information as optimization
input. The problem is formulated as an SMPC problem and is
solved by a high-efficient dynamic programming algorithm. The
nonlinear bicycle model is adopted as the system dynamics to
realize CAV bus’s lane-changing and overtaking function. The
stochasticity of surrounding traffic is considered as a probability
distribution which is transformed into a linear chance constraint.
Simulation evaluation is conduct to compare the TSPcut against
NTSP, CTSP and BocTSP. Sensitive analysis is conducted for
congestion levels. The evaluation results demonstrate that the
TSPcut improves the bus delay reduction by 17.9%–49.1%, and
the benefits are 3.5% to 16.1% greater than that of other TSP
systems. The range is caused by different congestion levels.
In addition. Further tests are conducted to analyze how CAV
bus’s arrival time and the speed of background traffic influence
the performance of the TSPcut.

Index Terms— Transit signal priority, optimal control, stochas-
tic model predictive control, connected and automated bus.

I. INTRODUCTION

W ITH the growth of the population and the increase of
private automobiles, the world is facing tremendous
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pressure caused by the road transportation system, such as
traffic congestion, energy consumption and pollution. Reliable
public transit service is able to free up space on the roads and
reduce demand for fossil fuels [1]. Therefore, the strategies
that could improve public transit service are in great need.

Transit Signal Priority (TSP) is one of the most effective
countermeasures. It is a signal control strategy that modifies
traffic signal timing or phasing according to bus arrivals.
By adjusting traffic signal plan, the transit bus delay at sig-
nalized intersection is reduced, thus the public transit service
achieves improvement and bus ridership increases. The TSP
technology has been widely applied in many major cities
all over the world, such as Seattle, Los Angeles, Oakland,
Chicago and Vancouver. In these cities, transit travel time is
reduced by 9% to 50% [1]–[3]. It has been demonstrated
that TSP strategy is able to significantly promote public
transportation system.

The TSP strategy was developed back in the late 1960s [4].
The early TSP strategies include extending originally planned
green time and early ending the current red phase. These
two strategies are Conventional TSP (CTSP) called ‘green
extension’ and ‘red truncation’ [5]. The problem of CTSP
is that it not only disturbs the progression on the competing
movements and reduces the capacity of the competing travel
direction but also covers only a small portion of buses on
the TSP direction. According to Chatila and Swenson [6],
only up to 20% buses can benefit from CTSP. This drawback
mainly due to two reasons. One is that in rush hours, queue
discharging on the TSP direction takes up much green time,
and has an adverse impact on buses. Another is that the bus
cannot adjust its motion status according to current signal
timing information and traffic condition. Because of these
problems, the CTSP can only cover a limited portion of buses
and the TSP green time cannot be fully utilized.

To overcome the shortcomings of the CTSP, various new
mechanisms are proposed [7]–[13]. However, these mecha-
nisms still belong to green extension or red truncation. This
feature limits the effectiveness of the TSP. Therefore, numbers
of research have been committed to developing advanced TSP
logics, such as phase insertion [14], cycle extension [15], phase
skipping, green reallocation, and adaptive TSP [3], [16]. All
these new TSP logics can increase the portion of buses served
and reduce the adverse effects on the competing movements.
However, new strategies only change the control logic, but
neglect the main influencing factors, including traffic condition
and the adjustment of bus’s own status. Some studies assume
exclusive bus lanes [17] and neglect the impacts of queue
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and obstacle vehicles [18]. Furthermore, in the majority of
research, it is assumed that buses maintain constant speed.
In fact, exclusive bus lanes are not designed on many urban
streets, which conflicts with constant bus speed assumption
and limits the effectiveness of TSP systems.

The reason why existing TSP strategies do not consider
traffic condition and bus status is that complete and reli-
able information is unavailable, such as signal timing and
surrounding traffic. However, with the emerging of Con-
nected and Automated Vehicle (CAV) technology, accurate
measurement, information collection and auto-driving become
available. In addition, a SPaT (Signal Phase and Timing) Chal-
lenge [19] has been activated by the USDOT (U.S. Depart-
ment of Transportation) to encourage collaboration between
federal, state and local stakeholders on the deployment of
DSRC infrastructure with SPaT broadcasts. The challenge
received great attention. Within a year, a total of 26 states
have committed with 216 operating signals on over thirty
corridors. Based on these advanced technologies, two-way
communication between bus and signal controller, bus status
measurement, and traffic condition detection can be realized.
Hu has taken full advantage of the new technologies and
proposes next generation TSP logic based on Connected Vehi-
cles Technology (TSPCV) [20], but this TSP strategy cannot
optimize state trajectory of buses. Therefore, considering the
emerging technologies and the shortcoming of the existing
research, developing a new TSP controller is a necessity.

Existing TSP controllers seldomly take traffic condition into
consideration, including the stochasticity of the surrounding
traffic. It is against the fact that unlike CAVs, the maneu-
vers of Human-driven Vehicles (HV) are not determined,
and the mixed traffic flow of CAVs and HVs will last for
at least a decade [21]. Therefore, lack of consideration of
the stochasticity may lead to potential collisions. Nowadays,
most automotive control research adopts Model Predictive
Control (MPC) [22]–[25]. The advantage of MPC is that it can
integrate predicting forward information to generate a series
of optimal control commands best achieving certain objectives
while satisfying constraints on inputs and states. However, the
conventional MPC is unable to consider stochastic factors.
Stochastic Model Predictive Control (SMPC) [26], [27] has
been proposed to address this defect. Probability distribution
is introduced to describe stochasticity. Therefore, to consider
the effect of traffic on buses and to avoid collisions, there is
potential to apply the theories of SMPC to guide buses through
intersections with TSP.

Furthermore, to deal with the impedance from the sur-
rounding traffic, the TSP controller does not only need to
consider the stochasticity, but also needs to have the overtaking
capability. Most CAV controllers are automated only in the
longitudinal direction [28]–[31]. However, the surrounding
traffic would have a great adverse effect on the controller
with only longitudinal automation. For instance, if a low-speed
HV is traveling right in front of the ego CAV bus, given the
controller function is only longitudinal automation, the ego
CAV bus would have to slow down following the HV. On the
contrary, if the ego CAV bus is able to make a lane change
and overtake the low-speed HV, the bus will have chance to

make through the signal light and improve the fuel saving.
Therefore, it is necessary to automate both longitudinally and
laterally.

For most MPC controllers, the optimization time horizon is
fixed [24], [32], [33]. It means that the conventional controllers
cannot take signal timing plan into consideration. In order to
coordinate with the TSP timing plan, the optimization time
horizon of CAV-bus controller shall be able to be adjusted in
real time according to the TSP green time and queuing status.
The variable time horizon design enables a CAV-bus to catch
TSP green light, and reduce delay at a signalized intersection.
Hence, it is critical for a CAV-bus controller to have a dynamic
optimization time horizon.

Given the shortcomings of the existing TSP logics, and the
emerging technologies, this research proposes a TSP controller
that enables CAV buses to cut through traffic (TSPcut). This
controller is applicable to a single CAV bus approaching an
isolated signalized intersection. It is able to take full advantage
of TSP green time and bears the following features:

• Able to overtake slow moving vehicles in order to catch
TSP green time;

• Able to decide the best time to pass the intersection;
• Considering the stochasticity of surrounding traffic;
• Functional under partially connected and automated envi-

ronment.

The remainder of this paper is organized as follows.
Section II describes the research scope and highlights.
Section III provides detailed formulation of the proposed con-
troller. Section IV identifies all the specifics of the evaluation
and presents its results and findings. Section V concludes this
research and discusses future research.

II. RESEARCH SCOPE

The goal of the TSPcut is to take full advantage of the TSP
green time and to reduce the bus delay and fuel consumption
at signalized intersections. There are three highlights of the
proposed controller:

Catching green light without waiting for ‘Grandma
Drivers’: the TSPcut is able to guide buses to overtake
those “grandma drivers” when they obstruct the CAV bus.
Lane-changing and overtaking maneuvers enable the CAV bus
to bypass the slow-moving traffic flow ahead, thus is able to
reduce the waste of TSP green time. The smoother and more
continuous motion can save extra fuel for the bus and make
the passengers on board feel more comfortable.

Improving safety by considering the stochasticity of
background traffic: in mixed traffic, the stochasticity of HVs
can increase the risk of collision, thus the proposed controller
introduces probability distributions to describe stochasticity
and formulate it into linear constraints. Safety is significantly
improved for CAV buses passing through mixed traffic flow.

Reducing bus delay by deciding the best time to pass the
intersection: the TSPcut adopts dynamic optimization time
horizon. It means that the duration of travelling is optimized in
real time by considering current TSP green time and queuing.
The TSP timing plan can be fully utilized and the unnecessary
bus delay is reduced.
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Fig. 1. TSPcut logic.

The TSPcut logic is presented in Fig.1. This logic aims
to achieving a cooperation between CAV bus and TSP green
time via V2I communication. The proposed TSPcut controller
could optimize the CAV bus’s trajectory and control its motion
based on the real-time information of background traffic and
signal timing plan. The goal is to take full use of TSP green
time and increase the portion of buses served.

The TSPcut logic is divided into three modules. Mod-
ule 1 addresses the communication between vehicles and
infrastructures. Module 2 and module 3 achieve the functions
of the proposed controller. The research scope of this paper
focuses on module 2.

Module 1: As shown in Fig. 1, the controlled area is
defined as the communication range of the roadside units.
In this area, the traffic condition and the signal timing plan
are transmitted through vehicle-infrastructure communication.
The system requires the following equipment: i) GPS installed
on the CAV buses; ii) communication devices installed on
CAV buses, traffic lights and other road units to enable
communication between vehicles and infrastructures.

Module 2: When the central controller detects that the
ego bus’s GPS location has just entered the controlled area,
the TSP system is activated and determines whether it is
eligible for the ego bus to be granted with TSP. The ini-
tial state of the bus, state of the preceding vehicles, and
TSP timing plan collected in module 1 are used as input
and fed into the controller. The controller then starts to
optimize eco CAV bus’s travel trajectory and to adjust its
travel duration in order to reduce bus delays and improve
fuel savings. The trajectory is then transmitted to the CAV
bus as the control commands and are also stored for future
use.

Module 3: The CAV bus receives command from the
proposed controller and adjusts its states accordingly.

TABLE I

INDICES AND PARAMETERS

III. PROBLEM FORMULATION

The formulation of the TSPcut is presented. The controller
is formulated as an optimal control. The kinematic bicycle
model is adopted as the system dynamics in order to achieve
automatic lane-changing and overtaking. It enables the ego
CAV bus to overtake slowing moving vehicles to catch TSP
green time.

The cost function is designed to reduce bus delays and to
improve fuel savings. The optimization horizon is adjusted
in real time according to the current signal timing and back-
ground traffic. It could help the ego CAV bus decide the best
time to pass an intersection.

A chance constraint considering the stochasticity of sur-
rounding traffic is introduced to ensure collision-free.

Table I lists the indices and parameters utilized hereafter:

A. State Definition

Definition 1: Longitudinal distance �x (i) is defined as
the difference between the i th obstacle vehicle’s longitudinal
position x (i) and the ego bus’s longitudinal position x . �x is
the set of �x (i):

�x (i) = x (i) − x (1)

�x = [�x (1),�x (2), . . .�x (i)..,�x (n)] (2)
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Definition 2: Lateral distance �y(i) is defined as the dif-
ference between the i th obstacle vehicle’s lateral position y(i)

and the ego bus’s lateral position y. �y is the set of �y(i):

�y(i) = y(i) − y (3)

�y = [�y(1),�y(2), . . . �y(i)..,�y(n)] (4)

Definition 3: The system state vector z and control vector
u are defined as follows:

z = [x, y, ψ, v,�x,�y]T (5)

u = [δ f , ax ]T (6)

B. System Dynamics

For achieving automatic lane-changing and overtaking func-
tion, this research adopts kinematic bicycle model [34] as
the system dynamics of the bus and obstacle vehicles. Some
assumptions are proposed to linearize this bicycle model to
reduce computation burden.

The system states of the ego bus, such as x, y, ψ, v are
explained in Fig.2. β is the angle of the current velocity
of gravity center with respect to the longitudinal axis of the
vehicle. l f , lr denotes the distance between vehicle’s gravity
center and front or rear axles.

Definition 4: The nonlinear bicycle model is formulated as
follows:

ẋ = vcos(ψ + β)

ẏ = vsin(ψ + β)

ψ̇ = v

lr
sinβ

v̇ = ax

β = tan−1(
lr

l f + lr
tanδ f ) (7)

Assumption 1: δ f , ψ and β are small, thus the following
assumption is adopted:

β ≈ lr
l f + lr

δ f , sinβ ≈ β, cos(ψ + β) ≈ 1,

sin(ψ + β) ≈ ψ (8)

Theorem 1: The linear system dynamics are formulated as
follows:

ż = Az + Bu + Dω

ω = [ẋ (1), . . . , ẋ (n), ẏ(1), ...., ẏ(n)]T

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 01×2n

0 0 v 0 01×2n

0 0 0 0 01×2n

0 0 0 0 01×2n

0 0 0 −In×1 0n×2n

0 0 −v In×1 0 0n×2n

⎤
⎥⎥⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎢⎣

0 0
0 0
v

l f + lr
0

0 1
02n×1 02n×1

⎤
⎥⎥⎥⎥⎥⎦

D =
[

04×2n
E2n×2n

]
(9)

Fig. 2. Nonlinear bicycle model notation.

where I is a vector, all the components of which are one. 0
is a zero matrix. E is a unit matrix. z and u are defined as
Definition 3. ω is a stochasticity concerned vector which is
introduced to describe random variable ẋ (i) and ẏ(i).

Proof: According to Assumption 1, the linearized bicycle
model is formulated as follows:

ξ̇ = A1 ξ+ B1u

ξ = [x, y, ψ, v]T

A1 =

⎡
⎢⎢⎣

0 0 0 1
0 0 v 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

B1 =

⎡
⎢⎢⎢⎣

0 0
0 0
v

l f + lr
0

0 1

⎤
⎥⎥⎥⎦ (10)

In addition, the state variable �x and �y including the
information of obstacle vehicles should be considered into
the system dynamics, and according to Definition 1, �ẋ is
inferred as follows:

�ẋ = [�ẋ (1),�ẋ (2), . . . ,�ẋ (i), . . . ,�ẋ (n)]T (11)

�ẋ (i) = ẋ (i) − v (12)

According to Definition 2, � ẏ is inferred as follows:
�ẏ = [�ẏ(1),�ẏ(2), . . . ,�ẏ(i), . . . ,�ẏ(n)]T (13)

�ẏ(i) = ẏ(i) − ẏ = ẏ(i) − vψ (14)

Based on (10)-(14), Theorem 1 can be proved. �

C. Cost Function

The objective of the optimization is to reduce bus delay
and to save fuel consumption. The cost function is defined as
follows:

J =
∫ t0+T

t0
(
β0

2
uT u + β1

2
ψ2 + β2

2
(v − v0)

2)dt

+ β3

2
(x(T )− L)2 + β4

2
(v(T )− v0)

2 (15)

β0, β1, β2, β3, β4 > 0, i f (t0, v0) ∈ � (16)

β0, β1, β3 > 0, β2 = 0, β4 = 0, i f (t0, v0) /∈ � (17)

� =
{
(t0, v0)|tqueue ≤ t0 + L

v0
≤ C + GT S P

}
(18)
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Fig. 3. The bus’s state trajectories approaching the signalized intersection.

where β0, β1, β2 are weighting factors in the running cost; β0,
β1 guarantee the fuel saving and smooth trajectory. β3 and β4
ensure a constraint on vehicle’s final state. However, the values
of the weighting factors will be changed with respect to the
values of t0 and v0. As shown in Fig.3(a), when (t0, v0) ∈ �,
the ego bus is able to catch the green light at a constant
speed. In this state, bus delay is zero and fuel consumption is
minimized. For maintaining this motion state, β2 and β4 must
be positive values. As depicted in Fig.3(b), when (t0, v0) /∈ �,
due to queuing or inadequate TSP green time, the ego bus
cannot pass through the stop bar at a constant speed and must
adjust its motion state to reduce delay. Therefore, in these
two scenarios, β2 and β4 are equal to zero, and optimization
time horizon depends on rest green time or queuing time. The
formulation of queuing time is described in the following.
Detailed derivation is provided in [35], [36]:

tqueue = Q0 + Rvq2

vq2 − vq1
+ Q0vq2 + Rvq1vq2

(vq2 − vq1)vq3
(19)

D. Constraints and Initial Conditions

The problem is constrained by system dynamics, speed
limit, geometry boundaries, control variables range and col-
lision avoidance. The system dynamics constraints are pre-
sented in the section ‘System dynamics’. The stochasticity of
surrounding traffic is accommodated in the collision avoidance
constraint.

1) Speed Limit: Longitudinal speed should never exceed the
speed limit. This constraint can be specified as:

vmin ≤ v ≤ vmax (20)

2) Geometry Boundaries: The bus should be driven within
road geometry boundaries:

ymin ≤ y ≤ ymax (21)

Fig. 4. Vehicle safe area definition.

3) Control Variables Range: The ego bus’s acceleration
should be reasonable considering vehicle performance and
comfort, and steering angle should be within its steering range:

axmin ≤ ax ≤ axmax

δ f min ≤ δ f ≤ δ f max (22)

4) Collision Avoidance: Constraints that ensure
collision-free are detailed in Theorem 1. The definition
of collision-free is for the ego CAV bus to keep a certain
user-defined safety distance from other vehicles. This
subsection presents one key feature of this research which
introduces stochasticity consideration of the surrounding
traffic into problem formulation as a probability. This
subsection also demonstrates how the introduced probability
distribution can be simplified into linear form to enable
real-time application.

Assumption 2: the stochasticity comes from the obstacle
vehicles’ longitudinal speed [ẋ (1), . . . ẋ (i), . . . ẋ (n)]T and lat-
eral speed [ẏ(1), . . . ẏ(i), . . . ẏ(n)]T . It is assumed that the
longitudinal and lateral speed of i th obstacle vehicle both obey
the Gaussian distribution:

ẋ (i) ∼ N(μ(i)l , σ
2(i)
l ) (23)

ẏ(i) ∼ N(μ(i)w , σ
2(i)
w ) (24)

where subscript l denotes longitudinal notation and subscript
w denotes lateral notation.

Definition 5: As shown in Fig.4, vehicle’s safe area is
defined as a rectangle. The safe distance between the ego CAV
and i th obstacle vehicle is defined as follows:

�xsa f e = l(i)c + lc

2
+ max{ls, l

(i)
s } or

�ysa f e = w
(i)
c +wc

2
+ max{ws, w

(i)
s } (25)

ls and ws are the longitudinal and lateral safe distance of the
ego CAV. l(i)s and w(i)s are i th obstacle vehicle’s longitudinal
and lateral safe distance. Ego CAV’s length and width are
denoted as lc and wc.

Proposition 1: given p ∈ [0.5, 1), at every time step, follow-
ing chance constraint must be satisfied to ensure user-defined
safety standard:

Pr((g(i))
T

zk+1 ≤ h(i)) ≥ p (26)
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where,⎧⎪⎪⎪⎨
⎪⎪⎪⎩

g(i)l = [0, 0, . . . , 0︸ ︷︷ ︸
i+5

,−1, 0, . . . , 0︸ ︷︷ ︸
2n−i

]T , h(i)l = −�xsa f e

g(i)w = [0, 0, . . . , 0︸ ︷︷ ︸
n+5+i

,−1, 0, . . . , 0︸ ︷︷ ︸
n−i

]T , h(i)w = −�ysaf e

(27)

p is a risk management parameter. It represents the balance
between safety and efficiency. A large value of p leads
to conservative driving behavior. On the other hand, a low
value of p leads to more aggressive driving behavior, which
increases the risk of collision. There is no perfect answer to
the value of p. Future users could pick their own p according
to preferences.

Proof: the following proof takes longitudinal control as an
example. The proof on the lateral dimension is very similar
and hence omitted from this paper:

(g(i)l )
T

zk+1 = −�x (i)k+1 = sk+1 − s(i)k+1 (28)

The collision avoidance requires that vehicles will not
collide at next time step k+1. Hence, the longitudinal distance
must be larger than the safety distance and the following
equality must be satisfied:

�x (i)k+1 = s(i)k+1 − sk+1 ≥ �xsa f e (29)

According to equation (28) and inequality (29), the follow-
ing constraint can be derived:

(g(i)l )
T

zk+1 ≤ h(i)l (30)

Based on Assumption 2, given the stochasticity in state
vector z, a tunable risk probability p is introduced into
inequality (30). Therefore, the constraint is transformed into a
chance constraint and Proposition 1 has been proved. �

For linearizing the safety chance constraint, theorem 2 is
proposed to address this problem.

Theorem 2: The linear collision avoidance constraint in this
paper is formulated as follows:
(g(i)l )

T zd,k+1 ≤ h(i)l − γ
(i)
l or (g(i)w )

T zd,k+1 ≤ h(i)w − γ (i)w

(31)

where,

zd,k+1 = [ẋk+1 ẏk+1 ϕ̇k+1 eϕ,k+1 ey,k+1 sk+1

− sk+1 I1×n − ey,k+1 I1×n]T (32)

zs,k+1 = [0 0 0 0 0 0 s(1)k+1 . . . s
(n)
k+1

e(1)y,k+1 . . . e
(n)
y,k+1]T (33)

γ
(i)
k,l = F (i)−1

k,l (p) (34)

γ
(i)
k,w = F (i)−1

k,w (p) (35)

F (i)k,l (•) is the distribution function of −s(i)k+1, F (i)k,w(•) is the

distribution function of −e(i)y,k+1, and F (i)−1
k,∗ (•) is the inverse

function of F (i)k,∗(•), ∗ ∈ {l, w}.”
Proof: Following formulations prove Theorem 2. The

proof takes longitudinal control as an example.

To linearize the chance constraint (26), system state vec-
tor at time k + 1 zk+1 can be divided into a deter-
ministic component zd,k+1 and a stochastic component
zs,k+1:

zk+1 = zs,k+1 + zd,k+1 (36)

According to inequality (30) and equation (36), the follow-
ing equations can be inferred:

(
g(i)l

)T (
zs,k+1 + zd,k+1

) = sk+1 − s(i)k+1 ≤ h(i)l (37)

(
g(i)l

)T
zd,k+1 = sk+1 (38)

(
g(i)l

)T
zs,k+1 = −s(i)k+1 (39)

Based on Proposition 2, the stochasticity of the chance
constraint comes from the stochastic component zs,k+1, thus(

g(i)l

)T
zs,k+1 is in compliance with a probability distribution:

Pr((g(i)l )
T

zs,k+1 ≤ γ
(i)
k,l ) = F (i)k,l (γ

(i)
k,l ) = p (40)

Given inequality (37) and equation (40), the following
inequality can be derived:

(g(i)l )
T

zk+1 −
(

g(i)l

)T
zs,k+1 ≤ h(i)l − γ

(i)
k,l (41)

Then the linear constraint (31) can be achieved.
According to Assumption 2, the expectation and variance

of (g(i)l )
T

zs,k+1 can be inferred and its probability distribution
function can be determined:

E
((

g(i)l

)T
zs,k+1

)
= E

⎛
⎝−s(i)0 −

k∑
j=0

ẋ (i)j · τ
⎞
⎠

= −s(i)0 − (k + 1)μ(i)l τ

D
((

g(i)l

)T
zs,k+1

)
= D

⎛
⎝−s(i)0 −

k∑
j=0

ẋ (i)j · τ
⎞
⎠

= (k + 1)τ 2σ
2(i)
l(

g(i)l

)T
zs,k+1 ∼ N(−s(i)0 − (k + 1) μ(i)l τ,

(k + 1) τ 2σ
2(i)
l ) (42)

Therefore, parameter γ (i)k,l can be derived through the inverse

cumulative distribution function F (i)−1
k,l (•), and Theorem 2

has been proved. �
Remark 1: If p equals to 0.5, γ (i)k,l equals to mean of(

g(i)l

)T
zs,k+1, which is usually adopted for deterministic

motion control. As a result, this research restricts p ∈ [0.5, 1).
5) Initial Conditions: In this research, the initial state vector

is defined as follows:
z(t0) = z0 (43)

z0 = [x0, y0, ψ0, v0, �x0, �y0]T (44)
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E. Solution Method

A solution inspired by dynamic programming is adopted
to deal with this problem. This approach was proposed by
this research group in a previous study [37]. It can improve
computation efficiency greatly by pre-determining the terminal
state associated with the optimal solution and using a quadratic
fit. In each iteration cycle, this algorithm involves a backward
calculation of concomitant matrices and a forward calculation
of control vector and state vector. This algorithm is described
as follows.

1. Discrete the system dynamics, and calculate Ak , Bk , for
k ∈ {0, 1, . . . , N}

2. Transform (15) in matrix form, Qk and Rk are weighting
matrices of state and control vectors. for k ∈ {0, 1, . . . , N +1}

Qk =

⎡
⎢⎢⎣
β3 0 0 0
0 0 0 0
0 0 β1 0
0 0 0 β2 + β4

⎤
⎥⎥⎦

Rk =
[
β0 0
0 β0

]
(45)

3. For k = N + 1,

Q̃N+1 = QN+1

D̃N+1 = 0

Ẽ N+1 = 0 (46)

4. For k ∈ {N, N − 1, . . . , 0}, calculate the concomitant
matrices backward:

Q̃k = GT
k Rk Gk + ST

k Q̃k+1 Sk + Qk

Ẽk = 1

2
HT

k Rk Hk + 1

2
T T

k Q̃k+1T k

D̃k = GT
k Rk Hk + ST

k Q̃k+1T k + ST
k D̃k+1

P k =
(

Rk + BT
k Q̃k+1 Bk

)−1

Gk = −P k BT
k Q̃k+1 Ak

Hk = −P k BT
k D̃k+1

Sk = Ak + Bk Gk

T k = Bk Hk (47)

5. For k ∈ {0, 1, . . . , N}, calculate control vector and state
vector forward:

u(k) = Gk x(k)+ H k

x(k + 1) = Sk x(k)+ T k (48)

Model Predictive Control (MPC) is adopted in order for the
implementation of the proposed controller. The proposed con-
troller is applied to find the cost-minimizing control strategy
over the entire optimization horizon. Only the control strategy
that is within the update horizon shall be implemented, then
the state of the surrounding vehicles is sampled again and
the calculations are repeated starting from the new current
state, yielding a new control and new predicted state path.
The proposed controller does not have the full knowledge of
the current and future positions of surrounding vehicles. The
future positions of surrounding vehicles are predicted using

their current states with the consideration of stochasticity. This
mechanism not only considers the stochasticity when making
predictions on the maneuvering of other vehicles, but also
responds rapidly to the deviation of prediction from the reality.

IV. SIMULATION EVALUATION

A. Test Scenario and Settings

In this simulation experiment, all the possible TSP activation
scenarios are taken into consideration. A TSP request is
made at any second over the cycle length of a signalized
intersection, thus an unbiased performance measure can be
obtained by averaging the MOE in all possible TSP activation
scenarios [38]. The MOE adopted are bus delay and fuel
consumption. VT-micro model is utilized to calculate fuel
consumption [39].

The formulation of bus delay is formulated as follows:
D =

∑
i

di/C (49)

where D is averaged bus delay; di is delay if bus arrives at
time i .

The formulation of fuel consumption is shown below:

f ueli =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

exp(
3∑

j=0

3∑
k=0

L j,k · v j · ak
x) f or ax ≥ 0

exp (
3∑

j=0

3∑
k=0

M j,k · v j · ak
x) f or ax < 0

Fuel =
∑

i

f ueli/C (50)

where Fuel is averaged fuel consumption; Li, j and Mi, j are
model regression coefficients. f ueli is fuel consumption if bus
arrives at time i .

In addition, one can expect that, the congestion level has
an important impact on the experiment results. Therefore, for
verifying how the bus delay and fuel consumption change with
respect to the different congestion levels, the sensitivity analy-
sis is conducted. Four congestion levels are tested: v/c=0.5,
v/c=0.7, v/c=0.9, v/c=1.0.

Settings are as follows:

• The controlled area considers the communication range
of DSRC. When the bus reaches 300 meters upstream of
the signalized intersection, the controller is activated.

• The signal timing plan is adopted from the practical
application in Los Angeles. The cycle length is 90s.

• The speed range of the CAV bus is 0-45 mph.
• the desired speed of background traffic is 45mph.
• p value in the collision avoidance constraint is 0.95.

B. Control Strategies

Four different control strategies are being compared. The
purpose of the comparisons is to reveal the advantage of the
TSPcut:

• No TSP (NTSP): the regular human-driven bus runs under
the background signal timing plan, and no TSP strategy
exists.
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Fig. 5. Microscopic simulation environment in VISSIM.

• Conventional TSP (CTSP): the bus is controlled by
human driver, and the conventional TSP logic is adopted.
In this simulation experiment, a simple logic (green
extension only) without cooperative interactions between
the bus and the signal controller is utilized. The CTSP
grants 10% of the cycle length as extra green time to
all buses which are not early. This TSP logic has been
implemented in Los Angeles [1].

• Baseline optimal TSP controller (BocTSP): in this case,
the state-of-the-art TSP with CAV bus is adopted.
The CAV bus is able to communicate with the
signal controller, but only automates longitudinally.
No lane-changing nor overtaking maneuver is enabled.

• Proposed controller (TSPcut): both longitudinal and lat-
eral automation are considered. The CAV bus has over-
taking capability.

C. Test Bed

It is difficult to conduct numerical analysis to consider
the impact of actual traffic condition. A microscopic traffic
simulator can assess the performance under more plausible
conditions. The off-the-shelf microscopic simulation software
VISSIM is used to evaluate the proposed controller under a
partially connected and automated environment. In the simu-
lation environment, only the transit bus has the CAV function,
and other vehicles are HVs. VISSIM has a whole package
of decision-maker and controller that is able to mimic the
driving behavior of HVs. For CAV, the bus status, surrounding
traffic condition, and TSP timing plan are extracted by external
DriverModel and COM interface. The external DriverModel
is used to output control commands to the CAV bus. Further-
more, the simulation platform is calibrated for saturation flow
rate. It is calibrated to be at 2380 pcu/h/lane.

D. Results

The results of the evaluation are presented in this sub-
section. The program is coded in MATLAB 2017b and run
on an i5-8250U 1.80GHz processor with 8.00GB RAM. The
computation time for each optimal control takes about 0.06s.
It indicates the proposed controller can potentially be used for
real-time applications.

The evaluation results demonstrate that the proposed con-
troller outperforms the NTSP system by up to 49.1% in bus
delay savings. This benefit is 3.5% to 16.1% higher than that
of the CTSP system and BocTSP system. It means that the
TSPcut can take higher advantage of the TSP green time
and increase the portion of buses benefiting from TSP logic.

Fig. 6. Bus delay under different congestion levels (Sec).

Fig. 7. Bus delay benefits under different congestion levels (%).

In addition, for fuel consumption, the TSPcut can improve by
up to 18.4%. These benefits confirm that the TSPcut is able to
achieve the aforementioned objectives: reduce bus delay and
fuel consumption by optimizing bus trajectory and cooperating
with the TSP timing plan.

Fig.6 and Fig.7 respectively show the bus delay and the
benefit percentage under different congestion levels. In Fig.6,
It is observed that the least bus delay can be achieved when
v/c ratio equals to 0.5. With the congestion level rises, bus
delay increases correspondingly. The highest bus delay is
found when v/c ratio equals 1.0. This phenomenon is due to
the fact that the congested traffic provides very limited space
for maneuvers, such as overtaking and cut-in. The proposed
TSPcut function is practically off during such conditions,
as there is not much space for the CAV bus to cut through
with. Therefore, congestion level shows a negative impact on
the performance of the TSPcut.

In addition, there is an interesting phenomenon found in
Fig.7. The greatest delay reduction percentage (49.1%) is
observed when v/c ratio equals 0.7. Under the lower conges-
tion level (v/c=0.5), the bus delay is the least, but the benefit
percentage is not significant (19.3%). The reason is that under
lower congestion level, the bus can naturally catch the TSP
green light due to less impact of the traffic flow ahead and
queuing. The advantage of the TSPcut is unable to be fully
realized under this circumstance. Hence, it is confirmed that
the performance of the TSPcut is the most significant when
v/c ratio equals 0.7.

The fuel consumption and fuel saving percentage are respec-
tively depicted in Fig.8 and Fig.9. In Fig.8, a phenomenon
similar to the one in Fig. 5 can be observed. The fuel con-
sumption increases with the rise of congestion level. In other
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Fig. 8. Fuel consumption under different congestion levels (10−3Litre).

Fig. 9. Fuel consumption benefits under different congestion levels (%).

words, congestion level negatively affects the performance of
the proposed TSPcut.

In Fig.9, an interesting phenomenon is observed. The
TSPcut can achieve the objective of fuel saving, but the saving
percentage is lower than the one brought by CTSP system.
When the v/c ratio equals 0.7, 0.9 and 1.0, the fuel saving
benefits are 0.6% to 8.1% lower than the CTSP systems.
It is because that there is a trade-off between bus delay and
fuel consumption. This trade-off can be adjusted by user’s
preference. As the weighting factor of the fuel saving is set
smaller than the one of bus delay in this test case, the controller
can sacrifice a small portion of fuel consumption to improve
bus delay saving. In addition, under high congestion levels,
the off-set of the TSPcut leads to the switch between auto-
driving and human-driving. The inappropriate takeover and
operation of human driver might result in the increase of fuel
consumption.

In the previous test case, it is demonstrated that the great-
est performance of TSPcut could be found when v/c=0.7.
However, there are also some other important factors that
could influence the performance of the proposed controller,
including the ego CAV bus’s arrival time and the driving speed
of the background traffic. Hence, under the optimal congestion
level (v/c=0.7), the sensitivity analysis on these two factors is
conducted.

1) Sensitivity Analysis on Bus Arrival: Given v/c ratio
equals to 0.7 and traffic speed equals to 45mph. Six bus arrival
scenarios are tested:

• At the beginning of the green light
• In the middle of the green light
• At the end of the green light

Fig. 10. Bus delay and fuel consumption under different arrival scenarios.

Fig. 11. Bus delay and fuel consumption under different desired speeds of
background traffic.

• At the beginning of the red light
• In the middle of the red light
• At the end of the red light

Fig.10(a) shows the bus delay associated with different
arrival time. It is observed that TSPcut is able to significantly
reduce bus delay in all arrival scenarios. The most bus delay
reduction can be achieved when the ego bus enters the
controlled area at the end of the green light. In this arrival
scenario, the bus delay under the control of TSPcut is 0.23s.
It is a very low value. TSPcut outperforms NTSP by up to
99.6% in bus delay. This benefit mainly results from the TSP
green time. Under the same TSP strategy, compared against
CTSP and BocTSP, the bus delay reduction is respectively
78.5% and 88.6%. This phenomenon is due to the fact that
at the end of the green light, despite the TSP is activated,
the rest green time is still not enough. The ego CAV bus
has to accelerate immediately to catch the green light. This
decision significantly improves mobility and reduces the delay.
For BocTSP, the ego bus might be impeded by the HVs in
front and cannot achieve its full potential. However, TSPcut
also has its limitations. There are times when it sacrifices fuel
to reduce delay. This possibility is confirmed in Fig.10(b).

2) Sensitivity Analysis on Traffic Speed: Given v/c ratio
equals to 0.7. Two traffic speeds are tested: 35mph and
45mph. The performance is averaged over all possible arrival
scenarios.

As shown in Fig.11, TSPcut is able to significantly reduce
bus delay under all background traffic speed conditions. The
speed of background traffic has a negative impact on bus delay
and fuel consumption. As can be expected, the negative impact
is more severe on BocTSP than TSPcut. When traffic speed is
35mph, bus delay with BocTSP is 41.4% higher than that in
higher-speed traffic flow (45mph). While this impact is only
10.3% for TSPcut. This phenomenon confirms that the CAV
bus with BocTSP might lose mobility and miss TSP green
light due to the lack of overtaking capability and could be
impeded by slow-moving vehicles. This is a proof that the
proposed TSPcut is in great need.
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V. CONCLUSION AND FUTURE RESEARCH

This research proposes a TSPcut controller that enables con-
nected and automated buses to cut through traffic to make TSP
green light. The proposed controller overcomes the shortcom-
ings of conventional TSP strategies and is able to: i) overtake
slowing moving vehicles in order to catch TSP green time;
ii) decide the best time to pass the intersection; iii) considering
the stochasticity of surrounding traffic; iv) functional under
partially connected and automated environment. It takes full
advantage of connected vehicle technology by taking in real-
time vehicle and infrastructure information as optimization
input. The problem is formulated as an SMPC problem and
is solved by a high-efficient dynamic programming algo-
rithm. The nonlinear bicycle model is adopted as the system
dynamics to realize CAV bus’s lane-changing and overtaking
function. The stochasticity of surrounding traffic is considered
as a probability distribution which is transformed into a linear
chance constraint. Simulation evaluation is conduct to compare
the TSPcut against NTSP, CTSP and BocTSP. Sensitivity
analysis is conducted for congestion levels. The evaluation
results demonstrate that the TSPcut improves the bus delay
reduction by 17.9%-49.1%, and the benefits are 3.5% to 16.1%
greater than that of other TSP systems. The range is caused
by different congestion levels. In addition. Further tests are
conducted to analyze how CAV bus’s arrival time and the
speed of background traffic influence the performance of the
TSPcut. Detailed investigation reveals that:

• Congestion level has a negative impact on the perfor-
mance of the TSPcut.

• The greatest performance of the TSPcut is observed when
the v/c ratio equals to 0.7.

• The controller automatically disabled itself when the
intersection becomes too congested.

• The most bus delay reduction is observed when the CAV
bus arrives at the end of the green light.

• With the decrease of the speed of background traffic,
the performance of the TSPcut is more significant.

The proposed controller is applicable to a CAV bus
approaching an isolated signalized intersection. Future study
could upgrade the controller to enable transit priority over
multiple signalized intersections. In addition, the research
does not optimize the TSP timing plan. In the future study,
the cooperative optimization between bus maneuver and TSP
timing plan could be considered.
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