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Guest Editorial
Introduction to the Special Issue on Deep Learning

Models for Safe and Secure Intelligent
Transportation Systems

THE autonomous vehicular technology is approaching a
level of maturity that gives confidence to end-users in

many cities around the world for their usage so as to share the
roads with manual vehicles. Autonomous and manual vehicles
have different capabilities which may result in surprising
safety, security, and resilience impacts when mixed together
as a part of the intelligent transportation system (ITS). For
example, autonomous vehicles can communicate electronically
with one another, make fast decisions and associated actua-
tion, and generally act deterministically. In contrast, manual
vehicles cannot communicate electronically, are limited by the
capabilities and slow reaction of human drivers, and may show
some uncertainty and even irrationality in behavior due to the
involvement of humans. At the same time, humans can react
properly to more complex situations than autonomous vehi-
cles. Unlike manual vehicles, the security of computing and
communications of autonomous vehicles can be compromised
thereby precluding them from achieving individual or group
goals.

Given the expected mixture of autonomous and manual
vehicles that is expected to persist for many decades, safety
and security issues for a mixture of autonomous and man-
ual vehicles are crucial to investigate before autonomous
vehicles enter our roadways in numbers. To improve the
safety and security of the transportation system, artificial
intelligence (AI)-based techniques and deep learning models
have extensively been applied to the data-driven ITS model.
Despite the pioneering works on the integration of ITS data
with deep learning techniques, such techniques still require
more accurate perception since the false positives generated
during the execution of the algorithms can perturb the utility of
real-time data analytics particularly for safety applications in
ITS. More importantly, the recent breakthrough in generative
adversarial networks in machine learning better demonstrates
the criticality of the safety problems in ITS in the presence
of advanced persistent threats as that adversarial models
can be generated at an accelerating pace. Therefore, it is
crucial to understand how both types of vehicles will fare
in terms of safety (avoidance of dangerous situations), per-
formance (acceptable delays and throughput), and resilience
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(fast recovery from dangerous situations) under a variety of
uncertain situations without and with attacks on autonomous
vehicle communications in the presence of hidden adversaries
who exploit machine learning security loopholes.

Despite the existing research on cyber-attacks on the func-
tions of individual vehicles, the focus on the interplay of differ-
ent types of vehicles under the influence of cyber-adversaries
is missing. To address the abovementioned challenges, there
is a need for new algorithmic developments beyond traditional
topics in big data, deep neural networks, and cybersecurity.

This Special Issue of the IEEE TRANSACTIONS ON

INTELLIGENT TRANSPORTATION SYSTEMS captures the most
recent advances and technologies pertaining to the theoret-
ical development of deep-learning models and techniques
for improving security and safety in ITS. We received so
many articles from different research groups and a variety of
perspectives for this Special Issue. After a thorough evaluation
of the articles by reviewers, the editorial board chose 47 high-
quality research articles which cover a range of topics from
the special issue theme, as specified in the call. These articles
are representative solutions that attempt to present novel appli-
cations of deep learning models for safe and secure intelligent
transportation systems and collectively reflect the advances,
challenges, and directions for current and future research. The
articles have been organized in the following categories to
facilitate their reading:

• optimizing safety in ITS using deep learning
(ten articles);

• deep learning based security, integrity and privacy solu-
tions for ITS (ten articles);

• deep learning based intrusion detection and prevention
techniques (nine articles);

• deep learning based solutions to tackle traffic congestion
(six articles);

• deep learning based crowd sensing solutions for ITS
(four articles);

• future applications of deep learning models in ITS
(eight articles).

The Special Issue opens with the article entitled “Vehicle
detection and tracking in adverse weather using a deep
learning framework” by Hassaballah et al., which addresses
the problem of vehicle detection and tracking under adverse
weather conditions by introducing a visibility restoration
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method to improve images’ quality. To maintain the safety
of vehicles in adverse weather, the authors propose an online
vehicle tracking scheme using the YOLOv3 architecture for
overcoming problems caused by missed detection, false pos-
itives, and occlusions. To ensure the safety of trains in
adverse weather, Liu et al. propose a model named Multiple
Attention Layer-based Multi-Instance Learning (MAL-MIL),
which estimates the possibility that the actual wind speed
exceeds the safety threshold, in the article entitled “Short-
term strong wind risk prediction for high-speed railway.” In
the article entitled “ReViewNet: A fast and resource optimized
network for enabling safe autonomous driving in hazy weather
conditions,” Mehra et al. propose a fast and lightweight deep
learning model named ReviewNet for haze removal, thus
making higher level tasks like object detection, segmentation,
and decision making faster and more accurate.

Connected and automated vehicles are prominent innova-
tions of the emerging smart world and they have significantly
improved in recent years. In the article entitled “Toward safe
and smart mobility: Energy-aware deep learning for driving
behavior analysis and prediction of connected vehicles,”
Xing et al. propose an energy-aware driving pattern analy-
sis and motion prediction system for connected vehi-
cles using a deep learning-based time-series modeling
approach. To improve the accuracy of traffic prediction and
also to reduce the data transmission delay, Lv et al. propose
an efficient routing strategy using deep learning methods in
the article entitled “Solving the security problem of intelli-
gent transportation system with deep learning.” In the arti-
cle entitled “Anomaly detection in automated vehicles using
multistage attention-based convolutional neural network,”
Javed et al. propose a combination of a multi-stage attention
mechanism with a Long Short-Term Memory (LSTM)-based
Convolutional Neural Network (CNN) and a weight-adjusted
fine-tuned ensemble to detect anomalies in connected and
automated vehicles. The proposed method is capable of detect-
ing various single and mixed anomaly types.

Traditional vehicle location methods, such as the Global
Position System (GPS), can only locate the 1-D Direction
Of Arrivals (DOAs) estimation of target vehicles. The super-
resolution cannot be achieved when two vehicles are too close,
which means that safety incidents exist when autonomous
vehicles are deployed in future ITS. To address the prob-
lem, Wan et al. propose a massive multi-input multi-output,
reconfigurable, intelligent surface using deep learning in the
article entitled “Deep learning based autonomous vehicle super
resolution DOA estimation for safety driving.” In the article
entitled “Deep learning for safe autonomous driving: Current
challenges and future directions,”Muhammad et al. explain the
potentials of deep learning architectures in terms of reliability
and efficient real-time performance and overview the state-of-
the-art strategies for safe autonomous driving using this family
of modeling approaches, including their major achievements
and limitations.

In the article entitled “Deep learning-based traffic safety
solution for a mixture of autonomous and manual vehicles in
the 5G-enabled intelligent transportation system,” Yu et al.
propose a deep learning-based traffic safety solution for

a mixture of autonomous and manual vehicles in a 5G-enabled
ITS. In the article entitled “A novel deep Q-learning based
air-assisted vehicular caching scheme for safe autonomous
driving,” Shi et al. propose a deep Q-learning based air-
assisted vehicular caching scheme to respond to the driving
safety-related content requests of vehicle users. The method
uses a three-layered content response architecture, where an
airship is leveraged to take charge of the scheduling of vehicles
to improve the content response. Deep Q-learning is applied to
solve the multi-objective problem by learning from the history
content requests of vehicle users.

The feature matching used in Vehicular Ad Hoc Networks
(VANETs) has seriously threatened personal safety and caused
considerable economic loss due to the disclosure of users’
privacy. In the article entitled “Oblivious transfer for privacy-
preserving in VANET’s feature matching,” Wang et al. propose
an oblivious transfer protocol and a private set intersection
protocol to protect users’ privacy in the situation of VANET’s
feature matching. The proposed scheme does not use com-
plex calculations and resists quantum attacks. To ensure the
accuracy of task assignment while protecting the privacy of
vehicles’ locations, Qian et al. propose a task protection mech-
anism which meets the requirements on privacy protection
in the article entitled “Optimal location privacy preserving
and services quality guaranteed in vehicle-based crowdsensing
networks.”

In the article entitled “SPEED: A deep learning assisted
privacy-preserved framework for intelligent transportation sys-
tems,” Usman et al. propose a framework named SPEED to
manage multimedia data and preserve the privacy using a
multilevel edge computing architecture and machine learning
algorithms in ITS. The proposed method helps in addressing
issues like data redundancy and privacy-preserving in end-to-
end communications. To identify the network attacks and to
reduce the security concerns in the VANETs, a Secure and
Private-Collaborative Intrusion Detection System (SP-CIDS)
is proposed by Raja et al. in the article entitled “SP-CIDS:
Secure and private collaborative IDS for VANETs.” In the
article entitled “Stochastic modeling and integration of plug-in
hybrid electric vehicles in reconfigurable microgrids with deep
learning-based forecasting,” Dabbaghjamanesh et al. inves-
tigate the impact of uncoordinated, coordinated, and smart
charging of plug-in hybrid electric vehicles on the optimal
operation of microgrids incorporating the dynamic line rating
security constraint. The authors propose a deep learning gated
recurrent unit technique to forecast renewable power output for
mitigating the uncertainties in renewable energy components.

In the article entitled “A deep learning-based blockchain
mechanism for secure Internet of Drones environment,”
Singh et al. propose a blockchain-based security mechanism
for the Internet of Drones Environment, where the miner node
is selected using a deep learning-based approach using features
like computational resources, the available battery power,
and flight time of the drone. In the article entitled “Robust,
resilient and reliable architecture for Vehicle to Everything
(V2X) communication,” Khan et al. propose a robust, resilient,
and reliable architecture for V2X communications. They also
propose a blockchain-based transaction that ensures reliability.
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In the article entitled “Deep learning based semi-supervised
control for vertical security of maglev vehicle with guaranteed
bounded airgap,” Sun et al. propose a semi-supervised con-
troller based on a deep belief network algorithm for Maglev
vehicle in the presence of unknown external disturbances.
An output-constrained controller is designed by a backstepping
method, and the estimated value of extended state observer
is introduced to ensure that the output airgap is constrained
within a bounded range.

A large scale fast-growing data generated in ITS has become
a ponderous burden on the coordination of heterogeneous
transportation networks, which makes the traditional cloud-
centric storage architecture no longer satisfy new data analytics
requirements. Meanwhile, the lack of storage trust between
ITS devices and edge servers could lead to security risks in
the data storage process. However, a unified data distributed
storage architecture for ITS with intelligent management and
trustworthiness is absent in the previous works. To address
these challenges, in the article entitled “Trustworthy edge stor-
age orchestration in intelligent transportation systems using
reinforcement learning,” Qiao et al. propose a distributed
trustworthy storage architecture with reinforcement learning,
which also promotes to support edge services.

Existing statistical non-learning based models for measuring
the trust level of a driverless are not so effective because of
not being able to capture the extremely distributed, dynamic,
and complex nature of the traffic systems. In the article
entitled “Assessing trust level of a driverless car using deep
learning,” Karmakar et al. propose two deep learning-based
models for measuring the trustworthiness of a driverless
car and assessing the trust level of its major on-board unit
components. Despite the rapid development of the Internet
of vehicles, connected vehicles, autonomous vehicles, and
autonomous driving technologies, the automotive controller
area networks are still suffering from various intrusion attacks.
To address the problem, In the article entitled “Threat analysis
for automotive CAN networks: A GAN model-based intrusion
detection technique,” Xie et al. propose an enhanced deep
learning generative adversarial network (GAN) model using
controller area network message blocks and an enhanced
GAN discriminator. In the article entitled “An evolutionary
deep learning based anomaly detection model for securing
vehicles,” Kavousi-Fard et al. propose a deep-learning-based
attack detection based on a GAN classification to assess the
message frames transferring between the electric control unit
(ECU) and other hardware inside the vehicle.

An ITS pervasively deploys thousands of video cameras.
Analyzing live video streams from those cameras is of sig-
nificant importance to public safety. To address the problem,
Wan et al. propose a long video event retrieval algorithm
based on superframe segmentation in the article entitled
“An intelligent video analysis method for abnormal event
detection in intelligent transportation systems.” In the arti-
cle entitled “A two-phase anomaly detection model for
secure intelligent transportation ride-hauling trajectories,”
Belhadi et al. propose a two-phase based approach for iden-
tifying individual and group taxi frauds. A parallel version of
the algorithm is also proposed using a sliding window-based

GPU approach to boost the runtime performance. In the article
entitled “Novel deep learning-enabled LSTM autoencoder
architecture for discovering anomalous events from intelligent
transportation systems,” Ashraf et al. propose a deep learning-
based intrusion detection system for ITS to discover suspicious
network activity of In-Vehicle Networks (IVN), Vehicle to
Vehicle (V2V) communications, and Vehicle to Infrastructure
(V2I) networks.

In the article entitled “Collaborative intrusion detection for
VANETs: A deep learning based distributed SDN approach,”
Shu et al. propose a collaborative intrusion detection sys-
tem for VANETs using a deep-learning-based, distributed
Software-Defined Networking (SDN) approach to detect
abnormal network behaviors under local sub-networks rather
than the entire VANET. In the article entitled “Airborne
LiDAR assisted obstacle recognition and intrusion detection
towards unmanned aerial vehicle: Architecture, modelling
and evaluation,” Miao et al. propose an obstacle recogni-
tion and intrusion detection algorithm for Unmanned Aerial
Vehicle (UAV)-based on an Airborne LiDAR (ALORID).
In the article entitled “Information-centric content manage-
ment framework for software defined Internet of Vehicles
towards application specific services,” Manogaran et al. pro-
pose an information-centric content management framework
for effective information utilization in the vehicular networks.
This framework performs data acquisition, smoothing, and
management process for effective information analysis and
better offloading. The proposed framework incorporates the
functions of linear vector quantization for classifying acquired
information and segregating it for maximum utilization. This
quantization is recurrent in both continuous and alternating
learning process to improve the reliability of information
handling and management.

The Cognitive Internet of Vehicles (CIoV) is an intelligent
network that embeds the cognitive mechanism in the Internet
of Vehicles (IoV) to sense the environment and observe
the network states to learn the optimal policies adaptively.
However, one of the key challenges in CIoV systems is to
design a smart agent that can smartly schedule the packet
transmission for ultra-reliable low latency communication
under extreme random and noisy network conditions. In the
article entitled “A generative adversarial network enabled
deep distributional reinforcement learning for transmission
scheduling in the Internet of Vehicles,” Naeem et al. propose
a GAN-Scheduling algorithm, that is, an SDN based scheme
that leverages a generative adversarial network-powered deep
distributional Q network for learning the action-value distrib-
ution for intelligent transmission scheduling.

In the article entitled “Topological graph convolutional
network based urban traffic flow and density prediction,”
Qiu et al. propose an intelligence traffic prediction system to
efficiently allocate the V2X communication resources. This
system is built based on combining the topological graph
convolutional network with a sequence-to-sequence frame-
work. In the article entitled “A convolution bidirectional long
short-term memory neural network for driver emotion recog-
nition,” Du et al. propose a deep learning framework named
Convolution Bidirectional Long Short-term Memory Neural
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Network (CBLNN) to effectively recognize drivers’ emotions.
The proposed method predicts the emotions based on the
geometric features extracted from facial skin information and
the heart rate extracted from changes in RGB components.

In the article entitled “AI empowered communication sys-
tems for intelligent transportation systems,” Lv et al. use a
back-propagation neural network model to improve the predic-
tions of the number of vehicles passing at intersections. In the
article entitled “ICN-based enhanced cooperative caching for
multimedia streaming in resource constrained vehicular envi-
ronment,” Gupta et al. propose a cooperative caching scheme
in hierarchical network architecture that jointly considers
cache location as well as combined content popularity and
predicted future rating score while making a caching deci-
sion. The proposed scheme uses modified weighted clustering
algorithms for the selection of cluster heads which are then
used to decide cache location. A probability matrix is used
to compute content caching probability which considers both
popularity and predicted future rating of content.

With the advancement of communication technology and
location acquisition technology in the context of modern smart
cities, the sharing bike systems offer users great autonomy
and convenience for the last/first-kilometer trip. However,
due to the skewed and imbalanced bike usages for stations
located at different places, it is of great significance yet very
challenging to predict the potential destinations of each indi-
vidual trip beforehand so that the service providers can better
schedule manual bike re-dispatch in advance. To address this
issue, Wang et al. propose an attention-based deep learning
framework for trip destination prediction in the article entitled
“An attention-based deep learning framework for trip destina-
tion prediction of sharing bike.” In the article entitled “Short-
term prediction of urban rail transit passenger flow based on
LSTM-LGB-DRS,” Jing et al. propose an LGB-LSTM-DRS
model for short-term prediction of urban rail transit passenger
flow in an external passenger transport hub. The model selects
DRS as the dynamic regression device to fuse the Long-Short-
Term Memory (LSTM) network model and the lightweight
implementation of the algorithm GBM to achieve a local
optimal fusion prediction.

Over the past decade, along with a widespread adop-
tion of smartphones, crowdsourced navigation has become a
prevalent automobile navigation solution. In the article enti-
tled “Sybil attack identification for crowdsourced navigation:
A self-supervised deep learning approach,” Yu proposes a deep
generative model based on Bayesian deep learning for the
detection of Sybil attacks. The proposed model exploits time-
series features to embed trajectories in a latent distribution
space, which serves as a basis for identifying ones generated
by Sybil attacks. In the article entitled “Reinforcement learning
based advertising strategy using crowd sensing vehicular data,”
Lou et al. investigate a dynamic advertising problem for digital
roadside billboards. To deal with the dynamic advertising
problem, the authors consider many factors including potential
customers’ mobility patterns and their preferences, which
are extracted using crowd sensing vehicular data. The pro-
posed advertising strategy based on multi-agent reinforcement
learning can train each digital billboard to switch different

advertisements for different situations so that the influence
of advertisements can be improved and the advertiser could
obtain maximal commercial profit.

In the article entitled “A deep learning-based mobile crowd
sensing scheme by predicting vehicle mobility,” Zhu et al.
address the problem of vehicle recruitment by proposing a
deep learning-based scheme to collect sensing data in the
urban environment and deep-learning-based offline algorithm
to predict vehicle mobility in a future time period. The method
uses a greedy online algorithm to recruit a subset of vehicles
with a limited budget. In the article entitled “AI-enabled
fingerprinting and crowd source-based vehicle localization for
resilient and safe transportation systems,” Shit et al. propose
a crowdsource-based localization system to address the radio
map building problem in fingerprinting localization system.
In this method, the first initial radio map is constructed from
the path-loss RSS model, followed by the update of the
fingerprints with crowdsourcing. Finally, the vehicle location
is estimated from the RSS sample by matching it with an
updated radio map with a deep-learning algorithm.

In the article entitled “Online performance prediction of
perception DNNs by multi-task learning with depth estima-
tion,” Klingner et al. propose an online performance predic-
tion method for DNNs carrying out computer vision tasks
in ITS. In the article entitled “Enhancing transferability of
deep reinforcement learning-based variable speed limit control
using transfer learning,” Ke et al. utilize transfer learning to
enhance the transferability of a deep reinforcement learning-
based variable speed limits control strategy aiming to reduce
freeway travel time. In the article entitled “MASR: Multi-
aspect-aware session-based recommendation for intelligent
transportation services,” Zhang et al. propose a multi-aspect
aware session-based recommendation for comprehensively and
accurately capturing the user intention. In the article entitled
“Optimal distribution of workloads in cloud-fog architecture
in intelligent vehicular networks,” Abbasi et al. optimize the
power consumption of edge systems and reduce delays in the
processing of workloads using a genetic algorithm.

In the article entitled “A highly efficient vehicle taillight
detection approach based on deep learning,” Li et al. propose
an end-to-end framework that locates the rear brake and
turn signals from a video stream in real-time. The system
adopts the fast YOLOv3-tiny as the backbone model and
makes three improvements to increase the detection accuracy
on taillight semantics; that is, additional output layer for
multi-scale detection, spatial pyramid pooling module for
richer deep features, and focal loss for alleviation of class
imbalance and hard sample classification. Since understanding
the surrounding scenes is one of the fundamental tasks in
ITS, Zhang et al. conduct an extensive empirical study on
the performance of state-of-the-art scene text detection and
recognition algorithms, in the article entitled “Street view text
recognition with deep learning for urban scene understanding
in intelligent transportation systems.”

In the article entitled “N2C: Neural network controller
design using behavioral cloning,” using a deep learning frame-
work, Azam et al. propose a robust controller using behavioral
cloning and motion planning of autonomous vehicle. In the
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article entitled “Efficient and secure routing protocol based on
artificial intelligence algorithms with UAV-assisted for vehic-
ular ad hoc networks in intelligent transportation systems,”
Fatemidokht et al. propose a routing protocol by studying the
operation of UAVs in ad hoc mode and their cooperation with
other vehicles in VANETs.
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