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Abstract—The provision of lane-level travel time information 

can enable accurate traffic control and route guidance in urban 

roads with distinctive traffic conditions among lanes. However, 

few studies in the literature have been conducted to estimate lane-

level travel time distributions. This study proposes a new vehicle 

re-identification (V-ReID) method for estimating lane-level travel 

time distributions using video images from widely deployed 

surveillance cameras. In the proposed method, a lane-based 

bipartite graph matching is introduced to obtain optimal matches 

between upstream and downstream vehicles by considering lane-

level traffic conditions and vehicles’ lane changing behaviors and 

visual features. A lane-based travel time estimation technique is 

introduced to real-time estimate full spectrum of lane-level 

distribution parameters, including not only the mean but also the 

standard deviation and the distribution type. A comprehensive 

case study is carried out on a congested urban road in Hong Kong. 

Results of case study show that the proposed method outperforms 

the state-of-the-art link-based V-ReID method and is capable for 

providing accurate lane-level travel time distribution information 

on congested urban roads. 

Index Terms—Vehicle re-identification, lane-level travel time, 

lane changing behaviors, video images. 

I. INTRODUCTION

CCURATE and updated travel time information is a 

crucial requirement for many traffic monitoring, traffic 
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control and route guidance applications. The provided travel 

time information not only can enable travelers to make 

informed route choice decisions to avoid problematic roads, but 

also can allow transport operators to identify bottlenecks for 

proactively deploying effective controls [1-3]. 

The estimation of travel time information in congested urban 

road networks are not trivial. Firstly, travel times in congested 

urban road networks are highly stochastic, due to demand 

fluctuation, traffic controls, incidents and adverse weather, etc. 

This stochasticity inherent to congested urban networks has led 

to an increasing focus on estimating travel time distributions 

rather than a single measure of travel times (e.g., mean travel 

time) [1-3]. Secondly, the provision of lane-based travel time 

information in congested urban road networks is of great 

importance for traffic management, since different lanes on 

urban roads may have distinctive traffic conditions and 

different lane-changing movements [4]. Lane-based travel time 

information enables urban traffic control and management in a 

more detailed and fine-grained manner. Therefore, it is 

necessary to investigate methods for estimating lane-based 

travel time distributions on congested urban roads. 

In the literature, various sensor technologies have been used 

to estimate travel times on congested urban roads. Commonly 

used traffic sensors could be roughly classified into three types. 

The first one is probe vehicles equipped with GPS (Global 

Positioning Systems) devices or cell phones [5]. Trajectories of 

probe vehicles travelling in the network are collected to 
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estimate only link-based travel times, since GPS positional 

accuracy usually cannot reach the lane level [6]. The second one 

is point detectors installed at fixed locations, such as loop 

detectors [7], video cameras [8], thermal cameras [9], weigh-

in-motion sensors [10], Radar sensors [11] and LiDAR [12]. 

These detectors are capable for collecting lane-level spot speeds 

at a specific location in a road section. Thereby, lane-based 

travel time can be estimated [13]. However, the travel time 

estimations do not perform well under congestion, since spot 

speeds vary significantly at different locations along the road 

section [14]. The third one is interval detectors, which consist 

of a pair of sensors deployed at two fixed locations in the 

network. This type of sensors is capable for directly estimating 

travel times between the device pair using the time difference 

of a vehicle passing through two sensor locations [15]. 

Several types of sensors have been used for interval detectors, 

such as loop detectors, video cameras and wireless magnetic 

sensors. In recent years, video camera has become a popular 

means of interval detectors, due to its widespread availability in 

urban areas for various applications. To identify a specific 

vehicle in video images, license plate recognition is a 

commonly used technique [8]. However, it may not be 

applicable for video images with low resolution and/or frequent 

occlusions. More importantly, due to the privacy issue, license 

plate numbers are not allowed to use in many cities, such as 

Hong Kong. 

As an anonymous way, vehicle re-identification (V-ReID) 

technique recently attracts much attention [10, 16-21]. Fig. 1 

illustrates this V-ReID technique using two video images 

captured at upstream and downstream locations, respectively. It 

is to assign a random ID for each vehicle in video images of an 

upstream location; and to re-identify this vehicle in video 

images of the downstream location. Using experienced travel 

times of all re-identified vehicles, travel time information on 

congested urban roads can be well estimated. 
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Fig. 1.  Video images from (a) upstream and (b) downstream camera views. The 

red trucks in the blue bounding boxes are to be matched as the same vehicle. 

This study aims to develop an effective method for accurately 

estimating lane-based travel time distributions by using V-ReID 

technique. The remainder of this paper is organized as follows. 

Section II reviews existing V-ReID methods and summarizes 

the contributions of the current study. Section III briefly 

describes a state-of-the-art link-based V-ReID method to 

provide necessary research background. Section IV presents the 

proposed lane-based V-ReID method. Section V reports the 

case study on a congested urban road of Hong Kong. Finally, 

Section VI gives the conclusions and recommendations for 

further study. 

II. RELATED WORK

In the literature, many V-ReID methods have been proposed 

to estimate link-level travel times. As shown in Fig. 1, the 

identification of the same vehicles in video images captured at 

the upstream and downstream locations is a critical issue. Most 

existing V-ReID methods relied on the calculation of similarity 

among vehicles at two sensor locations based on their visual 

features, e.g. vehicle color, type and length [22]. Two types of 

methods have been developed for measuring similarity of visual 

features: distance-based and probabilistic-based methods. 

Distance-based methods evaluate vehicle similarity using 

deterministic distance measures. Sun et al. [18] calculated the 

distance of each vehicle feature, including inductive signatures, 

color, and spot speed; then fused these distances by weights to 

get an overall distance metric between two vehicles; and finally 

matched the vehicle pair with minimum distance metric. 

Oliveira-Neto et al. [23] introduced an edit distance to measure 

the similarity between two strings of license plate numbers. 

Tang et al. [24] applied deep convolutional neural networks 

techniques to learn vehicle features with the objective of 

minimizing their distance measures. Bai et al. [25] adopted 

group-sensitive triplet embedding to minimize the distances 

between the same vehicles at the same time keep different 

vehicles apart away. To further incorporate the noise of vehicle 

features into the similarity evaluation, an advanced 

probabilistic method was developed to calculate a matching 

probability rather than a deterministic similarity metric. Using 

Bayesian models, Kwong et al. [19] established statistical 

models to depict the distribution of distance measures between 

correct matches (the same vehicle) and wrong matches 

(different vehicles). 

To further improve the matching accuracy, several V-ReID 

methods have introduced a time window constraint to filter out 

infeasible matches of vehicles. Given a vehicle at the 

downstream location, a time window can be established to 

delimit feasible time period in which this vehicle should be 

observed at the upstream location. The size of time window 

should be determined carefully, neither too large to include too 

many candidates for matching, nor too small to filter out correct 

matches. Sumalee et al. [22] proposed a fixed time window 

strategy based on the vehicle’s historical link-based travel time 

distribution. Wang et al. [26] further introduced an adaptive 

time window strategy based on real-time estimated link-based 

travel time distributions. 

As summarized in Table 1, existing V-ReID methods focused 

on the estimation of link-based travel time distributions, but 

failed to distinguish significant differences among lanes. 

However, as illustrated in Fig. 2, travel time distributions vary 

by lanes. Aggregating travel times of all lanes into a single link-

based distribution can lead to inappropriate time windows for 

different lanes and cause the degradation of V-ReID 

performance. 

It also can be seen from Table 1 that most existing V-ReID 

methods mainly focused on the estimation of mean link travel 

times. These V-ReID methods usually assumed that link travel 

times follow normal distributions, and associated standard 

deviations or coefficient of variations (the ratio of standard 
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deviation to mean) are fixed and pre-given. However, as 

illustrated in Fig. 2, travel times in congested urban roads are 

complicated and highly dynamic, and could not satisfy these 

over-simplified assumptions. Therefore, full spectrum of travel 

time distribution parameters should be carefully estimated on a 

real-time basis, including not only the mean but also the 

standard deviation and the distribution type. 

Mean = 10.27 s

SD = 3.99 s

Log-normal distribution

Mean = 12.08 s

SD = 6.22 s

Log-normal distribution

Mean = 25.58 s

SD = 13.34 s

Log-normal distribution

Mean = 57.67 s

SD = 14.39 s

Normal distribution

Congested

 
Fig. 2.  Travel time distributions by vehicles’ lane location at the downstream 

section in the peak hour. There are significant differences of travel times among 

lanes. Lane 4 has longer and more spread-out travel time distribution than other 

lanes. 

 

To fill the gaps, this study develops a new lane-based V-

ReID method for estimating lane-level travel time distributions 

on congested urban roads. It contributes to existing link-based 

V-ReID studies in following aspects. 

(1) A lane-based vehicle re-identification technique is 

proposed. Lane-based time windows are well constructed to 

capture significant differences of traffic conditions among lanes. 

Vehicles’ lane changing behaviors are also extracted to estimate 

their lane location probability at the downstream section. Then, 

a lane-based bipartite graph matching is developed to determine 

the optimal matches between vehicles at upstream and 

downstream sections. Therefore, by explicitly considering the 

detailed lane-level characteristics, this proposed technique can 

significantly improve the vehicle matching accuracy. 

(2) A lane-based travel time estimation technique is 

developed. A weighting scheme is introduced to mitigate the 

effects of wrong matching by considering both distinctness of 

vehicle features and consequence of wrong matches. Then, a 

full spectrum of distribution parameters is estimated for each 

lane including not only the mean but also the standard deviation 

and the distribution type. An intra-period adjusting process is 

further developed to iteratively improve travel time estimation 

and vehicle matching accuracy. Therefore, by real-time 

estimating the full spectrum of lane-based travel time 

distributions, this developed technique can significantly 

enhance the travel time estimation accuracy. 

(3) A comprehensive case study using real data collected on 

a congested urban road in Hong Kong is carried out. Results of 

case study demonstrate that the developed V-ReID method is 

capable for accurately estimating lane-based travel time 

distributions during peak and non-peak hours. The developed 

V-ReID method outperforms the state-of-the-art link-based V-

ReID method [26] with respect to both vehicle matching 

accuracy and travel time estimation accuracy. 

 

TABLE I 

COMPARISONS OF EXISTING VEHICLE RE-IDENTIFICATION METHODS 

Vehicle re-identification 
method 

Detector/sensor Similarity metric 

Time 

window 

constraint 

Vehicle 
matching 

Travel time estimation 

Mean Standard 

deviation 

Distribution 

type 

Sun et al. (2004) [18] Video camera and loop 

detector 
Distance-based 

method 

Link-based Link-based 

None None 

None 

Oliveira-Neto et al. 
(2012) [23] 

License-plate recognition 
machine 

Link-based Link-based 

Tang et al. (2018) [24] Video camera Link-based None 

Hyun et al. (2017) [10] 
WIM sensor and loop 

detector 

Probabilistic 

method 

None None 

Kwong et al. (2009) [19] Wireless magnetic sensor Link-based Link-based 

Sumalee et al. (2012) [22] Video camera Link-based Link-based 

Wang et al. (2014) [26] Video camera Link-based Link-based 

The proposed method Video camera Lane-based Lane-based Lane-based Lane-based Lane-based 

III. STATE-OF-THE-ART LINK-BASED METHOD 

As illustrated in Fig. 1, there are two video cameras 

established at upstream and downstream sections along a 

network link. The link-based V-ReID problem is to identify 

vehicles passing the upstream section during time period 𝑡, then 

re-identify these vehicles at the downstream section, and finally 

estimate link travel time distribution 𝑇𝑡  during time period 𝑡 

based on the experienced travel times of re-identified vehicles. 

Fig. 3 illustrates the overall framework of a state-of-the-art 

link-based V-ReID method [26], which consists of following 

four major steps. 

1) Step 1: Link-based Vehicle Feature Extraction 

Using video image processing techniques, this step is to 

identify all vehicles passing through upstream section and 

downstream section, and extract their vehicle visual features 

and mobility statuses. The extracted visual features include 

vehicle color, vehicle type and vehicle length; while the 

extracted mobility statuses include arrival time 𝜏 and spot speed 

𝑣 . Consequently, a set of vehicles at the upstream section, 
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denoted by U, can be identified, and each upstream vehicle, 𝑖 ∈

𝑈 , is represented by (𝑐𝑜𝑙𝑜𝑟𝑖 
𝑈 , 𝑡𝑦𝑝𝑒𝑖 

𝑈 , 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈 , 𝜏𝑖 

𝑈, 𝑣𝑖 
𝑈) . 

Similarly, the set of vehicles at the downstream section, denoted 

by D, can be identified, and each downstream vehicle 𝑗 ∈ 𝐷 is 

represented by (𝑐𝑜𝑙𝑜𝑟𝑗 
𝐷 , 𝑡𝑦𝑝𝑒𝑗 

𝐷 , 𝑙𝑒𝑛𝑔𝑡ℎ𝑗 
𝐷 , 𝜏𝑗 

𝐷 , 𝑣𝑗 
𝐷). 
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vehicle sets

      Step 2. Link-based time-window constraint

Step 3. Link-based bipartite graph matching

Step 1. Link-based vehicle feature extraction

Step 4. Link-based travel time estimation

Initialization
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d
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Fig. 3.  Flowchart of the state-of-the-art link-based V-ReID method, which 

implied the assumption that different lanes have the same travel time estimation 

because differences of travel times in different lanes were not considered. 

 

2) Step 2. Link-based Travel Time Window Construction 

This step is to construct a link-based time window to delimit 

feasible matches between upstream and downstream vehicles. 

Without loss of generality, supposes that the link travel time 

distribution during the last time period 𝑡 − 1 , denoted by 

𝑇𝑡−1(𝜇𝑡−1, 𝜎𝑡−1), was estimated and available, where  𝜇𝑡−1 is 

its mean and 𝜎𝑡−1 is its standard deviation. It is assumed that �̃�𝑡 

follows normal distribution and the coefficient of variation, 

denoted by 𝜙 , is given and can be calibrated based on the 

historical data [26]. 

Using 𝑇𝑡−1, a link-based inter-period adjusting process [26] 

is introduced to roughly predict the link time distribution 

�̃�𝑡(𝜇𝑡 , �̃�𝑡) during current time period 𝑡, where �̃�𝑡 and �̃�𝑡 are its 

mean and standard deviation respectively. In (1), the mean 

travel time �̃�𝑡 is predicted by the smoothing technique as: 

�̃�𝑡 = 𝜇𝑡−1 + 𝛽𝜇(𝜇𝑡−1 − �̃�𝑡−1) (1) 

where �̃�𝑡−1 and 𝜇𝑡−1  respectively are predicted and estimated 

mean travel time at the last time period, and 𝛽𝜇 is the smoothing 

parameter with respect to the prediction error, i.e., (𝜇𝑡−1 −
�̃�𝑡−1). In (2), this �̃�𝑡  is further adjusted to take account the 

change of spot speeds during these two periods as: 

�̃�𝑡 =
𝑣𝑡−1

𝑈 + 𝑣𝑡−1
𝐷

𝑣𝑡
𝑈 + 𝑣𝑡

𝐷 �̃�𝑡 (2) 

where 𝑣𝑡−1
𝑈  and 𝑣𝑡−1

𝐷  respectively are average spot speeds for 

all vehicles at the upstream and downstream sections during the 

last time period (𝑡 − 1), and 𝑣𝑡
𝑈 and 𝑣𝑡

𝐷  are the corresponding 

values during the current time period 𝑡 . Then, in (3) the 

standard deviation �̃�𝑡 is calculated as: 

�̃�𝑡 = 𝜙�̃�𝑡 (3) 

With the predicted �̃�𝑡 , its 𝛼  confidence interval of �̃�𝑡 , 

denoted by [𝐿𝑏𝑡 , 𝑈𝑏𝑡] , can be formulated 

by  [Φ�̃�𝑡

−1(
1−𝛼

2
), Φ�̃�𝑡

−1(
1+𝛼

2
)] , where Φ�̃�𝑡

−1()   is the inverse of 

cumulative distribution function (CDF) of �̃�𝑡  at a confidence 

level. Under the normal distribution case, they can be calculated 

as: 

[𝐿𝑏𝑡 , 𝑈𝑏𝑡] = [�̃�𝑡 − z(
1 − 𝛼

2
)�̃�𝑡 , �̃�𝑡 + z(

1 + 𝛼

2
)�̃�𝑡]  (4) 

where  z()  is the inverse of CDF of the standard normal 

distribution at a confidence level and it can be obtained from 

the standard normal table or calculated by numerical  

approximation. 

 

3) Step 3. Link-based Bipartite Graph Matching 

This step is to determine the optimum matches between 

upstream and downstream vehicles using a bipartite graph 

matching technique. 

The bipartite graph contains two parts of vertices and a set of 

edges between them. To be specific, the vertices are divided 

into two disjoint sets, i.e. upstream vehicle set 𝑈  and 

downstream vehicle set 𝐷. For each upstream vehicle 𝑖 ∈ 𝑈, 

there has several edges connecting to its feasible matching 

downstream vehicles. Given arrival time of vehicle 𝑖  at 

upstream section 𝜏𝑖 
𝑈 , the feasible arrival time window of 

vehicle 𝑖   at downstream section can be calculated by 

[𝜏𝑖
𝑈 + 𝐿𝑏𝑡 , 𝜏𝑖

𝑈 + 𝑈𝑏𝑡] . Then, the set of feasible downstream 

matches, 𝑆(𝑖), can be determined as described in (5). 

𝑆(𝑖) = {∀𝑗 ∈ 𝐷|𝜏𝑗
𝐷 ∈ [𝜏𝑖

𝑈 + 𝐿𝑏𝑡 , 𝜏𝑖
𝑈 + 𝑈𝑏𝑡]} (5) 

where 𝜏𝑗
𝐷 is arrival time of vehicle 𝑗 at the downstream section. 

For an edge (𝑖, 𝑗) connecting 𝑖 ∈ 𝑈 and 𝑗 ∈ 𝑆(𝑖), its weight 

represents the matching probability 𝑃𝑖𝑗 , which is calculated by 

similarity between visual features (color, type and length) of 

vehicles 𝑖 and 𝑗 using following Bayesian formulas: 

𝑃𝑖𝑗 = 𝑃(𝛿𝑖𝑗 = 1|𝑑𝑐𝑜𝑙𝑜𝑟 , 𝑑𝑡𝑦𝑝𝑒, 𝑑𝑙𝑒𝑛𝑔𝑡ℎ) (6) 

where 𝛿𝑖𝑗 = 1 indicates an edge exist between vehicles 𝑖 and 𝑗, 

and 𝑑𝑐𝑜𝑙𝑜𝑟 , 𝑑𝑡𝑦𝑝𝑒 , and 𝑑𝑙𝑒𝑛𝑔𝑡ℎ  are difference (or distance) 

between vehicles’ color, type, and length features, respectively. 

A training dataset that contains a number of pairs of correctly 

matched vehicles is utilized to estimate 𝑃𝑖𝑗  for all edges. 

Consequently, a weighted bipartite graph can be constructed. 

The optimal matches between 𝑈 and D can be obtained by 

solving the bipartite graph matching problem [27]. 

 

4) Step 4. Link-based Travel Time Estimation 

This step is to estimate the link travel time 𝑇𝑡 based on the 

experienced travel times of re-identified vehicles, i.e., matched 

vehicle pairs. 

A thresholding process is used to filter out unreliable matches 

in those scenarios, in which several candidate downstream 

vehicles have similar matching probability. The thresholding 

process is to calculate a distinctiveness value 𝒟𝑖𝑗  for each 

vehicle match (𝑖, 𝑗) obtained in Step 3. Let 𝑖(2) be the vehicle 

with the second largest matching probability in 𝑆(𝑖) . The 

distinctiveness index 𝒟𝑖𝑗  is expressed in (7). 

𝒟𝑖𝑗 =
𝑃𝑖𝑗

𝑃𝑖(2)

(7) 
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Then, unreliable vehicle matches with 𝒟𝑖𝑗  less than a threshold 

parameter 휀𝐷 (e.g., 휀𝐷 ≥ 1) are removed without consideration. 

Other reliable matches form a valid set of vehicle matches, 

denoted by 𝑀, for travel time estimation. 

It is also assumed 𝑇𝑡  following the normal distribution, 

𝑁(𝜇𝑡 , 𝜎𝑡). Accordingly, mean travel time 𝜇𝑡  is calculated by 

(8). 

𝜇𝑡 =
1

|𝑀|
∑ 𝑇𝑖𝑗

∀(𝑖,𝑗)∈𝑀

(8) 

where 𝑇𝑖𝑗  is the travel time experienced by a valid match 

(𝑖, 𝑗) ∈ 𝑀, and |𝑀| is the total number of matches in 𝑀. Using 

the assumption that the coefficient of variation 𝜙 of the link 

travel time is given, the standard deviation 𝜎𝑡 is determined by 

(9). 

𝜎𝑡 = 𝜙𝜇𝑡 (9) 

Since time windows constructed in Step 2 have significant 

impacts on the V-ReID performance, a link-based intra-period 

adjusting process is introduced to utilize estimated 𝑇𝑡 instead of 

predicted �̃�𝑡  for constructing more accurate time windows. 

With newly constructed time windows, Steps 3 and 4 are also 

re-performed to determine a better estimation of 𝑇𝑡 . This 

iterative process will continue until the relative change in the 

estimated 𝜇𝑡 is smaller than a threshold parameter, 휀𝜇. 

 

5) Discussion on the state-of-the-art link-based method 

The existing link-based V-ReID method [26] can provide 

reasonable estimations of link mean travel times in highways. 

However, this existing method may not be applicable to 

congested urban roads due to following two reasons. Firstly, 

this V-ReID method only estimated link travel time 

distributions but failed to distinguish significant differences 

among lanes of the same road section. Secondly, this V-ReID 

method assumed travel times following normal distributions 

with fixed and pre-given the coefficient of variation. 

Nevertheless, travel times in congested urban roads are 

complicated and highly dynamic, and could not satisfy these 

over-simplified assumptions. To address these two issues, a 

new lane-based V-ReID method is proposed and presented in 

the next section.  

IV. LANE-BASED VEHICLE RE-IDENTIFICATION 

The flowchart of the proposed lane-based V-ReID method is 

given in Fig. 4. It consists of four major steps, which are 

described in detail as following sub-sections. 
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Fig. 4.  Flow chart of the proposed lane-based vehicle re-identification method. 

Appreciable differences of travel times in different lanes are explicitly 

considered. 

A. Step 1. Lane-based Vehicle Feature Extraction 

This step is to identify vehicles passing through upstream and 

downstream sections and exact vehicle information using the 

video image processing technique. Following the previous link-

based V-ReID methods [22], we extract several robust visual 

features for every vehicle. To fulfill the lane-based V-ReID, we 

also extract the vehicle’s lane-based mobility status, such as 

lane location and lane changing pattern. 

This step can be further divided into three sub-steps, which 

respectively exact vehicle trajectories, lane-based mobility 

status and visual features. Their detailed procedures are 

described as below. 

 

1) Sub-step 1.1. Trajectory Extraction 

This sub-step is to extract the trajectory for every vehicle in 

both upstream and downstream videos. We use a well-

developed tool, YOLOv3 (You Only Look Once version 3) [28], 

for vehicle detection and a powerful tool, Deep SORT (Simple 

Online and Realtime Tracking) [29], for multiple vehicle 

tracking. As illustrated in Fig. 5, vehicle images in blue boxes 

are clipped from the original video frames based on the results 

of vehicle detection using YOLOv3. A random ID is assigned 

to each vehicle for tracking its trajectory in the video using 

Deep SORT.  

Detection area

 
(a) 
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Detection area

 
(b) 

Fig. 5.  Detected vehicles in blue bounding boxes: (a) upstream; (b) 

downstream. The areas of interest in this study are bounded by red boxes as 

detection areas. 

 

Given a vehicle at the upstream section 𝑖 ∈ 𝑈, there are a 

sequent of n vehicle frames recorded at different timestamps. 

Let 𝐼𝑖,𝑘
𝑈  be vehicle frame recorded at kth timestamp, denoted by 

𝜏𝑖,𝑘
𝑈 . The vehicle’s image coordinates at  𝜏𝑖,𝑘

𝑈  can be determined 

as the center of the corresponding vehicle images. By projecting 

these image coordinates into virtual grids [24], we can obtain 

the vehicle’s world coordinates (𝑥𝑖,𝑘
𝑈 , 𝑦𝑖,𝑘

𝑈 ), where 𝑥𝑖,𝑘
𝑈  and 𝑦𝑖,𝑘

𝑈  

represent the vehicles’ lateral and longitudinal locations 

respectively (illustrated in Fig. 6). Thereby, a record of 

(𝐼𝑖,𝑘
𝑈 , 𝜏𝑖,𝑘

𝑈 , 𝑥𝑖,𝑘
𝑈 , 𝑦𝑖,𝑘

𝑈 ) can be determined for each timestamp  𝜏𝑖,𝑘
𝑈 . 

The vehicle’s trajectory in the upstream video can be obtained 

by corresponding sequent of n records. Similarly, the trajectory 

of a downstream vehicle 𝑗 ∈ 𝐷 can be obtained by a series of 

records, (𝐼𝑗,𝑞
𝐷 , 𝜏𝑗,𝑞

𝐷 , 𝑥𝑗,𝑞
𝐷 , 𝑦𝑗,𝑞

𝐷 ), where 𝑞 denotes the qth timestamp. 

 
(a) 

 
(b) 

Fig. 6.  Camera calibration by using projected virtual grids: (a) upstream; (b) 

downstream. Image coordinates can be transformed to world coordinates by 
homography matrixes. 

 

2) Sub-step 1.2. Lane-based Mobility Status Extraction 

This sub-step is to extract the lane-based mobility statuses for 

all vehicles. The extracted information includes the vehicle’s 

lane location, arrival time, spot speed and lane changing pattern. 

The lane location of upstream vehicle 𝑖  at the pre-given 

section 𝑦𝑖,𝑘
𝑈  is denoted by 𝑙𝑖

𝑈. It can be represented in the form 

of lane number, which is in the order from the near-side lane to 

the far-side lane. This 𝑙𝑖
𝑈 parameter can be determined by its 

lateral location 𝑥𝑖,𝑘
𝑈  and the lane width (e.g., 3.0 m in Hong 

Kong). For example, a vehicle’s lateral location 𝑥𝑖,𝑘
𝑈  equals 4.4 

m, this vehicle is within the range of Lane 2 from 3.0 to 6.0 m, 

and thus 𝑙𝑖
𝑈 is Lane 2. After all vehicles’ lane locations at the 

upstream section have been identified, the set of vehicles on 

each upstream lane 𝑙, denoted by 𝑈𝑙, can be obtained. 

The arrival time of upstream vehicle 𝑖  at the pre-given 

section 𝑦𝑖,𝑘
𝑈  is denoted by 𝜏𝑖

𝑈. It can be simply determined as the 

timestamp 𝜏𝑖,𝑘
𝑈  when the vehicle passed the section 𝑦𝑖,𝑘

𝑈 . 

The spot speed of upstream vehicle 𝑖 is denoted by 𝑣𝑖
𝑈. It can 

be calculated by the distance of its longitudinal movement in 

the camera view and the time it takes. The equation is given by 

(10). 

𝑣𝑖
𝑈 =

𝑦𝑖,𝑛
𝑈 − 𝑦𝑖,1

𝑈

𝜏𝑖,𝑛
𝑈 − 𝜏𝑖,1

𝑈
(10) 

where 𝑦𝑖,𝑛
𝑈  and 𝑦𝑖,1

𝑈  are the longitudinal locations of the last and 

the first record, 𝜏𝑖,𝑛
𝑈  and 𝜏𝑖,1

𝑈  are the timestamps of the last and 

the first record respectively. 

The lane changing pattern of upstream vehicle 𝑖 is denoted 

by 𝐿𝐶𝑖 
𝑈 . It is extracted based on its beginning and final lane 

locations, 𝑙𝑖,1
𝑈  and 𝑙𝑖,𝑛

𝑈 , in the upstream video as: 

𝐿𝐶𝑖 
𝑈 = {

0, 𝑙𝑖,1
𝑈 = 𝑙𝑖,𝑛

𝑈

1, 𝑙𝑖,1
𝑈 < 𝑙𝑖,𝑛

𝑈

−1, 𝑙𝑖,1
𝑈 > 𝑙𝑖,𝑛

𝑈

(11) 

where 𝐿𝐶𝑖 
𝑈 =  0, 1 and −1 respectively represents vehicle 𝑖 

staying on the same lane, changing to far-side lanes and 

changing to near-side lanes. 

 Using the same approach as the upstream case, we can also 

determine the lane location 𝑙𝑗
𝐷, arrival time 𝜏𝑗

𝐷 and spot speed 

𝑣𝑗
𝐷  for each downstream vehicle 𝑗. Consequently, we can obtain 

the set of vehicles on each downstream lane 𝑙, denoted by 𝐷𝑙 . 

 

3) Sub-step 1.3. Visual Feature Extraction 

This sub-step follows previous methods [22] to extract the 

vehicle’s visual features, including 𝑐𝑜𝑙𝑜𝑟 , 𝑡𝑦𝑝𝑒  and 𝑙𝑒𝑛𝑔𝑡ℎ . 

We firstly extract the color feature for upstream vehicle 𝑖 , 

denoted by 𝑐𝑜𝑙𝑜𝑟𝑖 
𝑈. It is depicted by a three-dimensional (i.e. 

red, green and blue) color histogram [24] and all three channels 

are divided into 8 bins. Accordingly, 𝑐𝑜𝑙𝑜𝑟𝑖 
𝑈  is a vector of 

8×8×8=512 elements, representing the color distribution of the 

vehicle image. The technique of background subtraction is 

adopted to exclude the color information of the background [30]. 

We then extract the type feature of upstream vehicle  𝑖 , 

denoted by 𝑡𝑦𝑝𝑒𝑖 
𝑈 . Following the work of [31], the template 

matching method is adopted by calculating the similarity of the 

vehicle’s image to template images of reprehensive vehicle 

types in the study area. In this method, the vehicle image 𝐼𝑖,𝑘
𝑈  is 

firstly converted into a gray-scale image 𝐼𝑔𝑟𝑎𝑦  to remove color 

information but preserve vehicle shape and size. Then, a 
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similarity score between the vehicle’s gray-scale image 𝐼𝑔𝑟𝑎𝑦  

and a gray-scale template image of the 𝜅-th vehicle type, 𝑇𝑒𝑚𝜅 , 

is calculated by (12). 

𝑡𝑦𝑝𝑒(𝜅) = 1 −
∑ ∑ |𝐼𝑔𝑟𝑎𝑦(𝑎, 𝑏) − 𝑇𝑒𝑚𝜅(𝑎, 𝑏)|

2𝐵
𝑏=1

𝐴
𝑎=1

255 × 𝐴𝐵
(12) 

where 𝐴  and 𝐵  are width and height of the template image 

respectively, and (𝑎, 𝑏) are the pixel coordinates in images. The 

similarity score 𝑡𝑦𝑝𝑒(𝜅) ranges from 0 to 1. Larger 𝑡𝑦𝑝𝑒(𝜅) 

means more similarity to the 𝜅th vehicle type. 

It is noticed that the appearance of the same vehicle varies 

from lane to lane, especially when vehicles are captured from a 

side angle. Thus, the template images, 𝑇𝑒𝑚𝜅  in (12), are 

prepared for each vehicle type, each camera view and each lane. 

In this study, six vehicle types are adopted including sedan, 

taxi, van, minibus, truck and bus. Accordingly, the type feature 

𝑡𝑦𝑝𝑒𝑖 
𝑈 is a vector of six elements in terms of similarity metrics. 

Takes an upstream vehicle in Fig. 1(a) as an example, and its 

type feature (i.e. similarity-score vector) is provided in Table II. 

 
TABLE II 

SIMILARITY SCORE FOR EACH TEMPLATE 

Template 
image  

Sedan 
 

 
Taxi 

 

 
Van 

 
Mini- 

bus 

 
Truck 

 
Bus 

 
Input 

0.5815 0.6193 0.6670 0.6867 0.7066 0.6238 

 

Finally, we extract the length feature of upstream vehicle  𝑖, 

denoted by 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈. Following the work of [22], it is estimated 

by the normalized height of the vehicle image as: 

𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈 = ℎ𝑒𝑖𝑔ℎ𝑡𝑖

𝑈 × 𝜂𝑙 (13) 

where ℎ𝑒𝑖𝑔ℎ𝑡𝑖
𝑈  is the image height and 𝜂𝑙  is the normalizing 

factor that needs calibration for each lane location 𝑙 and each 

video camera. In this study, a training dataset is prepared for 𝜂𝑙  

calibration, see Table III as an example of the training dataset. 

The ground truth of vehicle length 𝑙𝑒𝑛𝑔𝑡ℎ̂
𝑙
𝑈 is determined by 

vehicle type while the image height ℎ𝑒𝑖𝑔ℎ𝑡𝑖
𝑈 is measured from 

the vehicle images. Using an ordinary least square technique, 

𝜂𝑙 parameter can be calibrated by (14-15). 

min ∑ (𝑙𝑒𝑛𝑔𝑡ℎ̂
𝑖
𝑈 − 𝑙𝑒𝑛𝑔𝑡ℎ𝑖

𝑈)
2

𝑖
(14) 

𝜂𝑙 = ∑ 𝑙𝑒𝑛𝑔𝑡ℎ𝑖
𝑈

𝑖
∑ ℎ𝑒𝑖𝑔ℎ𝑡𝑖

𝑈

𝑖
⁄ (15) 

 Using the same approach, color feature 𝑐𝑜𝑙𝑜𝑟𝑗 
𝐷 , type feature 

𝑡𝑦𝑝𝑒𝑗 
𝐷, and length feature 𝑙𝑒𝑛𝑔𝑡ℎ𝑗 

𝐷  can be extracted for every 

downstream vehicle  𝑗. 

 
TABLE III 

GROUND TRUTH OF VEHICLE LENGTH AND IMAGE HEIGHT 

Vehicle 
type 

 
Sedan 

 

 
Taxi 

 

 
Van 

 
Mini- 
bus 

 
Truck 

 
Bus 

Vehicle 

length(m) 
4.8 4.8 6.0 8.0 10.0 12.0 

Image 

height 

(pixel) 

189 186 229 281 327 499 

 

B. Step 2. Lane-based Travel Time Window Construction 

This step is to construct lane-based travel time windows for 

each downstream lane to delimit feasible matches between 

upstream and downstream vehicles. It extends the previous 

link-based travel time window construction step [26] by 

explicitly considering distinctive traffic conditions at different 

lanes. 

Without loss of generality, supposes that travel time 

distribution of lane 𝑙 during the last time period 𝑡 − 1, denoted 

by 𝑇𝑙,𝑡−1(𝜇𝑙,𝑡−1, 𝜎𝑙,𝑡−1, 𝜋𝑙,𝑡−1), is estimated and available, where  

𝜇𝑙,𝑡−1 is its mean, 𝜎𝑙,𝑡−1 is its standard deviation, and 𝜋𝑙,𝑡−1 is 

its distribution type. In this study, it was assumed that 𝑇𝑙,𝑡−1 

follows either normal or lognormal distribution according to the 

previous empirical studies [3, 32]. It should be noted that this 

assumption can be relaxed by using other distribution types, e.g., 

Gamma or Weibull. 

To determine lane-based time windows, a lane-based inter-

period adjusting process is introduced to determine a rough 

prediction of travel time distribution of lane 𝑙 during the current 

time period 𝑡 , denoted by  �̃�𝑙,𝑡(𝜇𝑙,𝑡 , �̃�𝑙,𝑡 , �̃�𝑙,𝑡) . Following the 

previous work [26], the mean travel time �̃�𝑙,𝑡 is adjusted using 

a smoothing technique as: 

�̃�𝑙,𝑡 = 𝜇𝑙,𝑡−1 + 𝛽𝜇(𝜇𝑙,𝑡−1 − �̃�𝑙,𝑡−1) (16) 

where �̃�𝑙,𝑡−1 and 𝜇𝑙,𝑡−1 respectively are predicted and estimated 

means at the last time period 𝑡 − 1, and 𝛽𝜇  is the smoothing 

parameter with respect to prediction error of mean travel time. 

This predicted mean is further adjusted according to the 

changes of spot speed as: 

�̃�𝑙,𝑡 =
𝑣𝑙,𝑡−1

𝑈 + 𝑣𝑙,𝑡−1
𝐷

𝑣𝑙,𝑡
𝑈 + 𝑣𝑙,𝑡

𝐷 �̃�𝑙,𝑡 (17) 

where  𝑣𝑙,𝑡−1
𝑈  and 𝑣𝑙,𝑡−1

𝐷  respectively are average spot speeds for 

all vehicles on lane 𝑙 of the upstream and downstream sections 

during the last time period (𝑡 − 1) , and 𝑣𝑙,𝑡
𝑈  and 𝑣𝑙,𝑡

𝐷  are the 

corresponding values during the current time period 𝑡. In this 

study, the standard deviation is also real-time estimated by the 

smoothing technique as: 

�̃�𝑙,𝑡 = 𝜎𝑙,𝑡−1 + 𝛽𝜎(𝜎𝑙,𝑡−1 − �̃�𝑙,𝑡−1) (18) 

where �̃�𝑙,𝑡−1 and 𝜎𝑙,𝑡−1 respectively are predicted and estimated 

standard deviations at the last time period 𝑡 − 1, and 𝛽𝜎  is the 

corresponding smoothing parameter. However, it is assumed 

�̃�𝑙,𝑡 having the same distribution type as 𝑇𝑙,𝑡−1, i.e., �̃�𝑙,𝑡 = 𝜋𝑙,𝑡−1. 

It should be noted that all three distribution parameters will be 

further updated in Step 4. 

 With the predicted �̃�𝑙,𝑡, its 𝛼 confidence interval [𝐿�̃�𝑙,𝑡 , 𝑈�̃�𝑙,𝑡] 

can be formulated by [Φ�̃�𝑙,𝑡

−1 (
1−𝛼

2
), Φ�̃�𝑙,𝑡

−1 (
1+𝛼

2
)] , where Φ�̃�𝑙,𝑡

−1 ()  

is the inverse of CDF of �̃�𝑙,𝑡 . When �̃�𝑙,𝑡  follows normal 

distribution, it can be calculated by (19). 

 [𝐿�̃�𝑙,𝑡 , 𝑈�̃�𝑙,𝑡] = [�̃�𝑙,𝑡 − z(
1 − 𝛼

2
)�̃�𝑙,𝑡 , �̃�𝑙,𝑡 + z(

1 + 𝛼

2
)�̃�𝑙,𝑡]  (19) 
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Otherwise, �̃�𝑙,𝑡  follows a lognormal distribution and its 𝛼 

confidence interval can be calculated by (20). 

 [𝐿�̃�𝑙,𝑡 , 𝑈�̃�𝑙,𝑡] = [𝑒�̃�𝑙,𝑡
log

− z(
1−𝛼

2
)�̃�𝑙,𝑡

log

, 𝑒�̃�𝑙,𝑡
log

+ z(
1−𝛼

2
)�̃�𝑙,𝑡

log

]  (20) 

where z() is the z-score, i.e. the inverse of CDF of the standard 

normal distribution at a confidence level. �̃�𝑙,𝑡
log

 and �̃�𝑙,𝑡
log

 are 

respectively mean and standard deviation of the logarithm of 

�̃�𝑙,𝑡 and they can be expressed as: 

�̃�𝑙,𝑡
log

= log(�̃�𝑙,𝑡) −
1

2
log (1 + (

�̃�𝑙,𝑡

�̃�𝑙,𝑡

)

2

)  (21) 

�̃�𝑙,𝑡
log

= √log (1 + (
�̃�𝑙,𝑡

�̃�𝑙,𝑡

)

2

) (22) 

 

C. Step 3. Lane-based Bipartite Graph Matching 

This step is to determine optimal matches between upstream 

and downstream vehicles using a lane-based bipartite graph 

technique. It extends the previous link-based matching step by 

explicitly considering detailed lane-level traffic conditions and 

vehicles’ lane changing behaviors. This step can be further 

divided into three sub-steps, including lane-based bipartite 

graph construction, matching probability calculation, and 

optimal matching. Their detailed procedures are described as 

below. 

 

1) Sub-step 3.1. Lane-based Bipartite Graph Construction 

This sub-step is to construct a bipartite graph to determine 

optimal matches between upstream and downstream vehicles.  

Fig.7 illustrates the concept of lane-based bipartite graph. This 

graph contains two disjoint parts of vertices representing 

upstream vehicle set 𝑈 and downstream vehicle set 𝐷, which 

are further divided into corresponding lane-based sub-sets, 

(… , 𝑈𝑙 , … ) and (… , 𝐷𝑙 , … ). 

i

j

    

    

D

Upstream vehicle set U

Downstream vehicle set D

D1
l

Sl (i)

 
Fig. 7.  Lane-based bipartite graph representation. For an upstream vehicle i, its 

feasible matches of downstream vehicles j are reduced from the link-based 

search space (grey color) to the lane-based search space (green color). 

 

For each upstream vehicle 𝑖 ∈ 𝑈 , there has several edges 

connecting to its candidate matches in each downstream lane 

set 𝐷𝑙 . Given arrival time of vehicle 𝑖 at upstream section 𝜏𝑖 
𝑈, 

its feasible arrival time window through the downstream lane 𝑙 

is determined as [𝜏𝑖 
𝑈 + 𝐿𝑏𝑙,𝑡 , 𝜏𝑖 

𝑈 + 𝑈𝑏𝑙,𝑡]. Accordingly, the set 

of feasible matches on downstream lane 𝑙, denoted by 𝑆𝑙(𝑖), can 

be determined by (23). 

𝑆𝑙(𝑖) = {∀𝑗 ∈ 𝐷𝑙|𝜏𝑗
𝐷 ∈ [𝜏𝑖

𝑈 + 𝐿𝑏𝑙,𝑡 , 𝜏𝑖
𝑈 + 𝑈𝑏𝑙,𝑡]} (23) 

where 𝜏𝑗
𝐷 is arrival time of vehicle 𝑗 at the downstream section. 

The whole set of feasible matches at the downstream section, 

 𝑆(𝑖), can be obtained as the union of all  𝑆𝑙(𝑖) as: 

𝑆(𝑖) = ⋃ 𝑆𝑙(𝑖)

∀𝑙

 (24) 

For an edge (𝑖, 𝑗)  connecting 𝑖 ∈ 𝑈  and 𝑗 ∈ 𝑆𝑙(𝑖) , its weight 

represents the matching probability 𝑃𝑖𝑗 . 

 

2) Sub-step 3.2. Matching Probability Calculation 

This sub-step is to calculate matching probability 𝑃𝑖𝑗  for 

every edge, i.e., feasible vehicle match  (𝑖, 𝑗). Following the 

previous work [26], the matching probability 𝑃𝑖𝑗  is formulated 

in this study using the statistical matching method. Nevertheless, 

this study extends the previous method [26] by considering not 

only vehicles’ visual features but also lane changing behaviors 

and arrival time probability. 

According to Bayesian approach, the matching probability 

𝑃𝑖𝑗  is formulated as: 

𝑃𝑖𝑗 = 𝑃(𝛿𝑖𝑗 = 1|𝑑𝑖𝑗  ) (25) 

where 𝛿𝑖𝑗  denote whether vehicles 𝑖 and 𝑗 are matched, i.e. 1 

means matched and 0 otherwise; and 𝑑𝑖𝑗  is the dis-similarity 

measures of these two vehicles’ visual features. According to 

Bayes' theorem, we have following posterior probability: 

𝑃(𝛿𝑖𝑗 = 1|𝑑𝑖𝑗  ) =
𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1)𝑃(𝛿𝑖𝑗 = 1)

𝑃(𝑑𝑖𝑗)
(26) 

where 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1) is the likelihood function, and 𝑃(𝛿𝑖𝑗 =

1)  is the prior probability without considering the vehicle 

feature information. The vehicle feature dis-similarity 

distribution 𝑃(𝑑𝑖𝑗) can be further expressed as: 

𝑃(𝑑𝑖𝑗) = 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1)𝑃(𝛿𝑖𝑗 = 1)

+ 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 0)𝑃(𝛿𝑖𝑗 = 0) 

 

(27) 

𝑃(𝛿𝑖𝑗 = 0) = 1 − 𝑃(𝛿𝑖𝑗 = 1) (28) 

Therefore, the calculation of 𝑃𝑖𝑗  depends on likelihood 

functions 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1)  and 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 0) , and prior 

probability function 𝑃(𝛿𝑖𝑗 = 1). 

In this study, the prior probability 𝑃(𝛿𝑖𝑗 = 1) is formulated 

by explicitly considering vehicle’s lane changing behaviors and 

arrival time probability. Based on the historical data, we can 

observe some patterns of lane changing behaviors as follows: 

(1) vehicles changing lanes at upstream are less likely to change 

lanes at downstream; (2) if vehicles change to near-side lanes at 

upstream, it is almost impossible for them to change to far-side 

lanes at downstream, and vice versa; (3) lane changing patterns 

vary among vehicles of different sizes. It is easier for small 

vehicles to change lanes when it comes to congestion. Vehicles 

are divided into two categories (i.e. small and large vehicles) 

based on vehicle lengths. The threshold of 7.2 m is determined 

for classification by a clustering method. Therefore, the 

probability of upstream vehicle 𝑖 on downstream lane  , denoted 

by 𝑃(𝑙𝑗
𝐷) , depends on its lane location 𝑙𝑖

𝑈 , lane changing 

behavior at the upstream section 𝐿𝐶𝑖 
𝑈  and its vehicle length 

𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈 as: 
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𝑃(𝑙𝑗
𝐷) = 𝑃(𝑙𝑗

𝐷|𝑙𝑖
𝑈, 𝐿𝐶𝑖 

𝑈, 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈)

=
𝑃(𝑙𝑖

𝑈, 𝐿𝐶𝑖 
𝑈 , 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 

𝑈 , 𝑙𝑗
𝐷)

∑ 𝑃(𝑙𝑖
𝑈, 𝐿𝐶𝑖 

𝑈, 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈 , 𝑙𝑗

𝐷)𝑙𝑗
𝐷

 

 

(29) 

where 𝑃(𝑙𝑖
𝑈, 𝐿𝐶𝑖 

𝑈, 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 
𝑈 , 𝑙𝑗

𝐷)  is the joint probability 

density  estimated with training dataset in the same time 

duration. 

The probability of vehicle 𝑖  arriving at the downstream 

section on 𝜏𝑖
𝐷 , denoted by 𝑃(𝜏𝑗

𝐷) , depends on travel time 

distribution of downstream lane 𝑙 as: 

𝑃(𝜏𝑗
𝐷) = 𝑓�̃�𝑙,𝑡

(𝜏𝑗
𝐷 − 𝜏𝑖

𝑈) ∙ 𝛾𝑡𝑖𝑚𝑒 (30) 

where 𝑓�̃�𝑙,𝑡
(⋅)  is the lane-based travel time distribution 

estimated in the last time period, and 𝛾𝑡𝑖𝑚𝑒  is a normalizing 

factor which could be the class interval of the histogram related 

to the travel time distribution. 

By fusing 𝑃(𝑙𝑗
𝐷) and 𝑃(𝜏𝑗

𝐷) based on the logarithmic opinion 

pool approach, the prior probability 𝑃(𝛿𝑖𝑗 = 1)  determined by 

(31). 

𝑃(𝛿𝑖𝑗 = 1) =
1

𝛾𝐿𝑇

𝑃(𝑙𝑗
𝐷|𝐿𝑖 

𝑈 , 𝑙𝑖
𝑈, 𝐿𝐶𝑖 

𝑈)
𝜃𝑙𝑎𝑛𝑒

𝑃(𝜏𝑗
𝐷)𝜃𝑡𝑖𝑚𝑒 (31) 

where 𝛾𝐿𝑇 is the normalizing constant, and 𝜃𝑙𝑎𝑛𝑒  and 𝜃𝑡𝑖𝑚𝑒  are 

corresponding weighting parameters. 

Following the previous work [26], the likelihood functions, 

𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1)  and 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 0), are calculated by visual 

features including color, length and type. Let 𝑑𝑐𝑜𝑙𝑜𝑟(𝑖, 𝑗) , 

𝑑𝑡𝑦𝑝𝑒(𝑖, 𝑗) and 𝑑𝑙𝑒𝑛𝑔𝑡ℎ(𝑖, 𝑗) be the distance measure between 

vehicles 𝑖 and 𝑗 for color, length and type features respectively. 

The color distance measure, 𝑑𝑐𝑜𝑙𝑜𝑟(𝑖, 𝑗), is calculated by the 

Bhattacharyya distance as: 

𝑑𝑐𝑜𝑙𝑜𝑟(𝑖, 𝑗) = [1 − ∑ √𝑐𝑜𝑙𝑜𝑟𝑖
𝑈(𝑟) ∙ 𝑐𝑜𝑙𝑜𝑟𝑗

𝐷(𝑟)

512

𝑟=1

]

1/2

(32) 

where 𝑟 means the 𝑟-th element of the color feature vector. The 

type distance measure, 𝑑𝑡𝑦𝑝𝑒(𝑖, 𝑗) , is calculated by the 

Manhattan distance as: 

𝑑𝑡𝑦𝑝𝑒(𝑖, 𝑗) = ∑|𝑡𝑦𝑝𝑒𝑖
𝑈(𝜅) − 𝑡𝑦𝑝𝑒𝑗

𝐷(𝜅)|

𝜅

(33) 

where 𝜅 represents the 𝜅-th element of the type feature vector. 

The length distance measure, 𝑑𝑙𝑒𝑛𝑔𝑡ℎ(𝑖, 𝑗), is calculated by the 

absolute difference as: 

𝑑𝑙𝑒𝑛𝑔𝑡ℎ(𝑖, 𝑗) = |𝑙𝑒𝑛𝑔𝑡ℎ𝑖
𝑈 − 𝑙𝑒𝑛𝑔𝑡ℎ𝑗

𝐷| (34) 

Let 𝑃(𝑑𝑐𝑜𝑙𝑜𝑟(𝑖, 𝑗)|𝛿𝑖𝑗 = 1)  and 𝑃(𝑑𝑐𝑜𝑙𝑜𝑟(𝑖, 𝑗)|𝛿𝑖𝑗 = 0)  be 

likelihood functions of color feature; 𝑃(𝑑𝑡𝑦𝑝𝑒(𝑖, 𝑗)|𝛿𝑖𝑗 = 1) 

and 𝑃(𝑑𝑡𝑦𝑝𝑒(𝑖, 𝑗)|𝛿𝑖𝑗 = 0)  be likelihood function of type 

feature; 𝑃(𝑑𝑙𝑒𝑛𝑔𝑡ℎ(𝑖, 𝑗)|𝛿𝑖𝑗 = 1)  and 𝑃(𝑑𝑙𝑒𝑛𝑔𝑡ℎ(𝑖, 𝑗)|𝛿𝑖𝑗 = 0) 

be likelihood function of length feature. All these likelihood 

functions of each visual feature can be well estimated by the 

training dataset. By fusing them based on the logarithmic 

opinion pool approach, the overall likelihood functions, 

𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1) and 𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 0), can be determined as: 

𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 1) =
1

𝛾𝐶𝑇𝐿

𝑃(𝑑𝑐𝑜𝑙𝑜𝑟|𝛿𝑖𝑗 = 1)
𝜃𝑐𝑜𝑙𝑜𝑟

𝑃(𝑑𝑡𝑦𝑝𝑒|𝛿𝑖𝑗 = 1)
𝜃𝑡𝑦𝑝𝑒

𝑃(𝑑𝑙𝑒𝑛𝑔𝑡ℎ|𝛿𝑖𝑗 = 1)
𝜃𝑙𝑒𝑛𝑔𝑡ℎ

(35)

 

𝑃(𝑑𝑖𝑗|𝛿𝑖𝑗 = 0) =
1

𝛾𝐶𝑇𝐿

𝑃(𝑑𝑐𝑜𝑙𝑜𝑟|𝛿𝑖𝑗 = 0)
𝜃𝑐𝑜𝑙𝑜𝑟

𝑃(𝑑𝑡𝑦𝑝𝑒|𝛿𝑖𝑗 = 0)
𝜃𝑡𝑦𝑝𝑒

𝑃(𝑑𝑙𝑒𝑛𝑔𝑡ℎ|𝛿𝑖𝑗 = 0)
𝜃𝑙𝑒𝑛𝑔𝑡ℎ

(36)

 

where 𝛾𝐶𝑇𝐿  is a normalizing constant, and 𝜃𝑐𝑜𝑙𝑜𝑟 , 𝜃𝑡𝑦𝑝𝑒  and 

𝜃𝑙𝑒𝑛𝑔𝑡ℎ  are corresponding weighing parameters that can be 

estimated by training dataset to maximize the matching 

accuracy. 

 

3) Sub-step 3.3. Optimum Matching 

This sub-step is to determine optimal matches using the lane-

based bipartite graph constructed in Sub-steps 3.1 and 3.2. The 

optimal matches can be obtained by solving the following 

maximization problem in the constructed bipartite graph: 

max ∑ ∑ 𝑃𝑖𝑗𝛿𝑖𝑗

∀𝑗∈𝐷∀𝑖∈𝑈

(37) 

s. t. 𝛿𝑖𝑗 ∈ {0,1}, ∀𝑖 ∈ 𝑈, ∀𝑗 ∈ 𝑆(𝑖) (38) 

∑ 𝛿𝑖𝑗

∀𝑗∈𝐷

≤ 1, ∀𝑖 ∈ 𝑈 (39) 

∑ 𝛿𝑖𝑗

∀𝑖∈𝑈

≤ 1, ∀𝑗 ∈ 𝐷 (40) 

(37) is the objective function that maximizes the total matching 

probability. (38) indicates the decision variables as binary 

integers. (39) ensures that any upstream vehicle 𝑖 can only be 

matched with at most one downstream vehicle, while (40) 

ensures that any downstream vehicle 𝑗 can only be matched 

with at most one upstream vehicle. This bipartite graph 

matching problem can be solved by a well-developed algorithm 

proposed by Galil [27]. 

 

D. Step 4. Lane-based Travel Time Estimation 

This step is to estimate the lane-level travel time distributions 

on real-time basis. It extends the previous study [26] to estimate 

the full spectrum of lane-level travel time distributions, 

including not only the mean but also the standard deviation and 

the distribution type. This step can be further divided into two 

sub-steps as below. 

 

1) Sub-step 4.1. Travel Time Distribution Estimation 

This sub-step is estimate travel time distribution for each lane 

based on the results of vehicle matches. 

In this study, a weighting scheme is introduced to mitigate 

the effects of wrong matching. The weight of a vehicle match 

(𝑖, 𝑗), denoted by 𝑤𝑖𝑗 , is defined in (41). 

𝑤𝑖𝑗 = (
𝑃𝑖𝑗

𝑃𝑖(2)
) (1 + |

𝑇𝑖𝑗 − 𝑇𝑖(1)

𝑇𝑖(1)
|)⁄ (41) 

where 𝑃𝑖𝑗 is the result of graph match for vehicle 𝑖 and 𝑇𝑖𝑗  is its 

associated experienced travel time, 𝑃𝑖(2)  is the second largest 

matching probability among 𝑆(𝑖), and 𝑇𝑖(1) is the experienced 

travel time of the vehicle match with the largest matching 

probability among 𝑆(𝑖). The numerator of 𝑤𝑖𝑗  is a distinctive 

index [26] representing the uniqueness of vehicle match (𝑖, 𝑗), 

while the denominator of  𝑤𝑖𝑗  represents the consequence of 

wrong matching. Therefore, the more distinctive of vehicle 
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match the larger weighting, and the more serious consequence 

of wrong match the lower weighting. 

Using the introduced weighting scheme, travel time 

distribution 𝑇𝑙,𝑡(𝜇𝑙,𝑡 , 𝜎𝑙,𝑡 , 𝜋𝑙,𝑡)  is estimated for each lane 𝑙 

during the current time period 𝑡. The mean travel time, 𝜇𝑙,𝑡, can 

be calculated by (42). 

𝜇𝑙,𝑡 =
∑ 𝛿𝑖𝑗𝑇𝑖𝑗𝑤𝑖𝑗𝑗∈𝐷𝑙

∑ 𝛿𝑖𝑗𝑤𝑖𝑗𝑗∈𝐷𝑙

(42) 

The standard deviation, 𝜎𝑙,𝑡, is calculated by (43). 

𝜎𝑙,𝑡 = √
∑ 𝛿𝑖𝑗𝑤𝑖𝑗(𝑇𝑖𝑗 − 𝜇𝑙,𝑡)

2
𝑗∈𝐷𝑙

∑ 𝛿𝑖𝑗𝑤𝑖𝑗𝑗∈𝐷𝑙

(43) 

The distribution type 𝜋𝑙,𝑡 , either normal or lognormal, is 

examined by using Kolmogorov-Smirnov (K-S) hypothesis 

tests [33] for the data collected in the case study. The p-value 

of K-S tests is used to determine the goodness of fit for both 

normal and lognormal distributions. Larger p-value means 

better fitting. 

In real-time operations, the sample size during off-peak 

periods may not sufficient to determine a robust estimation of 

lane-level distributions, especially 𝜎𝑙,𝑡 and 𝜋𝑙,𝑡 parameters. To 

address this issue, we try to utilize the matched samples on the 

same lane 𝑙 obtained at the previous time periods, i.e., 𝑡 − 1 

and 𝑡 − 2. In this case, a discount factors of 𝑤𝑡−1 and 𝑤𝑡−2 are 

applied to all weighting of these matched samples collected on 

𝑡 − 1 and 𝑡 − 2 respectively. 

  

2) Sub-step 4.2. Intra-period Adjusting 

This sub-step introduces a lane-level intra-period adjusting 

process to iteratively improve the travel time estimation and 

vehicle matching accuracy. This sub-step extends the previous 

link-based intra-period adjusting process [26] by updating lane-

level distribution parameters. 

Since lane-based travel time windows constructed in Step 2 

have significant impacts on the V-ReID performance, the 

introduced intra-period adjusting process is to utilize estimated 

𝑇𝑙,𝑡 instead of predicted �̃�𝑙,𝑡 for constructing more accurate time 

windows according to (19-22). With updated lane-level travel 

time windows, Steps 3 and 4 are also re-performed to determine 

a better estimation of 𝑇𝑙,𝑡. This process continues to iteratively 

improve the travel time estimation and vehicle matching 

accuracy. Let 𝑇𝑙,𝑡
(𝑛)

(𝜇𝑙,𝑡
(𝑛)

, 𝜎𝑙,𝑡
(𝑛)

, 𝜋𝑙,𝑡
(𝑛)

)  and [𝐿𝑏𝑙,𝑡
(𝑛)

, 𝑈𝑏𝑙,𝑡
(𝑛)

] 

respectively denote the lane-based travel time distribution and 

time window obtained at the nth iteration. Such process can be 

terminated when the travel time windows are convergent as: 

∑ |
𝐿𝑏𝑙,𝑡

(𝑛)
− 𝐿𝑏𝑙,𝑡

(𝑛−1)

𝐿𝑏𝑙,𝑡
(𝑛−1)

| + |
𝑈𝑏𝑙,𝑡

(𝑛)
− 𝑈𝑏𝑙,𝑡

(𝑛−1)

𝑈𝑏𝑙,𝑡
(𝑛−1)

|

∀𝑙

≤ 휀𝑆 (44) 

where 휀𝑆 is the termination threshold. 

V. CASE STUDY 

To verify the effectiveness of the proposed lane-based V-

ReID method, a comprehensive case study was conducted by 

using real data collected on a congested urban road in Hong 

Kong. 

A. Testing Site and Parameter Calibration 

As shown in Figs. 8 and 9, the testing site was on a four-lane 

urban road in Hong Kong (Chatham Road South, Westbound). 

Two video cameras were installed on a footbridge. Fig. 1 

illustrates the video images at upstream and downstream from 

different angles. The footbridge locates over the testing road 

and connects Block Z building and Innovation Tower of The 

Hong Kong Polytechnic University. 

The installed video cameras had a resolution of 1920×1080. 

However, as the view of cameras captured the whole section of 

testing road, the image size of each extracted vehicle was much 

smaller, say around 140×140. As a result, the license plate 

number of the extracted vehicles cannot be recognized. The 

frame rate of the video was 25 frames per second. 

Video data were collected on a morning peak hour during a 

weekday (8:00-9:00, 2020 Jan 8, Wednesday) and the same 

period during weekend as the non-peak hour (8:00-9:00, 2020 

Mar 22, Sunday). Manual vehicle matching was conducted to 

obtain the ground truth. 

Using the ground truth data, parameters in the proposed V-

ReID method were calibrated for the testing site. The 𝛼 

confidence interval for determining time window size was set 

as 0.85 in (19-22). The smoothing parameters, 𝛽𝜇 and 𝛽𝜎 , in (16) 

and (18) were set as 0.6. The normalizing factor 𝛾𝑡𝑖𝑚𝑒  in (30) is 

set as 1. The fusion parameters in (31) were set as 𝜃𝑙𝑎𝑛𝑒 = 0.4, 

𝜃𝑡𝑖𝑚𝑒 = 0.6 and 𝛾𝐿𝑇 = 3.54to calculate prior probability. The 

fusion parameters in (35-36) were set as 𝜃𝑐𝑜𝑙𝑜𝑟 = 0.4162 ,  

𝜃𝑡𝑦𝑝𝑒 = 0.3114 , 𝜃𝑙𝑒𝑛𝑔𝑡ℎ = 0.2724 , and 𝛾𝐶𝑇𝐿 = 2.67  to 

calculate likelihood functions. The discount parameters in (42-

43) were set as 𝑤𝑡−1 = 0.8 and 𝑤𝑡−1 = 0.6. The termination 

threshold parameter 휀𝑆 in (44) was set as 0.1. 
 

Downstream 
section 

Upstream 
section 

N

Block Z

Innovation 
Tower

 
Fig. 8.  Road layout of the testing site. The distance between upstream and 

downstream sections is 66 meters. The complex lane markings in the testing 

site govern the lane-changing maneuvers, which leads to different traffic 

conditions at different lanes. 
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Downstream 
camera 

Upstream 
camera 

Traffic 
direction

Block ZInnovation 
Tower

Footbridge

Chatham Road South

N

 
Fig. 9.  Photo of the testing site. Two cameras are installed on both sides of 

the footbridge over the testing road, i.e. Chatham Road South. The upstream 

camera captures vehicle from the front and the downstream camera from the 

back. 

 

As for vehicle length measurements, the training dataset with 

ground truth length was used for calibration. The normalizing 

factors, 𝜂𝑙 , in (15) were set as 0.0288, 0.0247, 0.0237 and 

0.0232 for upstream lanes 1 to 4 respectively and 0.0361, 

0.0369, 0.03895 and 0.0399 for downstream lanes 1 to 4. An 

independent dataset with ground truth length was used to 

validate the calibrated results. The measurement accuracy was 

evaluated by mean absolute percentage error (MAPE) and root 

mean square error (RMSE). For upstream and downstream 

locations, MAPEs were 4.84% and 4.28% respectively and the 

RMSEs were 0.30 m and 0.46 m respectively. This result 

suggested a high accuracy of vehicle length measurements 

achieved in the case study. 

B. Performance Evaluation Metrics 

This section presents the evaluation metrics to assess the V-

ReID performance. The vehicle matching accuracy was 

evaluated by matching error, denoted by 𝑀𝐸, as: 

𝑀𝐸 =
𝑁𝑒

𝑚

𝑁𝑎𝑙𝑙
𝑚 − 𝑁𝑛𝑢𝑙𝑙

𝑚 × 100% (45) 

where 𝑁𝑎𝑙𝑙
𝑚  is the total number of vehicles at upstream section, 

𝑁𝑛𝑢𝑙𝑙
𝑚  is the number of vehicles not matching to any 

downstream vehicle, and 𝑁𝑒
𝑚 is the number of wrong matches. 

The estimation accuracy of travel time distribution type was 

evaluated by the type estimation error, denoted by 𝑇𝐸𝜋, as: 

𝑇𝐸𝜋 =
𝑁𝑒

𝜋

𝑁𝑇

× 100% (46) 

where 𝑁𝑇  is the total number of time periods, and 𝑁𝑒
𝜋  is the 

number of time periods with incorrect estimations of 

distribution types. 

The estimation accuracy of mean travel time was evaluated 

by the commonly used MAPE and RMSE. They are denoted by 

𝑀𝐴𝑃𝐸𝜇  and 𝑅𝑀𝑆𝐸𝜇  and calculated by (47) and (48) 

respectively. 

𝑀𝐴𝑃𝐸𝜇 =
1

𝑁𝑇

∑ |
�̅�𝑙,𝑡 − 𝜇𝑙,𝑡

𝜇𝑙,𝑡

|
𝑁𝑇

𝑡=1
× 100% (47) 

𝑅𝑀𝑆𝐸𝜇 = √
1

𝑁𝑇

∑ (�̅�𝑙,𝑡 − 𝜇𝑙,𝑡)
2

𝑁𝑇

𝑡=1
(48) 

where �̅�𝑙,𝑡  and 𝜇𝑙,𝑡  are respectively the ground truth and 

estimated mean travel time for lane 𝑙 during time interval 𝑡, and 

𝑁𝑇 is the total number of time periods.  

The estimation accuracy of standard deviation was also 

evaluated by MAPE and RMSE, denoted by 𝑀𝐴𝑃𝐸𝜎  and 

𝑅𝑀𝑆𝐸𝜎  respectively. Their equations are given by (49) and (50). 

𝑀𝐴𝑃𝐸𝜎 =
1

𝑁𝑇

∑ |
𝜎𝑙,𝑡 − 𝜎𝑙,𝑡

𝜎𝑙,𝑡

|
𝑁𝑇

𝑡=1
× 100% (49) 

𝑅𝑀𝑆𝐸𝜎 = √
1

𝑁𝑇

∑ (𝜎𝑙,𝑡 − 𝜎𝑙,𝑡)
2

𝑁𝑇

𝑡=1
(50) 

where 𝜎𝑙,𝑡  and 𝜎𝑙,𝑡  are respectively the ground truth and the 

estimated standard deviation for lane 𝑙 during time interval 𝑡. 

The estimation accuracy of travel time window is evaluated 

by probability outside the predicted (estimated) time window 

(POPI) and probability outside the observed time window 

(POOI) following the previous work [15]. POPI evaluates the 

percentage of ground truth data outside the estimated time 

window as: 

𝑃𝑂𝑃𝐼 =
100%

𝑁𝑇

∑ (1 −
�̅�𝑙,𝑡(𝑈𝑏𝑙,𝑡) − �̅�𝑙,𝑡(𝐿𝑏𝑙,𝑡)

𝛼
)

𝑁𝑇

𝑡=1
(51) 

where �̅�𝑙,𝑡  is the CDF of the ground truth of travel time 

distribution for lane 𝑙 during time period 𝑡, 𝐿𝑏𝑙,𝑡  and 𝑈𝑏𝑙,𝑡  are 

lower and upper bounds of the estimated time window for lane 

𝑙  during time period 𝑡  with respect to 𝛼  confidence interval. 

POOI evaluates the percentage of estimated distribution outside 

the ground truth time window as: 

𝑃𝑂𝑂𝐼 =
100%

𝑁𝑇

∑ (1 −
𝛷𝑙,𝑡( 𝑈𝑏̅̅ ̅̅

𝑙,𝑡) − 𝛷𝑙,𝑡(𝐿𝑏̅̅ ̅
𝑙,𝑡)

𝛼
)

𝑁𝑇

𝑡=1
(52) 

where 𝛷𝑙,𝑡 is the CDF of the estimated travel time distribution 

for lane 𝑙 during time period 𝑡,  and 𝐿𝑏̅̅ ̅
𝑙,𝑡  and 𝑈𝑏̅̅ ̅̅

𝑙,𝑡  are lower 

and upper bounds of the ground truth time window for lane 𝑙 
during time period 𝑡 . The lower values of POPI and POOI 

metrics indicate higher accuracy of estimated time window. 

C. Experimental Results 

This section reports case study results. Firstly, the 

performance of the proposed lane-based V-ReID method was 

reported during the congested peak hour. Then, the 

performance of the proposed lane-based V-ReID method was 

examined by comparing it to the state-of-the-art link-based V-

ReID method [26]. Finally, the performance of two V-ReID 

methods was reported during the uncongested off-peak hour. 

 

1) Performance of the proposed lane-based V-ReID method 

Fig. 10 reports the results of estimated travel time 

distributions for Lanes 1 to 4 on every two minutes interval 

during the congested peak hour. The estimated means, 𝜇𝑙,𝑡, for 

each lane are given in the figure using red lines. The estimated 

distribution types, 𝜋𝑙,𝑡, are given on the lines by using either 

circle or star symbols to respectively represent normal or 

lognormal distribution. The lower and upper bounds of travel 

time distributions, [𝐿𝑏𝑙,𝑡 , 𝑈𝑏𝑙,𝑡], are given at every time period 

by hollow circles. The size of time windows reflects the values 

of estimated standard deviation 𝜎𝑙,𝑡. The ground truth data are 

also given in the figure using circle symbols with different 
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colors. The blue color represents the ground truth data 

following normal distribution, while the green color 

representing lognormal distribution. 

It can be seen clearly that travel time distributions in terms 

of all parameters (𝜇𝑙,𝑡 , 𝜎𝑙,𝑡 and 𝜋𝑙,𝑡) were significantly different 

among four lanes at the testing road during the congested peak 

hour. As summarized in Table IV of the ground truth, both 

mean, 𝜇𝑙,𝑡 , and standard deviation, 𝜎𝑙,𝑡 , were dramatically 

increased from Lane 1 to Lane 4. The average 𝜇𝑙,𝑡  and 𝜎𝑙,𝑡 

during the peak hour of Lane 4 were 57.67 s and 14.39 s, which 

respectively were 5.6 and 3.6 times as larger as that of Lane 1. 

The pattern of distribution type, 𝜋𝑙,𝑡 , also varied among four 

lanes. During the peak hour, Lanes 1, 2 and 3 generally 

followed lognormal distributions, while Lane 4 almost followed 

normal distributions. Therefore, these observations justify the 

needs for developing lane-based V-ReID methods to capture 

distinctive characteristics of lane-level travel time distributions 

at the same road section. 

 

Time window

Ground truth data following 

lognormal distributions

Ground truth data following 

normal distributions

Mean ground truth

Mean (normal distributions) Mean (lognormal distributions)

 
Fig. 10.  Travel time estimations of the proposed method during the peak hour. 

The estimations of travel time distributions are generally close to the ground 

truth distributions, which were highly dynamic and had significant differences 

among lanes. 

 

It also can be seen from Fig. 10 that all distribution 

parameters (𝜇𝑙,𝑡 , 𝜎𝑙,𝑡 and 𝜋𝑙,𝑡) were highly dynamic during the 

peak hour, especially on Lanes 3 and 4. For example, the 

standard deviations 𝜎𝑙,𝑡 of Lane 3 varied from 6.12 s to 16.64 s; 

and the distribution types 𝜋𝑙,𝑡  of Lane 3 were lognormal and 

normal respectively for 73.3% and 26.7% of total time periods. 

Therefore, these observations highlight the necessities for real-

time estimating all parameters of travel time distributions, 

including not only the mean but also the standard deviation and 

the distribution type. 

 
TABLE IV 

DESCRIPTIVE STATISTICS OF GROUND TRUTH DURING THE PEAK HOUR 

Statistics Link Lane 1 Lane 2 Lane 3 Lane 4 

Average mean (s) 24.93 10.27 12.08 25.58 57.67 

Average standard 
deviation (s) 

21.17 3.99 6.22 13.34 14.39 

Normal 

distribution ratio 
90.0% 0% 0% 26.7% 93.3% 

Lognormal 

distribution ratio 
10.0% 100% 100% 73.3% 6.7% 

Average speed 

(km/h) 
9.53 23.14 19.67 9.29 4.12 

 

Table V summarizes the performance of the proposed V-

ReID method at the testing road during the peak hour. As 

summarized, the matching error, 𝑀𝐸, for vehicles travelling on 

Lane 1 was 36.3%. This 𝑀𝐸 exacerbated to 54.6% for Lane 4, 

in which traffic conditions are more congested and uncertain. 

The reason is that heavy traffic flow in congested lanes could 

increase the number of feasible matching vehicles with similar 

visual features. Undesirable effects of wrong matching on travel 

time estimation were mitigated by using the introduced 

weighting scheme, see (41-42). 

 
TABLE V 

PERFORMANCE OF THE PROPOSED METHOD DURING THE PEAK HOUR 

Evaluation metrics Lane 1 Lane 2 Lane 3 Lane 4 

𝑀𝐸 36.3% 47.2% 52.4% 54.6% 

𝑀𝐴𝑃𝐸𝜇 10.3% 10.1% 11.0% 8.2% 

𝑅𝑀𝑆𝐸𝜇 (s) 1.3 1.8 3.2 5.5 

𝑀𝐴𝑃𝐸𝜎 13.1% 16.3% 13.6% 18.6% 

𝑅𝑀𝑆𝐸𝜎 (s) 0.5 1.2 2.1 3.2 

𝑇𝐸𝜋 0.0% 0.0% 10.0% 3.3% 

𝑃𝑂𝑃𝐼 9.9% 12.8% 14.2% 12.2% 

𝑃𝑂𝑂𝐼 22.9% 23.9% 25.1% 27.9% 

 

 It can be seen from Table V that the proposed V-ReID 

method can achieve a satisfactory accuracy level of travel time 

distribution estimations for all lanes. As shown, the mean 

estimation errors, 𝑀𝐴𝑃𝐸𝜇  was within 11.0% and 𝑅𝑀𝑆𝐸𝜇 

ranged from 1.3 s to 5.5 s for all lanes. The standard deviation 

estimation errors were relatively worse. 𝑀𝐴𝑃𝐸𝜎  was within 

18.6% and 𝑅𝑀𝑆𝐸𝜎  ranged from 0.5 s to 3.2 s for all lanes.  This 

is due to the estimation of 𝜎𝑙,𝑡 requiring more samples than that 

of 𝜇𝑙,𝑡 . When sample size was not sufficient, the proposed 

method tried to utilize the samples from previous time periods, 

𝑡 − 1  and 𝑡 − 2 . This treatment may introduce unnecessary 

temporal variation of travel times, leading to a slight 

overestimation of 𝜎𝑙,𝑡. The distribution type estimation errors, 

𝑇𝐸𝜋, were consistently low for Lanes 1, 2 and 4. For Lane 3, its 

𝑇𝐸𝜋 = 10%  was relatively larger than other lanes, since its 

distribution type varied a lot at different times of the day. 

 It can also be seen in Table V that the proposed method 

can produce a reasonable accuracy level of travel time windows. 

As shown, the 𝑃𝑂𝑃𝐼 metrics for all lanes were within 14.2% 

indicating that the constructed time windows can capture a high 

proportion (i.e., over 85.8%) of ground truth data. The 𝑃𝑂𝑂𝐼 

metrics for all lanes were within 27.9%, showing that a small 
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proportion (i.e. less than 27.9%) of estimated travel time 

distribution outside the ground truth time windows. 

 

2) Comparison of Different V-ReID Methods 

To further evaluate and benchmark the proposed V-ReID 

method, the state-of-the-art link-based V-ReID method [26] 

described in Section III was also implemented. For convenience, 

this implemented method is hereafter called Wang et al.’s 

method. 

Compared to Wang et al.’s method, the proposed V-ReID 

method made two major improvements. Firstly, it introduced a 

lane-based V-ReID framework to capture distinctive traffic 

conditions among different lanes. Secondly, it estimated full 

spectrum of distribution parameters including not only the 

mean 𝜇𝑙,𝑡  but also the standard deviation 𝜎𝑙,𝑡  and the 

distribution type 𝜋𝑙,𝑡.  

To distinguish the effects of these two improvements, 

another method was implemented by modifying the proposed 

V-ReID method. This modified method still followed the lane-

based V-ReID framework, but estimated only the 𝜇𝑙,𝑡 on real-

time basis. Following Wang et al.’s method, it assumed 𝜋𝑙,𝑡 of 

all lanes always following the normal distributions, and 

calculated 𝜎𝑙,𝑡 = 𝜙𝜇𝑙,𝑡, where 𝜙 is the coefficient of variation 

which is assumed to be fixed and pre-given based on the 

historical data. In addition, the modified method adopted the 

thresholding process of Wang et al.’s method instead of the 

weighting scheme used in the proposed method. 

In this case study, the same 𝜙  was set for both modified 

method and Wang et al.’s method by dividing average link 

mean travel time by average link standard deviation, e.g., 𝜙 = 

21.17 / 24.93 during the peak hour (see Table IV). The same set 

of parameters given in Section V-A was used for all three 

methods. For comparisons, link travel time estimations by the 

modified and proposed methods were also provided. 

The estimation performance comparison was firstly made 

between Wang et al.’s method and the modified method, to 

investigate the effects of the first improvement, i.e. from link-

based V-ReID to lane-based V-ReID. As summarized in Table 

VI, the performance of Wang et al.’s method was unsatisfactory 

on the testing urban road during the peak hour. Its mean travel 

time estimation error, 𝑀𝐴𝑃𝐸𝜇 , was over 54% for the whole link, 

and even over 80% for Lane 4, i.e., the most congested link. 

The estimation errors of standard deviation are also quite large. 

𝑀𝐴𝑃𝐸𝜎  ranged from 45.4% to 147% for all lanes. This is due 

to the link-based V-ReID framework used by Wang et al.’s 

method. As shown in Fig.11, Wang et al.’s method produced a 

single mean travel time estimation to all lanes during any time 

period and thereby lacked capabilities to capture distinctive 

traffic conditions among four lanes. Using the estimated link 

travel times, the constructed link-based travel time windows, 

however, cannot well cover feasible matches between upstream 

and downstream vehicles for congested lanes, e.g., 𝑃𝑂𝑃𝐼 =
83.1% and 𝑃𝑂𝑂𝐼 = 94.2% for Lane 4. Consequently, a large 

proportion of vehicles were mis-matched for congested lanes, 

e.g., 𝑀𝐸 = 93.2%  for Lane 4. The large vehicle matching 

errors further caused the exclusion of samples from congested 

lanes in the mean travel time estimations. 

 
TABLE VI 

PERFORMANCE OF THREE TESTING METHODS DURING THE PERK HOUR 

 Method Link Lane 1 Lane 2 Lane 3 Lane 4 

𝑀𝐸 

Wang et al. 62.7% 57.8% 54.1% 62.6% 93.2% 

Modified 51.8% 45.2% 48.8% 53.9% 67.5% 

Proposed 47.6% 36.3% 47.2% 52.4% 54.6% 

𝑀𝐴𝑃𝐸𝜇 

Wang et al. 54.8% 21.6% 18.7% 53.6% 80.1% 

Modified 10.0% 15.4% 19.9% 20.0% 11.8% 

Proposed 5.6% 10.3% 10.1% 11.0% 8.2% 

𝑅𝑀𝑆𝐸𝜇  

(s) 

Wang et al. 16.1 3.1 5.4 21.5 54.2 

Modified 3.6 2.4 4.3 6.2 9.8 

Proposed 1.6 1.3 1.8 3.2 5.5 

𝑀𝐴𝑃𝐸𝜎 

Wang et al. 58.9% 147% 89.2% 45.4% 47.1% 

Modified 22.1% 95.6% 79.9% 107% 289% 

Proposed 12.3% 13.1% 16.3% 13.6% 18.6% 

𝑅𝑀𝑆𝐸𝜎 
(s) 

Wang et al. 13.3 6.3 5.0 7.3 7.6 

Modified 5.0 4.4 5.3 18.0 34.4 

Proposed 2.8 0.5 1.2 2.1 3.2 

𝑇𝐸𝜋 

Wang et al. 10.0% 100% 100% 73.3% 6.7% 

Modified 10.0% 100% 100% 73.3% 6.7% 

Proposed 0.0% 0.0% 0.0% 10.0% 3.3% 

𝑃𝑂𝑃𝐼 

Wang et al. 31.1% 4.5% 2.2% 34.6% 83.1% 

Modified 6.1% 3.1% 9.5% 5.4% 6.6% 

Proposed 12.3% 9.9% 12.8% 14.2% 12.2% 

𝑃𝑂𝑂𝐼 

Wang et al. 91.4% 94.7% 94.0% 82.8% 94.2% 

Modified 84.2% 94.0% 94.3% 82.6% 65.9% 

Proposed 25.0% 22.9% 23.9% 25.1% 27.9% 

 

It can be seen in Table VI that the modified method 

consistently outperformed Wang et al.’s method. By using the 

proposed lane-based V-ReID framework, the modified method 

can produce different mean travel time estimations, 𝜇𝑙,𝑡 , for 

four lanes (see Fig. 11). This can reduce 𝜇𝑙,𝑡 estimation error for 

congested lanes, e.g., 𝑀𝐴𝑃𝐸𝜇  of Lane 4 was reduced 

dramatically from 80.1% to 11.8%, and the corresponding 

𝑅𝑀𝑆𝐸𝜇  was reduced from 54.2 s to 9.8 s. With lane-based 

travel time estimations, lane-level travel time windows were 

constructed to determine more feasible matches at different 

lanes. Take Lane 4 for example, 𝑃𝑂𝑃𝐼 was reduced from 83.1% 

to 6.6% and 𝑃𝑂𝑂𝐼  was reduced from 94.2% to 65.9%. The 

vehicle matching errors were reduced for all lanes, e.g., 𝑀𝐸 for 

Lane 4 was reduced from 93.2% to 67.5%. 
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Wang et al. Modified Ground truth
 

Fig. 11. Mean travel time estimations by Wang et al.’s method and the modified 

method during the peak hour. Wang et al.’s method produced the same travel 

time estimation for all lanes, while the modified method can distinguish the 

differences among lanes and produce more accurate estimations. 

 

The comparison was also made between the modified 

method and the proposed method to examine the effects of the 

second improvement, i.e., real-time estimation of all 

distribution parameters including not only 𝜇𝑙,𝑡 but also 𝜎𝑙,𝑡 and 

𝜋𝑙,𝑡 . As summarized in Table VI, the proposed method 

significantly outperformed the modified method on 𝜋𝑙,𝑡 

estimation accuracy. This result is obvious, because the 

proposed method estimated the distribution type on a real time 

basis, rather than using the unrealistic assumption of all travel 

time distributions following normal distributions during the 

period of interest. As summarized in Table IV, Lanes 1 and 2 

followed lognormal distributions, while the distribution types 

of Lanes 3 and 4 varied at different times of the day. 

The proposed method also significantly outperformed the 

modified method on 𝜎𝑙,𝑡 estimation accuracy, as shown in Table 

VI. For example, 𝑀𝐴𝑃𝐸𝜎  of Lane 4 generated by the modified 

method was 289%, which was about 14.5 times larger than that 

produced by the proposed method. This result is expected, 

because the proposed method directly estimates standard 

deviation of travel times instead of indirect estimation adopted 

by the modified method, in which 𝜎𝑙,𝑡 was estimated by using a 

pre-given and fixed coefficient of variation, 𝜙. As illustrated in 

Fig. 12, the actual 𝜙  values varied significantly on different 

lanes and at different times of the day. The use of this simple 

assumption can introduce remarkable bias (i.e., overestimation 

in this case) on the 𝜎𝑙,𝑡 estimation. 

 

Link (same for all lanes)

Lane 1 Lane 2 Lane 3 Lane 4

Modified method:

Proposed method:

 
Fig. 12. Coefficients of variation values during the peak hour. The time-varying 

coefficients of variation adopted by the proposed method are generally smaller 

and more accurate than the fixed value taken by the modified method. 

 

The improvement of estimations accuracy on the distribution 

type and the standard deviation led to more accurate time 

windows. The 𝑃𝑂𝑃𝐼 and 𝑃𝑂𝑂𝐼 metrics of the proposed method 

were respectively within 14.2% and 27.9% for all lanes. On the 

contrary, in the modified method, the overestimation of 𝜎𝑙,𝑡 

together with mis-identification of 𝜋𝑙,𝑡  can make the 

constructed time windows too large. Although such time 

windows covered a large proportion of vehicle matches (e.g., 

𝑃𝑂𝑃𝐼 =  6.6% for Lane 4), they also included too many 

infeasible vehicle matches (e.g., 𝑃𝑂𝑂𝐼 = 65.9% for Lane 4), 

which could degrade matching accuracy. As a result, the 

matching errors, 𝑀𝐸, of the modified method were consistently 

worse than the proposed method for all four lanes. For example, 

𝑀𝐸 = 67.5% of Lane 4 for the modified method was higher 

than 𝑀𝐸 = 54.6% for the proposed method. 

As shown in Table VI, the proposed method consistently 

outperforms the modified method on the 𝜇𝑙,𝑡  estimation 

accuracy for all four lanes. Take Lane 3 for example, 𝑀𝐴𝑃𝐸𝜇  

was 11% and 𝑅𝑀𝑆𝐸𝜇 was 3.2 s for the proposed method, which 

was only half of that for the modified method. This 

improvement is mainly due to the introduced weighting scheme 

in the proposed method. To mitigate the effects of wrong 

matches, the modified method employed Wang et al.’s 

threshold process by excluding unreliable matches with 

distinctive index lower than a given threshold. This threshold 

process was extended in the introduced weighting scheme by 

explicitly setting a higher weighting to vehicles with more 

distinctive visual features. In addition, the consequence of 

wrong matches was considered in the weighting scheme for 

setting a low weighting to those matches with a large travel time 

difference to the optimal match. 

 

3) Performance of V-ReID Methods during Off-peak Hour 

Table VII summarizes the V-ReID performance for both 

Wang et al.’s method and the proposed method during the 

uncongested off-peak hour. The coefficient of variation 

parameter during the off-peak hour was calibrated using the 
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ground true data as 𝜙 = 0.63 / 5.43 for Wang et al.’s method 

(see Table VIII). 

 
TABLE VII 

PERFORMANCE OF TWO TESTING METHODS DURING THE OFF-PERK HOUR 

 Method Link Lane 1 Lane 2 Lane 3 Lane 4 

𝑀𝐸 
Wang et al. 17.9% 14.4% 22.3% 18.9% 15.1% 

Proposed 6.2% 0.8% 10.7% 4.8% 6.3% 

𝑀𝐴𝑃𝐸𝜇 
Wang et al. 3.8% 5.5% 6.4% 6.3% 6.7% 

Proposed 1.1% 0.1% 2.3% 0.7% 1.0% 

𝑅𝑀𝑆𝐸𝜇 

(s) 

Wang et al. 0.43 0.44 0.52 0.47 0.52 

Proposed 0.17 0.06 0.21 0.07 0.11 

𝑀𝐴𝑃𝐸𝜎 
Wang et al. 21.1% 103% 60.9% 41.4% 26.5% 

Proposed 1.5% 0.3% 3.2% 1.1% 1.6% 

𝑅𝑀𝑆𝐸𝜎 
(s) 

Wang et al. 0.15 0.38 0.28 0.19 0.17 

Proposed 0.01 0.00 0.02 0.01 0.01 

𝑇𝐸𝜋 
Wang et al. 0% 30.0% 30.0% 73.3% 56.7% 

Proposed 0% 0% 0% 0% 0% 

𝑃𝑂𝑃𝐼 
Wang et al. 8.5% 6.8% 13.4% 10.8% 2.9% 

Proposed 2.9% 1.1% 4.8% 2.2% 3.5% 

𝑃𝑂𝑂𝐼 
Wang et al. 43.9% 62.0% 62.6% 38.7% 12.4% 

Proposed 4.7% 3.3% 7.6% 4.3% 3.6% 

 

As summarized, Wang et al.’s method performed well in 

terms vehicle matching and mean travel time estimation during 

the off-peak hour. Its 𝑀𝐸 , 𝑀𝐴𝑃𝐸𝜇  and 𝑅𝑀𝑆𝐸𝜇  for all lanes 

were within 23%, 7% and 0.6 s respectively. This is because the 

light traffic volume produced much less candidate matches 

compared to the congested counterpart during the peak hour, 

and traffic conditions of all lanes are smooth and homogeneous 

(see Table VIII). It can also be seen that Wang et al.’s method 

can correctly identify the distribution type for link travel times. 

As shown in Table VIII, although travel times may not follow 

normal distributions for all lanes, aggregating them made the 

link travel time distribution following normal distributions. 

However, Wang et al.’s method failed to achieve a satisfactory 

level of 𝜎𝑙,𝑡 estimation, e.g., 𝑀𝐴𝑃𝐸𝜎 = 103% for Lane 1. This 

result highlighted the dynamic nature of coefficient of variation 

𝜙  and the needs for real-time estimation of 𝜎𝑙,𝑡  during 

uncongested off-peak hours. 

 
TABLE VIII 

DESCRIPTIVE STATISTICS OF GROUND TRUTH DURING THE OFF-PEAK HOUR 

Statistics Link Lane 1 Lane 2 Lane 3 Lane 4 

Average mean (s) 5.43 5.55 5.41 5.47 5.34 

Average standard 
deviation (s) 

0.63 0.32 0.47 0.67 0.60 

Normal 

distribution ratio 
100% 70.0% 70.0% 26.7% 43.3% 

Lognormal 
distribution ratio 

0% 30.0% 30.0% 73.3% 56.7% 

Average speed 

(km/h) 
43.78 42.82 43.94 43.40 44.47 

 

As can be seen, the proposed method still significantly 

outperformed Wang et al.’s method during the off-peak hour 

for all evaluation metrics. The 𝜎𝑙,𝑡  estimation error was 

dramatically reduced for all lanes, e.g., 𝑀𝐴𝑃𝐸𝜎  of Lane 1 was 

reduced from 103% to 0.3%. More accurate lane-based time 

windows were constructed, e.g., 𝑃𝑂𝑂𝐼 of Lane 1 was reduced 

from 62% to 3.3%. Accordingly, a higher accuracy of vehicle 

matching and mean travel time estimation was achieved for all 

lanes, e.g., 𝑀𝐸 for Lane 1 was reduced from 14.4% to 0.8%, 

and 𝑀𝐴𝑃𝐸𝜇  for Lane 1 was reduced from 5.5% to 0.1%. 

VI. CONCLUSION 

Vehicle re-identification (V-ReID) approach is a promising 

technique to estimate traffic conditions using video images 

from widely deployed surveillance cameras. However, most 

existing V-ReID methods focused on the estimation of link 

travel times in freeways, but failed to capture distinctive traffic 

conditions among different lanes on congested urban roads. To 

this end, this paper proposed a new V-ReID method to 

accurately estimate lane-level travel time distributions on 

congested urban roads. In the proposed method, adaptive lane-

based travel time windows are constructed to delimit feasible 

matches between downstream and upstream vehicles. A lane-

based bipartite graph matching is developed to obtain optimal 

vehicle matches by explicitly considering visual features, lane 

changing behaviors and arrival time probability at different 

lanes. A weighting scheme is introduced to mitigate the effects 

of wrong vehicle matches. A lane-based travel time estimation 

technique is developed to real-time estimate lane-level 

distribution parameters, including not only the mean but also 

the standard deviation and the distribution type. 

To demonstrate the effectiveness of the proposed method, a 

comprehensive case study was carried out on a congested urban 

road in Hong Kong. Results of case study justified the 

significant differences of traffic conditions among lanes of the 

same road section; and highlighted the dynamics of lane-level 

distribution parameters (i.e., mean, standard deviation and 

distribution type) required for real-time estimations. Results of 

case study showed that the proposed V-ReID method can 

provide accurate estimation of lane-level distributions on 

congested urban roads during peak and off-peak hours. The 

proposed method consistently remarkably outperformed the 

state-of-the-art link-based V-ReID method [26] with respect to 

both vehicle matching accuracy and travel time distribution 

estimation accuracy. 

Several further research directions are worth noting. First, 

travel time distributions in this study were assumed to follow 

either normal or lognormal distributions. However, previous 

empirical studies found that travel times can also follow other 

distribution types, such as Gamma [3] or Burr [34]. Further 

studies, thereby, should be carried out to incorporate other 

distribution types into the proposed method. Second, this study 

only extracted vehicle color, type and length features for 

vehicle matching. Using video images from specific angles of 

view, more subtle features, such as vehicles’ roof patterns, side 

views and advertisements, can also be extracted. How to 

incorporate such subtle features into V-ReID studies is a topic 
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for further study. Third, this study only estimated lane-level 

travel time distributions for the current time period. How to 

predict the lane-level travel time distributions in short-term 

periods is another interesting topic for further study. Last but 

not the least, the proposed V-ReID method utilizes visual 

features of video images. However, visual features are sensitive 

to low illumination conditions such as adverse weather and 

night time. Further studies are required to extend the proposed 

method by using thermal cameras that are not sensible to such 

low illumination conditions. 
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