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Interaction-Aware Labeled Multi-Bernoulli Filter
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Abstract—Tracking multiple objects through time is an im-
portant part of an intelligent transportation system. Random
finite set (RFS)-based filters are one of the emerging techniques
for tracking multiple objects. In multi-object tracking (MOT), a
common assumption is that each object is moving independent
of its surroundings. But in many real-world applications, target
objects interact with one another and the environment. Such
interactions, when considered for tracking, are usually modelled
by an interactive motion model which is application specific. In
this paper, we present a novel approach to incorporate target
interactions within the prediction step of a RFS-based multi-
target filter, i.e. labelled multi-Bernoulli (LMB) filter. The method
has been developed for two practical applications of tracking a
coordinated swarm and vehicles. The method has been tested
for a complex vehicle tracking dataset and compared with the
LMB filter through the OSPA and OSPA® metrics. The results
demonstrate that the proposed interaction-aware method depicts
considerable performance enhancement over the LMB filter in
terms of the selected metrics.

Index Terms—multi-object tracking, random finite sets, la-
belled multi-Bernoulli, interaction-aware tracking

I. INTRODUCTION

NE of the core requirements of an intelligent trans-

portation system (ITS) is its ability to track surrounding
objects. This is done by incorporating multi-object tracking
(MOT) within ITS. Although an intelligent vehicle should be
able to track the surrounding stationary and non-stationary
objects, but the tracking of surrounding vehicles is of primary
concern. The number of nearby vehicles, their positions and
speeds vary as a vehicle moves along a road. Tracking of a
randomly varying number of targets (due to target birth and
death or entry and exit) is a challenging problem with its diffi-
culty being compounded if there are possible miss-detections
and false alarms (clutter) in sensor measurements [ 1[]. In early
215% century, a new class of stochastic multi-object filters was
invented by Mahler [2]-[4]. They were called random finite
set (RFS) filters and were designed by treating the multi-object
entity as a random set of single-object entities (targets) with
random cardinality (number of elements in the set). Various
approximations, followed by efficient implementations of RFS
filters, were then proposed [5]-[10] and applied in different
domains [[11]-[13]]. The latest generation of RFS filters, called
labeled RFS filters append the label of each target into its
single-target state and propagate target labels with their states
to directly create rarget trajectories [[14]-[18]]. The labeled
multi-Bernoulli (LMB) filter [16]] is of particular interest in
this paper and will be explored further in Section [l
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A major advantage of using stochastic multi-object filters
for multi-target tracking, especially with RFS filters, is that
they allow us to directly incorporate the environment-related
information about targets (regardless of measurements) such as
target birth- and death-related information, into the prediction
step of the filtering process in a mathematically principled
manner. This is more evident in the multi-Bernoulli filter
and its labeled version, the LMB filter: The birth process is
modeled by a set of possibly existing targets, each distributed
around one possible area of target entry, and target death is
modeled by a state-dependent probability of survival that is
small in possible areas of target exit. Incorporation of extra
information, if modeled accurately, is expected to result in
improvements in the overall cardinality and state estimation
and tracking performance of the filter. Nowadays, machine
learning-based methods are becoming increasingly common
for many applications, including detection-based tracking.
However, they have not been deemed very feasible for model-
based measurements as these methods require an immense
amount of data for training and require sequential detections,
which is not the focus of this paper. A recent work [19] high-
lights this issue and develops a deep learning-based method
(which is a class of machine learning) and has comparable
performance to the state-of-the-art Bayesian methods like 0-
generalized labeled multi-Bernoulli (5-GLMB) filter [18]] for
simplistic scenarios. Hence for complex model-based tracking,
such as the applications discussed in this paper, Bayesian
methods are the preferred choice owing to the many drawbacks
of deep learning methods highlighted in [20].

Interactions between targets and how they may affect their
movements are something that have been rarely taken into
account in formulating stochastic multi-object filters as solu-
tions for multi-target tracking problems. To facilitate the ease
of implementation and simplicity of the developed method,
most existing target tracking solutions assume that each object
moves independently, with no limitations due to the sur-
rounding objects and the environment. This leads to solutions
which may perform poorly in a realistic scenario, specifically
where the motion often an object is immensely influenced
by its surroundings. Specifically in transportation systems, the
motion of each object is highly dependent on the surroundings
such as motion of other road users and road constraints. In
such applications, slight errors in location estimation can lead
to highly hazardous consequences [21]-[26]. Therefore, there
is a need for fundamental tracking solutions which are capable
of identifying such interactions and utilizing them for accurate
tracking.

One existing methodology for catering target interactions
is forming target groups according to their locations, motion
parameters or other application specific parameters [27]], [28].
The targets in a group are considered to be behaving in
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a similar fashion. However, most methods in this category
face implementation issues due to splitting and merging of
groups. The formation of target groups also introduces direct
dependence between targets, often referred as data associa-
tion. The identification and formulation of target groups is a
tedious task, making these methods both mathematically and
computationally expensive. In the target tracking literature,
particularly in visual tracking and vehicle tracking fields, there
have been several attempts to model the interactions between
targets. Those models are dominantly deterministic. Examples
include the interactive motion-based vehicle tracking [29],
[30], car-following and lane-changing models [31]-[34], social
and group behaviour models for visual tracking [35[]—[37].
In addition to these methods, as far as we know, except for
the generalized labeled multi-Bernoulli (GLMB) filter 18], in
other stochastic multi-object filtering solutions, random varia-
tions of target states are assumed to be independent from each
other, i.e. zero interaction is assumed between targets. Even in
GLMB filter, target interactions are not directly modeled and
incorporated into the filter. Information about such interactions
are of the same type of death and birth information, in the
sense that they are not measurement-related and could be
incorporated into the prediction step of a Bayesian multi-object
filter.

Within stochastic filters, there have been a number of
works that their design would consider target interactions
and their effect on tracking performance. The most promi-
nent examples are the interactive Kalman filter [38]] and the
unscented Kalman filter [39], [40]], and the multiple model
filters [41]], [42]. Kalman filters are naturally designed as
single-object filters and when used for multi-target tracking,
they are designed as a stack of filters based on availability of
prior knowledge about the number of targets. In the multiple
model filters, several possible dynamic models are considered
for each target movement, and switching from each model to
the next is governed by a state machine and constant or state-
dependent transition probabilities.

Another approach that could consider interactions between
targets, is direct tracking from image observations (also called
track-before-detect) [43]], [44]. In such works, the multi-target
likelihood is a function of image observation (rather than
detection extracted from the image observations) and inter-
actions could be indirectly incorporated into the formulation
of the likelihood function. Another approach is to use multiple
sensors and fuse the information in such a way that despite
treating target movement as independent in the prediction
step of the stochastic filter, the comprehensive target-related
information used in the update step compensate for lack of
information on target interactions and still deliver accurate
tracking [45]-[53]]. Alternatively, one could use controllable
sensors that would be actuated/scheduled/selected to obtain
information-rich measurements towards compensation for tar-
get interaction-related information [[54]-[59].

This paper proposes a novel solution to directly incorporate
an accurate model of target interactions into the prediction
step of an LMB filter, which is our multi-target filter of choice
due to its simplicity, intuitiveness and competitive performance
in challenging multi-target tracking applications. The core

contribution of this work lies in the general applicability
of the proposed method. Using no external information, the
filter is capable of identifying certain types of interactions
among targets. These identified interactions are used to adjust
the estimates obtained by the filter, in turn improving the
tracking performance. We have devised a novel target predic-
tion methodology where the interactions affect the predicted
target states, rather than external interaction-aware motion
modelling. If and when a interaction between two targets is
identified, the predicted target state is altered by the filter
accordingly. We also show how various intuitive determin-
istic interaction models can be turned into interaction-aware
LMB filters for accurate tracking of numerous targets in very
challenging applications. Our experiment involves tracking of
a large number of vehicles from aerial photos in a complex
multi-road junction area. Significant improvements in track-
ing performance, in terms of optimal sub-pattern assignment
(OSPA) metric [60]], are demonstrated.

This paper is a significant extension of our recent work [61]]
where the core idea was presented. Here, we present a math-
ematical proof for LMB prediction. We also present details
of implementation, as well as a number of deterministic
interaction models that have been already proposed in the
literature for practical tracking applications, along with details
of how such models can be properly reformulated into stochas-
tic models to be used within our proposed interaction-aware
LMB filtering scheme. The experimental results also present
a practical challenging vehicle tracking scenario that unlike
the original simulations presented in [61], involve tracking of
numerous targets with significant ongoing interactions.

The rest of this paper is organised as follows. Section
introduces a background to labeled RFS filters and the notation
used in formulating the relevant techniques. Our proposed
solution is presented in Section [[Tl} One possible approach for
Sequential Monte Carlo (SMC) implementation of the pro-
posed interaction-aware LMB filter is presented in Section
which also includes examples of how the solution can be
implemented in vehicle tracking applications. In Section [V]
experimental results are provided and discussed. The paper is
concluded in Section [V1l

II. BACKGROUND AND NOTATION

The notations and definitions used in this paper are sum-
marised in Table [l The rest of this section provides a brief
review of the general multi-object filter and its prediction and
update steps, and the LMB filter.

A. The Bayesian multi-object filter

Let us denote the labeled multi-object state at time k by
X ¢ X and the multi-object observation by Z; c Z. Both Xy
and Zj, are modeled as random finite sets. The multi-object
random set distribution is recursively predicted and updated
by the filter. We also denote the labeled multi-object prior
density (at time k — 1) by wg_1(:|Z1.k-1), Where Zy.;_; is the
collection of finite measurements up to time k — 1.
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TABLE I
NOTATION AND DEFINITIONS

Definition

single-object state
multi-object state

spaces for variables or labels

Symbol

lower-case letters (e.g. xz,x) ...
upper-case letters (e.g. X, X) .
blackboard letters (e.g. X, Z, L)

L PR a multi-object density
bold-face letters (e.g. &, X, ) labeled entities
[X ] The cardinality (number
of elements) of X
(Fyg) oo Jx f(z)g(z)d=z
inner product of two functions
1 Iyex p(z)
Gx[h] coviiiiii [ [P]X 7(X)6X
Probability Generating Functional
(PGFI1) of RFS variable X
Trp—1 (Xg]X) oo The multi-object state transition

density from time k — 1 to time k
The single-object state transition
density from time k — 1 to time k

L) oo, The label of @

LX), The set of the labels of all
members of X

(L) e equals 1 if £ € L and zero otherwise

O(T) v The Dirac delta function which is 0

for z # 0 and satisfies [§(z)dz =1

The prediction step of the filter is governed by Chapman-
Kolmogorov equation,

-1 (X k| Z1:k-1) :[fk|k—1(Xk'|X)7rk'—1(X|Zlik—1) 0X,
(D
where the integral is the labeled set integral defined in [[14].
In the update step, Bayes’ rule returns the following multi-
object posterior:

9k (23| X3 ) a1 (X Z1ig-1)
L 91 (Z X ) 71 (X | 2151 )6 X

where Zj is generally comprised of some measurements
each associated with an object (with some objects possibly
missed), and some false alarms or clutter. Both the number of
object-related measurements and the number of false alarms
randomly vary with time. Hence, Z; is an RFS with its
stochastic variations characterized by a multi-object likelihood
function gy (Z;| Xr).

7 (Xk| Z1k) =

2

B. The labeled multi-Bernoulli RFS

An LMB REFS is the union of a number of possibly existing
single-object sets that are assumed statistically independent,
and is denoted by:

xX=-Jx® (3)
Lell
where each X () is a labeled RFS representing one possibly
existing target. The statistical variations of each X () is
characterised by (1) its probability of existence denoted by
7, and (2) its single-object density p(*)(z) conditioned on
its existence.

As Reuter et. al [16] have shown, the LMB distribution is
completely described by its component parameters, i.e. 7w =
{(+®, p®(-))}rer. Indeed, given the component parameters,
the LMB RFS density is given by

m(X) = AX)w(L(X)) [, )

where A(X) is included to ensure uniqueness of object labels,
and is defined to be one if [X| = |£(X)| and zero otherwise.
Also we have:

X = II P 5)
(z,0)eX

w(l) = { I1 (1—r(i>)HH1L(£) r“>] (6)
ie(L-L) lelL

where w(L) is the probability of joint existence of all objects
with labels ¢ € L and non-existence of all other labels [16].

An important characteristic of the LMB RFS is its PGFIL.
Considering that PGFl of the union of independent RFSs
equals the product of their individual PGFls [2], for the LMB
RFS given in (3) we have:

Gx[h]=T]Gxw[h] (7)
el

where the PGFI of each single-Bernoulli component is given
by:

Gywl[h] = [ [RX7O(X)éX
[h]2 7O (2)+ (8)

J [ 7O ({z}) da.

Noting that
(17 21, 7O(@) = 1O, 7O ({a}) =rO pO (),
we have:
Gxw[h] = (1=rO)+(h(), rOpOC). O

Therefore, the PGFlI of an LMB RFS density
{(rD p® () }geL is given as follows:

Gx[h]=TT[(1 =)+ (h(), rOp O ()]

Lell

(10)

C. The multi-object system model

The target birth and death, the application constraints and
the measurement information are all encapsulated in the multi-
object filter through a multi-object system model. This model
is comprised of two parts: the multi-object dynamic model and
the multi-object measurement model. The former is employed
within the prediction step of the filter, and the latter in the
update step.

The multi-object dynamic model incorporates all the non-
measurement type information that exist about the targets,
including their possible state transitions (e.g. movements) from
each time step to the next, possible regions of their entry to
the scene (the birth process) and possible regions of their exit
(target death). A model for interactions between targets is best
to be incorporated into this part of the multi-object system
model. Hence, we provide a brief overview of the model here
(which will be expanded further as the proposed solution is
presented in the paper).

Target death is usually modeled by a state-dependent (nor-
mally a location-dependent) probability of survival denoted by
ps(x). The target dynamics itself is usually modeled by a state
transition density. Given a target state x;_; at time k — 1, the
probability density of the next state of the target (at time k) is
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denoted by fyx-1(@k|Tk-1). For a survey of most common
target dynamic models, readers are referred to [62].

Given a target state x;_1 € Xx_1 at time k—1, its behaviour
at time k is modelled via a Markov shift, resulting in a
Bernoulli RFS Sj;,—1 (z-1) with probability of existence of
7 = ps(xr-1) and density of p(-) = fyjp—1([x-1,¢). Hence,
given a labeled set of targets X_; at time k — 1, its transition
to time k is modeled by the LMB:

Tip-1(Xp-1) = U Spe-1 ().

meXk,l

Y

The appearance of new objects (the birth process) at time &
is modelled by an LMB RFS of spontaneous births, denoted

by
Ty = {(7’(45) (eB) )}gBe]Bk

where B; denotes the space of labels of targets that may be
born at time k. Consequently, the labeled RFS of multi-object

state xj, at time k is itself an LMB given by the union
X :Tk|k—1 uly. (12)

The multi-object state transition density fjx—1 (X5 Xg-1)
is the density of an LMB with the parameters:

{(ps(@), frna (1))} ox, U {00},
(13)

In an LMB filter, assume that the multi-object prior is an
LMB density with parameters

g1 = {(T;E;Z)l ) pl(f)l ( )) }eelLk._l

where IL;_; denotes the space of target labels at time k — 1.
Note that this space is gradually extended with time as new
targets are born, according to:

Lk = Lk—l UBk.

(14)

5)

Substituting from equations and in the Chapman-
Kolmogorov equation (TJ), leads to the following parametrisa-
tion of the predicted multi-object density [[16]:

7T]g|k—1 = {( ](j]z 1ap](j])c 1( ))}ZEL U {( (ZB) (ZB) )}EBe]BSk

(16)
where
Tl(jlz—l = ( )()P(e) ()) 7"1(5)1 (17)
pS O fuper (2, 0), 932 ()
) (@) = EHOTE ) s

(r (.2 0))

III. THE INTERACTION-AWARE LMB FILTER

A major observation from the equations reviewed in Sec-
tion [[I]is that at any time k, target birth is modeled by the birth
LMB T'j, target death is modeled by the state-dependent prob-
ability of survival, ps(x), and transition of each target state
is modeled by the conditional density fy—1(@|2-1,£). The
core idea presented in this paper is that we can model any prior
information into the state transition density, with including the
parameters of the overall multi-object LMB prior as additional
parameters. Implementing such a model with LMB densities

is straightforward because at time k, each possibly existing
object with label ¢ is separately associated with parameters
rl(i)l and p,(i)l() Note that the density parameter is usually
replaced with weights, means and covariance matrices (if a
Gaussian-mixture implementation is applied) or with particles
and their weights (if a sequential Monte-Carlo implementation
is applied).

We envisage that at any time k, interactions between each
target ¢ and other targets can be formulated by making its
transition density dependent on distribution parameters of all
the other targets at time k — 1.

Let us denote the Bernoulli parameters of each target label

E at time k by
0 & Z

and denote the set of all such parameters except for label £ by

wle Jooml.
elp-1\{¢}

An interaction-aware single-object transition density is de-
noted by fk‘k,l(a:|a:k_1,£;z/),(f)). The most straightforward
example of how the parameters w,(f) can be incorporated
into the state transition density is by inferring a multi-object
estimate at time k£ — 1 and use it as the parameters in the
transition density. There are two common approaches for
this inference. The first is to extract only those Bernoulli
components whose probabilities of existence are greater than
a given threshold (e.g. 0.50) and the second is to calculate the
cardinality estimate, X
of existence, then consider only those Bernoulli components
whose probabilities of existence are among the |Xj_1|-th
largest. In both cases, if a Bernoulli component with label
{ is chosen, its state estimate is given by

:i,(f)l [xp,(f)l(x) dx

and the interaction-aware single-object state transition density
is denoted by fijp—1(2|Tr-1,4; Xk,l\:ﬁ(

Remark 1 Note that if { ¢ L(Xu_1), then we simply have
Xi- 1\3% = X1

In Section we will present a number of examples to
demonstrate how common and intuitive interactions between
vehicle targets can be modelled into a previous estimate-
dependent transition density fjji—1 (z|r-1,%; X \z,, A(Z)

Remark 2. With incorporating the interaction-aware
single-object density, whether in the general form of
Trje—1 (@1, 4 z/J](f)) or the more specific form of
Jue-1 (]TR1, 45 Xk_l\sf:ké_)l), the Bernoulli components
of the multi-object LMB at time k can still be assumed
conditionally independent, given the prior. This is similar to
the conditional independence that is commonly assumed for
measurements, given the object state.

The conditional independence of target states discussed in
Remark [2] can be elaborated with the help of a practlcal
example. In Fig. |1, two vehicles (¢)(orange car) and (¢)’(red
car) can be seen moving along a road, maintaining a safe
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(b)

Fig. 1. An example of predicted particle distributions and expected target
locations at next time (faded vehicles) for a vehicle with label (£) and its
leading vehicle (£') when the leading vehicle suddenly reduces speed: (a)
without any interactions incorporated, (b) with interactions incorporated.

distance between them, which is shown as 35m. The arrows
ahead of each vehicle represent their velocities, the larger the
arrow the greater the velocity. The faded out vehicles show
possible next locations of the vehicles. Due to a possible
hazard, the leading vehicle (E)' may need to abruptly stop
or slow down significantly by hard braking. This has been
depicted by a road closure in Fig. [I] It can be seen that
the next location of red car has a very small velocity, which
should force the vehicle (¢) to reduce speed as well. In
traditional MOT based filtering, the trajectory of the following
vehicle (¢) will not be impacted due to this sudden change in
velocity of (£)', since all objects are assumed to be moving
independently, as depicted in Fig. [T(a). The predicted particles
for the next state of vehicle (¢) in traditional MOT have
been depicted by black circles. It can be seen that they are
spread mostly ahead of the vehicle (¢) according to a motion
model, with no affect on the predicted next state due to the
sudden change in motion of vehicle (£)’. This would cause the
distance between the two vehicles to be significantly reduced,
shown as 25m in the figure. In interaction-aware tracking,
however, the system makes use of the available information
from other possibly interacting targets, which is usually in the
form of estimates from the previous time. The ground truth
values of target states cannot be directly used by the filter,
therefore the target estimates can be used as an approximation
of the actual target states (ground truths). By making use
of this information, an interaction-aware filter is therefore
capable of possibly changing the predicted next state motion
information of the following vehicle (¢) according to any
abrupt changes in the motion of (¢)’. The possible predicted
particles for the next state of vehicle (¢) have been depicted
in Fig. [[{b) by red circles. It can be seen that the particles
are now more concentrated near a smaller possible velocity
for vehicle (), which is the expected actual behaviour of the
vehicle. Since the interaction-aware filter uses estimates from
the previous time-step to implement such interactive behaviour
rather than using the other targets’ states from the current
time, therefore, the states of targets can still be assumed to
be conditionally independent. The example shown in Fig. []
also depicts the importance of correct estimation of target
states. If the position and/or velocity of a vehicle is incorrectly
estimated, especially in automated driving systems, it can lead
to hazardous situations. Therefore interaction-aware tracking

for ITS is of vital importance.

Proposition 1. In an LMB filter, assume that the multi-object
prior is an LMB density with parameters given in (14) and the
single-object state transition density is interaction-aware and
parametrised as fi_1 (z|xr-1,4; w,(f)). Then, applying the
Chapman-Kolmogorov equation (1)), leads to an interaction-
aware predicted LMB in which the predicted probabilities of
existence are given by (I7) and the predicted single-object
densities are given by:

(ps ) fupr (al 000), B2 )

O ()=
) (ps ()22 ()

D1

19)

Proof. Based on the observation made in Remark [2| and the
PGFI for LMB RFS given in (I0), the PGFI of the possibly
surviving targets, conditional on prior multi-object state X_1,
is given by

GTk|k—1 [h’|X’€—1] = H:I:EX;C_l [(1 _pS(w)) + (h() )

ps(@) figpr (s 9)) |
Maex, . [(1-ps(@)) +ps(@) (h(),
Fiir Clas ) .

(20)
The PGFI of the predicted multi-object RFS is then given by

GXk|k—1 [h] = / [h]Xﬂ-klk—l(X)(SX
J X[ fupa (XY 0)
e (Y) 5Y] 5X
I A% frpear (XY 5 0y,)
m-1(Y) X §Y
S [T fipr (XIY 3 90) 6X |
TI'k_l(Y) Y.
2D
Let us consider to add the birth LMB process at the end of
the prediction step. Thus, discarding the birth terms, the term
inside the bracket in equation equals Gy, _, [A]Y']. Thus
we have:

GXkHc—l [h] f GTk\k—l[h|X]7Tk5*1(X) 0X
= [ Meex [(1-ps(@)) +ps(@) (h(),
fk|k_1('|fﬂ;¢;(f)))]ﬂ'k—1(X) 0X
= [ Heex M (z)me-1(X) 6X
(22)
where

W (@) = (1= ps(@)) + ps(@) (hC). fugr (s o).

Thus, Gx,,_,[h] = Gx,_,[h']. Noting that X}, is an LMB
: 0y @) (. e
with parameters {(%47 pp 4 ( ))}&LH, substituting these

parameters in equation (T0) results in

GXk:|k:—1 [h] = HKE]Lk,l [(1 - 7"](f_)1) + (h,() ) T](f_)1p](f_)1()>l
(23)
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in which the inner product can be further expanded by substi-
tuting h'(-) as follows:

0 (¢
(O 22 0) = [[(1-ps(@)) # ps(@) (A().
Fupia Clar 60N 202 () o
Substituting the inner product term in (23)), followed by some

algebraic manipulation (that we omit for the sake of brevity)
will lead to

GXk\k—l [h] = Hée]Lk,l [(1 - p(Z) + (h‘() ) p(f) q(Z)(.))]
(25)
where
P9 = (p§? (.02 () 2
and

(s () fugpr (b 00) 22 )
(ps(:0(2 ) |

Equation matches the mathematical form of the PGFI of
an LMB density given by (T0). Therefore, the predicted multi-
object RFS, Xy ;1 turns out to be LMB with parameters

i = 2= (PO 0) 1 (26)
(ps ) fipr (b 0(), P2 ()
(ps ()2 () ‘

¢ () =

(0) (z)

Pjie-1 ¢ (x) =

27)
]

IV. SEQUENTIAL MONTE CARLO IMPLEMENTATION

In an SMC implementation (also called particle imple-
mentation) of the LMB filter, the density of each Bernoulli
component is approximated by particles and their weights as
follows [16],

i
p,(f)l(a?) = 21 w,(f)l ; 0z~ m(f) (28)
Jom

7O
where 3 "1 wl(f)l =1

To prevent partlcle death, the particles are commonly re-
sampled at the end of previous iteration which leads to a new
set of particles with equal weights. In this case we have:

. ¢ ‘ ¢
vie[1: 01w =1/J0.
From equation the predicted probability of existence is

simply given by: © 0

Trk-1 =5 Ti—1 29)
where
¢ ¢
Z w2, (30)
and with equal welghts, we have
@) (.0
O Za 1 ps (@) | (o 31
Thlk-1 = © Tp-1- €2y
Je1

With the interaction-aware LMB filter proposed in section
the predicted probability of existence is still given by -
see Proposition [T}

To implement equation (T8)), the partlcles are resampled
according to an importance density function qk ( |zK-1),

(£) (0)
4 ('|xk—1,j)
and then, from (I8), the predicted particle weights are given
by:

. ¢ L
Vje[l: J,E_)l], x,(cj ~

¢ V4
() fk|k 1( ()-»’U;(g,)l,j)

Th- 1J (f)( (€)| l(f) ) '
1.g

(£) (£)
klk-1,; & Wk-1,5 PS s(x

(32)

The most common choice for the importance density is the
single-object state density itself, in which case we have:

(©) (0) (£) )

klk-1,j < Wk-1,5 PS (z, (33)

In many multi-target tracking applications (e.g. in radar track-
ing), target death can happen everywhere indiscriminately. In
such applications, the probability of survival pg is constant,
and from equation the weights of the newly sampled
particles remain unchanged.

To implement equation (27), we consider two
cases: (i) the interaction-aware single-object density
Trpo1 (wrlzr-1, 4, wl(f)) can be directly sampled, (ii) the
interaction-aware single-object density is modelled as the
product of two components, one that is based on a motion
model with no interaction included, and one that is focused
on modelling target interaction, i.e.

fk|k-1($k|$k—1,f,1/};(f)) o< frho1(@rlzr-1,£)x ,
gk|k—1($k|xk—17'¢)lg ))-

In the former case, similar to the original LMB filter, each
particle is propagated to a new one according to

Vje[l:J]g‘i)lL ka\k 1(|xk 1j,£ 1/}(1’))

and their weights remain unchanged for a constant pg, oth-
erwise simply scaled by pg(-) values at each particle —
see (33). In the latter case, not only the particles are propagated
according to

. ¢ 0 7 [
vie: SO0 w) ~ fupor (122 00
but also their weights are scaled (even with constant pg)
according to:

(&) (0)

Wlk-1,j & Wk-1,5

14 4
ps(xk 1J) Gk|k- 1(mk3|x](€ )Lja ( )) (34)

A. Tracking of coordinated swarm targets

Consider an application where targets are known to be
likely to move in a coordinated swarm, i.e. while each target
maneuvers, it is likely to maintain its distance from the closest
target. Also, targets may die anywhere (hence, the survival
probability pg is constant). Each target state transitions from
time k£ — 1 to time k£ according to a linear model

Tk = F(ﬂk_l + e (35)



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. VV, NO. NN, MM YYYY 7

where ey, is a sample of system noise distributed according to
a Gaussian with zero mean and covariance matrix .. Thus, the
single-target motion is modelled by the state transition density

f(zplmi-1) = N(xg; Fag_1, ). (36)

To implement target’s maneuvers based on the above model,
we first propagate each particle j according to:

©) _ pp(®

Ty 21,5t ek 37

Due to the constant probability of survival, the particle weights
remain the same.

To model target interactions, we note that the
Ghlk— 1(xk) |m,(f)1, ,f)) merely affects the particle weights
as an importance function — see equation (34). Consider

X ,55)1 to be the multi-target estimate inferred from LMB

parameters at time k£ — 1, i.e. from ¢,ie). Note that X ,gli)l
includes all target state estimates except for the one with
label /. A noise-free next state estimate of each single-target
state estimate &j_1 € X k-1 can be calculated from (33) as
follows:

Tpp-1 = F'Ep-1. (38)

Note that labels stay the same. We denote the ensemble of
such predicted estimates by X Klk—1-

For each Bernoulli component in 7r;_; with label ¢, we first
compute a state estimate

©

~(0) _ (2) (6)

Ty = Z; k-1,jTk-1,5"
iz

Then we find the closest distance from the above estimate to
any element of the estimated target states in X ,gli)l,
5(¢
d,g_)l = min dlSt(:Ek 1,:1:)
zeX

(39)

where dlSt(l’k 1,:1:) is a distance measure. For example, if

~(£)

the Cartesian coordinates of the location of & and x are

k-1
[pii) . pg,i) 7 and [px p,]7, respectively, then the Euclidean

distance between the two is given by:

dist(2\”,, @) = [(pﬁ?l —px) + (P -py) ]2 (40)

We also denote the label of the closest target estimate by [(6)

and the state estimate itself by & (7). The predicted state
estimate for this target is a member of X1 given by

A([("’) (1)
Ty =Lk 7
Since target interaction is stated as maintaining the distance
from closest target, for each particle x,(f , the closer its

(1)
distance from wkk 1

weight should be increased. Therefore,

is to the distance d( ) the more its

k-1°

0, (¢ ¢ ¢
gk\k—l(xig,z'ixig_)ly ( )) N(e 22;0703) (41)
where Y
) (4) ©) A([ )
e = d;, dist(:rkj, Ko D)

()
A Kielk-1

f(f)
k-1 Closest target estimate to J?,i )1
and its predicted location

(@)

J?(f’)
k-1 Closest target estimate to )?,(f)
and its predicted location

(b)

Fig. 2. An example of particle distributions after prediction for target with
label (£): (a) without any interactions incorporated, (b) with interactions
incorporated.

and o4 is a user-defined parameter to decide how much change
in distance to closest target from time k—1 to k is acceptable.

Figure 2| shows an example of how particles and their
weights would be distributed. With no interactions incorpo-
rated into the filter, the particles will be distributed around the
next predicted state of the target, all with the same weight,
i.e. same shade of red in Fig. [JJa). With the interaction-aware
filter, however, the weights of the particles change. As the
scenario in Fig. [2| shows, the movements of the closest target
to target (¢) are in such a way that at time k, the target (¢)
is more likely to stay at the same location to maintain its
distance from the closest target, rather than move according to
its motion model. Hence, in Fig. 2(b), although the particles
are distributed according to the motion model, those closer
to the current location of the target (¢) are assigned larger
weights (darker shade of red colour in the figure).

B. Front-vehicle follower model

Consider another application where numerous vehicles are
to be tracked in a busy multi-lane road. The most prominent
interaction between vehicles is that every target maintains
its distance from the closest target in its front. Incorporating
this type of interaction is more complicated than interactions
between targets in a coordinated swarm.

Consider the car labeled @ in the scenario shown in Fig.
Here, incorporating the interaction is not merely maintaining
the shortest distance between car @ and all other cars but only
cars that are travelling (i) in the same direction as @ and (ii)
in front of it. This way, assuming that at time k£ — 1 all the
cars shown in the figure are detected and their labels and state
estimates appear within X -1, care should be taken in the
design of the gk|k,1(-|a:k_1,w,g)) function to ensure that for
car @, the closest car (for its distance to be maintained) is not
chosen as ® or ®, but @.
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Fig. 3. When considering interactions of vehicle 1 with other vehicles, the
closest of only vehicles 2 and 3 are to be considered.

In the following, we explain how such a gy,_1 (-|zx-1, z/Jl(f))
function can be mathematically devised. The main difference
here is the consideration of target velocity direction in iden-
tifying the interacting targets. As with the coordinated swarm
target case, we first propagate particles according to the linear
model in (37). For the purpose of this application, let us
assume that the linear motion model F' is described by the
nearly constant velocity (NCV) motion model. After particle
propagation, for each unique target label, we identify if there
is a possible interaction with a close front vehicle/target. If
no such interaction is found, the predicted particle weights
are calculated using (33). However, if a possible interaction
is identified, the particle weights are calculated according to
).

In order to determine if a target/vehicle with label / is fol-
lowing another target/vehicle closely, we utilize the estimates
from time k-1, Xj_;. According to the complexity of the
road and the general speed of vehicles, we set a threshold
on distance between vehicles dy,. If the distance is less than
threshold for two vehicles, the vehicle in pursuit is expected to
be impacted by the motion of its front vehicle. Therefore, we
first calculate the distances between the estimated location of
a target with label /, i’](f_)l, and all other target estimates from
time k-1, X Ig{)l’ as described in @[) The set of targets for
which the distance from target ¢ falls below dy, are considered

to be “near” target ¢, with their labels collected in the set LI(,QI:

L(Q = {eeL—{ey; dist(a’), @) <da}.  @2)
Let us denote the state estimates of near targets in Lgﬁgr by
X,Efa)r as a subset of X ,il_)l. Vehicles in the same lane are bound
to be moving in the same direction. The use of NCV motion
model indicates that each target state is comprised of the target
location and velocity in x and y coordinates,
T = [px px Dy py]T- (43)

The velocity components U, = [px py]" of the estimates can
be used to find the angle between velocity vectors of the target
¢ and all the near vehicles with labels in LI(KQI. If this angle
is smaller than a threshold oy, the targets can be assumed
to have similar direction of motion. This is shown in Fig. [
where the vehicles with labels ¢ and ¢, are moving in same
direction hence the angle between their velocity vectors should
be very small (even after consideration that noise makes the
velocity direction seem slightly varying), as opposed to the

Fig. 4. An example demonstrating how we can determine whether “near”
vehicles are moving in the same or opposite direction by investigating the
angle between velocity vectors.

angle between velocities of vehicles ¢ and 0. Accordingly,
we may update the set of near targets to /, LnQr, as follows:

L@ (¢ e L@ « (60,.0),) < )

where
NORYNG
NT ) a -1 (UI’H) V-
£ (”n(nk) 1’U§7k)1) = Cos 1) | [~ |
Vzp_1| |Vzrla

The above condition excludes all vehicles travelling in a
direction different from vehicle ¢ from possibly interacting
targets. However, it may still include a vehicle travelling
closely behind vehicle ¢. Therefore, we check the position
vector of each vehicle in the updated set of “near” labels,
relative to vehicle ¢:

.
10 (e -h0)  (Ren-p0 )] @
Xp-1 Xp-1 Yi-1 Yi-1

and investigate whether it is in around the same direction
as the vehicle velocity vector @Q(DQI or not. This is simply
done by comparing the x and y components of the position
of vehicles ¢ and ¢', according to the x and y components
of 133(,;21, respectively. Furthermore, we ascertain if a “near”
vehicle is actually moving in front of the vehicle ¢ and not
behind it. Figure [5] shows an example to demonstrate how we
run this check. Consider the two “near” vehicles ¢; and ¢;. For
¢}, which is behind the target vehicle ¢, the angle between its
relative position vector 13“"”2) and the target vehicle velocity
vector @gﬁl is very large (close to 180°), while this angle is
small for the vehicle ¢, that is in front of ¢. Thus, we can
shrink the set of “near” vehicle labels further as follows:

L0, {0 1O 4 (60,,5¢0) < i)

where [y, is a threshold.

The last step is to find the closest vehicle that is still
included as a “near” vehicle in L,(,Qr (i.e. the vehicle that is
driven right in front of ¢ and is not too far from it, hence
interacting with it):

(0 NOENG!
k

=argmin dist(&, "}, %, _])-
e

(45)

Once the label of the interacting target, [,(f), is found, similar
to section [[V]A, first its distance is calculated according to
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Fig. 5. An example demonstrating how we determine whether a “near” vehicle
is in front or behind by investigating the angle between location and velocity
vectors.

. @
d,(f_)l = dist(:%,(f_)p:%,(:_kl )), then its estimate is propagated to

O]
time k via 2% ) = P2 then for each particle x,(f;, the

k|k—1
. ) amy
error term e,(f;. = d,(f_)l - dlst(x,(f;,wfcl’;f)l) is calculated and

used within the density term in equation (&T), which is finally
used to increase or decrease the weights of those particles in
effect of interaction.

V. EXPERIMENTAL RESULTS

The proposed method has been tested on a complex road
intersection scenario, where interactions between targets are
identified using the steps outlined in Section [[V]|B. An aerial
video of the Swindon M4 motorway junction (J-16) in the
U.K has been selected, which is shot by a high functioning
drone camera (DJI inspire 2). A sample image from the dataset
is shown in Fig. The dataset contains a large number of
vehicles at any time, usually more than 60 vehicles per frame.
The intersection has different challenges like heavy, fast traffic
as well as traffic lights which control the motion of vehicles
on the road. The size of the target vehicles is very small in
the images, making it a challenging tracking task. The vehicles
undergo various maneuvers like varying speeds, turns and lane
changes. The proposed method is capable of identifying all the
mentioned maneuvers, rather than ignoring some maneuvers
for simplicity. Furthermore, we identify target interactions
based on distance between two vehicles, without using any
dataset-specific information. A total of 245 consecutive frames
have been selected from the video for our implementation.
The camera is assumed to be stationary for all images. The
ground truth for 200 vehicles has been manually annotated
for the dataset as part of this research, using the MATLAB’s
ground truth labeler application. The measurements have been
obtained by applying a noisy detector to the ground truth.
The LMB filter has been used for tracking where there is
no interaction, and the interactive weight update from (34)
has been implemented for vehicles with identified interactions.
In addition to the performance comparison discussed in this
section, a results video is provided as supplementary material
to this paper. The video shows each frame of the dataset at
a frame rate of 2 frames per second (fps). For each frame,
ground truth has been represented with green dots on the centre
point of the target vehicle and estimates are represented with
red boxes around the vehicles, with target labels written in red
to identify any possible label switching.

As the estimated target velocities are used for identifying
any possible interactions, the interaction model is implemented
after 5 time frames so that the estimated velocities have
been well adjusted according to the measurement and motion

Fig. 6. A sample image from the selected dataset

models. The NCV motion model is used in which the state
of each target is described according equation (@3). In this
model, the single-target state transition density is given by:

f(@rleg-1) = N (zg; Fop1,Q)

where F' is the state transition matrix and () is the process
noise covariance matrix:

(46)

F =diag (A, A) Q = diag (B, B) 47)

and A and B are matrices given by:
|t T D 33 T?/2
A= [O 1] B = O motion [T2/2 T (48)

in which T is the time step, which is set equal to 1s. The
02 iion is 7 pixels/s?. The probability of target detection
P,y is 0.995 and probability of survival P, is 0.99. The
observation noise is a zero mean Gaussian with variance
3 pixels/s?. The target birth is generated at all entry points on
the road in the scenario, as well as some central points at the
intersection. The birth model used is an LMB RFS according
to {(Tg), pg))}ge]g where rg) = 0.2 for all birth components.

The performance of the proposed interaction-aware tracking
method has been compared with the LMB filter, using the
same parameters described above. Both methods use number
of particles N = 200, and tracks with probabilities of existence
lower than 10~ have been pruned. Owing to a large number
of vehicles present in each frame and the size of each target
vehicle being very small, interaction identification proved
to be very challenging. Therefore, in the results presented,
we have not implemented the step presented in Fig. [3] for
interaction identification, as it resulted in some adjacent lane
vehicles identified as interacting with each other. Performance
evaluation has been conducted using a number of metrics, first
of which is the optimal sub-pattern assignment (OSPA). The
OSPA metric measures the error between ground truth and
estimated tracks. It has three components, the overall OSPA
error, the localisation error and cardinality error. The OSPA
metric has two parameters, i.e. the cut-off for error ¢, which
has been set to 100 and the order p, which has been set to
2 for the purpose of performance evaluation. It can be seen
from Fig. [/ that the proposed method performs better than
the LMB filter for most of the time steps. Since most of the
error values are seen for the overall OSPA error and the OSPA
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cardinality, we have calculated an average error difference for
these for the compared methods. The overall average of OSPA
error difference is calculated to be 1.666 and OSPA-cardinality
error as 2.108. Another commonly used metric for evaluation
of tracking performance is the OSPA®, which calculates
cumulative error over a specific window length. In addition to
the cut-off and order parameters, which have been kept same as
OSPA metric for consistency, the OSPA® window length has
been set to 5. It can be seen from the OSPA(? plots in Fig. E
that the proposed method outperforms the LMB filter. The
overall average error difference for LMB and proposed method
for OSPA® is 0.195 and for OSPA(? cardinality is —0.115.
In order to further depict that interaction-aware method works
well, we have plotted a comparison of the cardinality error for
all time frames, where the cardinality error has been calculated
as:

Card. Error = Ground Truth Card. — Estimated Card.

The cardinality errors for LMB filter and the proposed
method are depicted in Fig. 0] The portions of the plot
highlighted with red ellipses show examples of the case when
the cardinality error for LMB filter is higher than the proposed
method, while the blue color ellipses show samples of cases
where our method has a higher cardinality error. It can be
clearly seen that our proposed interaction-aware LMB filter
returns a more accurate cardinality than the traditional LMB
filter in a large portion of the time frames. The cardinality
error highlights the fact that while the LMB filter sometimes
loses a track (which may be picked up again by the filter
at a later time), our method is far less prone to this issue.
The interaction-aware LMB filter has over-estimation for a
few frames, depicted by negative cardinality error. However,
it should be noted that the LMB filter has a greater cardinality
error for the set of measurements used than the interaction-
aware LMB filter. Overall, it can be seen from the metrics
shown above that the interaction-aware LMB filter has gen-
erally improved performance even for the selected scenario,
which is quite complex due to the large and varying number
of targets, the number of maneuvers and the varying speeds
of targets in different areas of the scene. The performance
difference is highlighted most in terms of cardinality error.

VI. CONCLUSION

A novel approach was presented to incorporate target in-
teractions into the prediction step of a RFS-based multi-target
filter. The filter of choice in this paper is the LMB filter, but
the proposed approach can be directly formulated into other
similar filters such as the 6-GLMB filter. The main idea was
to incorporate interactions in the form of extra parameters
involved in the single-target state transition density, with the
parameters being time-varying, chosen as parts of the multi-
target density information from the previous time step.

In two practical examples, we elaborated further on how
target interactions can be incorporated into the SMC im-
plementation of the LMB filter, resulting in particle weight
changes in the prediction step of the filter. We presented a
challenging tracking scenario in which a large number of

vehicles are moving and interacting in a complex multi-way
intersection. The results demonstrated how the incorporation
of interaction into the filter improves the tracking results in
terms of both the OSPA and OSPA(?) error metrics.

In general, this paper clearly demonstrates how the incor-
poration of information into the Bayesian filtering process
can improve the estimation of states and labels of multiple
targets in ITS applications. In essence, the RFS filters were
originally invented with this purpose in mind. They provided
a mathematically solid way to incorporate all target- and
scene-related information into the prediction step and all
measurement-related information into the update step of the
filter. The motion model, the probability of survival, and the
birth model are examples of the target- and scene-related infor-
mation. The likelihood function, the probability of detection
and the clutter model are examples of measurement-related
information. In our work, we added the information that are
available regarding interactions between targets (emphasizing
that they are target-related information) into the prediction
step of the most advanced RFS filter. This could be further
enhanced by incorporating more information such as the road
information (scene-related) into the prediction step as well.
Indeed, we are currently working on this as a future area of
further research.
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