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Abstract—Accurate trajectory prediction of vehicles is essential
for reliable autonomous driving. To maintain consistent perfor-
mance as a vehicle driving around different cities, it is crucial
to adapt to changing traffic circumstances and achieve lifelong
trajectory prediction model. To realize it, catastrophic forgetting
is a main problem to be addressed. In this paper, a divergence
measurement method based on conditional Kullback-Leibler di-
vergence is proposed first to evaluate spatiotemporal dependency
difference among varied driving circumstances. Then based on
generative replay, a novel lifelong vehicle trajectory prediction
framework is developed. The framework consists of a conditional
generation model and a vehicle trajectory prediction model. The
conditional generation model is a generative adversarial network
conditioned on position configuration of vehicles. After learning
and merging trajectory distribution of vehicles across different
cities, the generation model replays trajectories with prior
samplings as inputs, which alleviates catastrophic forgetting. The
vehicle trajectory prediction model is trained by the replayed
trajectories and achieves consistent prediction performance on
visited cities. A lifelong experiment setup is established on four
open datasets including five tasks. Spatiotemporal dependency
divergence is calculated for different tasks. Even though these
divergence, the proposed framework exhibits lifelong learning
ability and achieves consistent performance on all tasks.

Index Terms—Gaussian mixture model, Conditional KL diver-
gence, Conditional GAN, Generative replay, Lifelong trajectory
prediction.

I. INTRODUCTION

IN autonomous driving, an ability to predict surrounding
vehicles’ future trajectories accurately is a key to make ap-

propriate decision. Therefore, many research works contribute
on vehicle kinematics and interactive modelling [1]. Recent
works also adopt data-driven approaches [2]–[8]. Benefitted
from these ingenious works, precision of vehicle trajectory
prediction on various open datasets has been promoted signif-
icantly.

However, in real application, an intelligent vehicle equipped
with an autonomous driving system is supposed to visit
varied road sections, cities or even countries. To guide the
vehicle safely, the system is required to adapt to heterogeneous
distribution of surrounding vehicles’ motion and interaction
pattern and predict their future trajectories accurately. For
this purpose, the system needs to learn new knowledge about
emerging traffic environments continuously without forgetting
old ones. In addition, with limited storage resource, the
system can not afford to store large amount of trajectory data.
Coutinuous learning with limited storage resource to achieve
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good performance in all processed tasks is also called life-
long learning. Unfortunately, most existing vehicle trajectory
prediction models are trained and tested specifically for each
dataset, which fails to accomodate to other different datasets
if applied directly.

A crucial problem impeding lifelong learning is catas-
trophic forgetting. In different traffic circumstances, interaction
pattern among vehicles varies, which can be interpreted as
spatiotemporal dependency divergence. The divergence makes
a prediction model trained in old circumstances performs
poorly in a new different circumstance. If trained in the new
circumstances, the model would fit spatiotemporal dependency
in the new one while forget that in the old circumstances,
which makes it perform poorly in the old circumstances in
turn. In summary, to perform consistently in all circumstances,
the prediction model is required to learn new knowledges
while not forgetting old ones.

Therefore, to measure spatiotemporal dependency diver-
gence that arises from varied traffic circumstances, Mixture
Density Networks (MDNs) are introduced to estimate con-
ditional probability density function (CPDF) and conditional
Kullback-Leibler divergence (CKLD) is computed through
Monte-Carlo (MC) sampling. Then to realize lifelong trajec-
tory prediction, a new framework based on conditional genera-
tive replay is proposed. The framework consists of two models,
a generative memory and a task solver. The generative memory
is designed to address catastrophic forgetting, a key challenge
in lifelong learning. Through adversarial learning and dis-
tributions merging across different traffic circumstances, the
generative memory replays trajectories conditioned on spatial
configuration of vehicles. The replayed trajectories is used
as an input to train a trajectory prediction model. As the
generative memory is capable of generating trajectories within
the same distribution of all recorded data, the prediction model
achieves consistent performance on all processed tasks.

In summary, our contributions include:
• An innovative spatiotemporal dependency divergence

measurement method is developed for two trajectory
datasets.

• A novel research topic is revealed. Lifelong vehicle tra-
jectory prediction is first proposed to promote adaptation
and performance on heterogeneous tasks for autunomous
driving system.

• Based on generative replay, an initiate lifelong learning
framework is introduced for vehicle trajectory prediction.

• Experimental results on four different datasets have
demonstrated that the proposed framework can achieve

ar
X

iv
:2

11
1.

07
51

1v
1 

 [
cs

.R
O

] 
 1

5 
N

ov
 2

02
1



2

lifelong learning and realize satisfactory prediction per-
formance on all processed tasks.

II. RELATED WORK

Vehicle trajectory prediction is a longstanding research
topic and is becoming more important as the development
of autonomous driving. Kinematics models [9], [10] are es-
tablished to predict surrounding vehicles’ future trajectories,
which performs well in short horizon. For a longer prediction
horizon over 3 seconds, vehicles’ intentions are important
and have to be clarified first. Prototype classification [11]
and intention recognition [12] are two research directions.
Through collecting and clustering of tremendous trajectories in
advance, prototype classification methods match online history
trajectories with that in database. Multimodel future trajec-
tories can be generated once matched. Intention recognition
methods classify drivers’ potential maneuvers into limited
classes. Combining heuristic information including road topol-
ogy, traffic signal and vehicle turn signal, classification models
such as Support Vector Machines (SVMs) [13] and Hidden
Markov Models (HMMs) [14] are introduced to recognize
surrounding drivers’ intentions. However, drivers’ behaviours
are affected by various factors and highly personalized [15],
which makes it hard to be recognized accurately in real
application. Besides, a vehicle’s trajectory is not determined
by its driver’s intention only but affected interactively.

To make an accurate prediction, it’s necessary to consider
vehicles’ motion as a dynamic interactive system and model
interactive impact among vehicles. Pairwise interactive mod-
elling is of high complexity. Deo Nachiket [16] simplified
interactive factor as a cost function that penalizes vehicle
collision to filter out collide future trajectory pairs. Data-
driven approaches are another practical methods and have been
digged extensively. In these approaches, vehicles’ sequential
features are learned through Long-Short Term Memory Net-
works (LSTMs). To learn interactive factor, Convolutional
Neural Networks (CNNs) or max-pooling module is intro-
duced. Deo [17] divided certain surrounding area into grid
cells and use CNNs to model spatial relationship among
vehicles. Li [4] builded an adjacent matrix of surrounding
vehicles where each elements represents pairwise proximity. A
CNN is utilized to learn interactive factor. Messaoud [18] dis-
cretized traffic environment into 3D grid cells and a Relational
Recurrent Neural Network (RRNN) is used to predict future
trajectory. Gupta [19] utilized a pooling module to extract
dense interactive features among vehicles. More recent works
urge to merge data-driven and knowledge-driven approaches
into a unified neural network [6], [7].

However, although prediction precision is improved contin-
ually, generalization and adaptation of proposed models still
remain an open problem. Majority of research works validate
proposed methods on one open dataset only. Some works
validate on more datasets but train and test models for each
dataset individually, which is not consistent with real applica-
tion. Pushing forward to real application, a novel prediction
model is urged to be proposed to cope with various traffic
circumstances. Two questions arise naturally. How to measure

difference among heterogeneous circumstances? And how to
fulfill consistent vehicle trajectory prediction performance on
emerging circumstances and visited ones, which is also called
lifelong learning?

Divergence measurement of heterogeneous traffic cir-
cumstances is an open problem. To measure trajectory similar-
ity, various methods are proposed, such as euclidean distance
(ED) [20], dynamic time warping (DTW) [21], longest com-
mon subsequence (LCSS) [22], merge distance (MD) [23], and
spatiotemporal locality in-between polylines (STLIP) distance
[24], etc. Su [25] made a survey on 15 widely used trajectory
distance measures in the literature. It can be deduced that ED
is suitable for vehicle trajectories distance measurement that
have the same total length and sample frequency. However,
these similarity measurement methods consider one trajectory
with another trajectory each time, while we aim to measure
differences of traffic circumstances where dynamic number
of trajectories are presented. In different traffic circumstances,
vehicles’ interaction pattern changes and the way affecting fu-
ture motion varies. In other words, spatiotemporal dependency
between future and past motion differs, which is essentially
a conditional probability density function (CPDF) alteration
problem. Therefore, a more reasonable method is to estimate
distance between two unknown CPDF with empirical samples
only.

Estimation distance of two unknown CPDF with sam-
ples only is challenging. As a commonly used probabil-
ity divergence measurement method, KL divergence can not
work without analytic CPDF. The Donsker-Varadhan varia-
tional formula [26], [27] can be utilized to estimate CKLD
empirically. However, it suffers from convergence problem
for large divergence between two CPDFs, which is usually
the case in real data. K nearest neighbor [28] is another
approch to approximate CKLD. It requires distance calculation
of condition data for two datasets, which is not commited
for traffic circumstances with dynamic number of vehicles.
As a conditional extension of traditional Maximum Mean
Discrepancy (MMD) [29], conditional MMD (CMMD) [30]
is proposed to measure distance between two CPDFs. Sim-
ilar with MMD, CMMD measures embedding probabilities
distance in reproducing kernel Hilbert space (RKHS). In
MMD, a PDF is mapped into a point in RKHS, while in
CMMD a CPDF is a family of points with different conditions.
Therefore, CMMD is averaged for distances with different
condition, which implies samples conditioned on a same
condition. For two traffic circumstances in our work, condition
data can not guaranteed to be the same. In fact, CMMD is
usually used as training loss function [31], [32] of neural
networks where predicted and real value can be obtained on
the same condition. Another method to measure PDF distance
empirically is optimal transport. Esteban [33] proposes a data-
driven conditional optimal transport (COT) method. The COT
represents empirical CPDF distance computation as a optimal
transport problem constrained by CPDF alignment. CKLD is
utilized to interpret the constraint and then converted into KL
divergence between joint distributions through chain rule [34].
By using Donsker-Varadhan variational formula and Lagrange
multiplier, the constrained COT is relaxed into a minimax opti-
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mization problem that can be optimized empirically. However,
the COT prones to local minimum and the minimax game is
hard to converge. Moreover, for high dimension data as in our
work, it is difficult to identify local minimum.

Lifelong learning aims to solve a series of tasks incre-
mentally [35]. When addressing a new task, small amount
or none data of old tasks are stored. After the final task
is presented, all tasks should be solved by one task model
with good performance. Key to lifelong learning is avoiding
catastrophic forgetting of old tasks’ knowledge when updating
the task model to solve a new task. From an aspect of
model training, approches to mitigate catastrophic forgetting
are classified into three categories, architectural, regularization
and rehearsal strategies. Architectural strategies train different
models or subnetworks for incoming new tasks. A selector
is used to choose an appropriate model or subnework for
a task. Typical research works includes Progressive Neural
Network (PNN) [36], Incremental Learning through Deep
Adaptation (DAN) [37], Copy Weight with Re-init (CWR)
[38], etc. These methods preserve performances of old tasks
while confilcting with storage limitation of lifelong learning.
Regularization strategies extend loss functions with additional
term to retain performances of old tasks. Learning with-
out Forgetting (LwF) [39] and Elastic Weight Consolidation
(EWC) [40] are two representative methods. LwF proposes to
use outputs of old models as soft targets to substitute data
of old tasks, which is reported to suffer a buildup drop in
old tasks’ performance as the task sequence grows longer
[41]. EwC evaluates importance of parameters for old tasks
and adds a penalty to changes when training on new tasks,
which pays more attention to preserving the knowledge on
old tasks but prevents the model from achieving competitive
performance on new tasks [42]. Rehearsal strategies generally
use an external memory to store part of old data [43], [44] or
patterns [45]. As storage is limited and Generative Adversarial
Networks (GANs) develope, generative replay [46] is proposed
as a memory of previous data and its feasibility has been
validate on several works [47]–[51]. Although quality of the
generation model is a bottleneck, many works [47], [50],
[52]–[55] have proved that an elaborately designed generation
model practically outperforms mainstream lifelong methods
such as EWC, LwF, MAS [56], PathNet [57], and iCaRL [44]
et al.

In this paper, CPDF distance between two traffic circum-
stances are calculated first to reveal spatiotemporal depen-
dency divergence. Then a generative replay based lifelong
trajectory prediction framework is proposed to enhance gener-
alization and adaptation over different traffic environment. As
a key of alleviate catastrophic forgetting, a generation model is
realized through a novel conditional GAN (CGAN), which is
called Recurrent Regression GAN (R2GAN). Through merg-
ing different generation models trained on different tasks,
the generation model finally learns all knowledge involved
in processed tasks. Eventually, a trajectory prediction model
trained on generated data performs well on all tasks. A task
chain including five tasks that stem from four open datasets
is used as lifelong setup. Experiments on the task chain
demonstrate effectiveness of proposed framework.

The rest of this paper is organized as follows. In section
3, a mathematic formulation for lifelong trajectory prediction
is addressed. Divergence between two traffic circumstances
is measured first in section 4. Then generative replay based
lifelong prediction framework is introduced in section 5 in
detail. In section 6, evaluation experiments are performed to
evaluate quantitatively. Finally, conclusion and future work are
introduced in section 6.

III. PROBLEM FORMULATION

Formally, lifelong vehicle trajectory prediction is character-
ized by a set of tasks D = {d1, d2, . . . , dn} to be learned
by a parameterized model. In this work, with unsupervised
learning nature of trajcetory prediction, task data di ∈ D have
training samples Xi

1:t where t = th + tf . Target vehicle and
surrounding vehicles’ trajectories lasting for th are regarded as
history information to train the parameterized model to predict
future tf trajectory of the target vehicle. In a traffic circum-
stance involving nd vehicles, spatiotemporal dependency is
formulated as a CPDF p (Y |X) where Y represents future
tf trajectory of the target vehicle and X represents history
th trajectories of all vehicles. Samples are drawn i.i.d from
an unknown distribution Xi

1:t ∈ Pdi associcated with task
di. Distribution Pdi can be different from each other for
different i ∈ {1, 2, . . . , n}. In lifelong learning, task data di
are observed sequentially and when the next data di+1 arrive,
data di are abandoned completely of only kept partly in a
limited storage. Ultimately, the prediction model can predict
accurately in all n tasks after observing all task data.

IV. DIVERGENCE MEASUREMENT OF DIFFERENT TRAFFIC
CIRCUMSTANCES

As an effective divergence measuremnt method, KL di-
vergence is extended to CKLD to measure spatiotemporal
dependency difference of two traffic circumstances, which is
formulated as

CKLD (p1 (Y |X ) ||p2 (Y |X ))

=

∫
p1(X)

∫
log

(
p1(Y |X )

p2(Y |X )

)
p1(Y |X )dY dX.

(1)

The CKLD can not be computed without analytic formulation
of p (Y |X ). Therefore, parameters of GMMs are estimated by
a MDN to approximate p (Y |X ) first and then MC sampling
can be performed to calculate CKLD.

A. Dimension normalization for dynamic traffic circumstances

In a dynamic traffic circumstances involving nd ve-
hicles, condition X should be represented as X =
(x11:th , x

2
1:th

, . . . , xnd
1:th

) where xi1:th represents sequential co-
ordinate of vehicle i that lasts th, which possesses dynamic
dimension. To facilitate model learning, a fixed dimension
is preferred. Notice that target vehicle’s future motion is
affected by limited number of neighboring vehicles, it is
reasonable to consider nv closest vehicles only, which is also a
common practice in trajectory prediciton research [4], [58]. To
represent interactive relationship between considered vehicles,
a Laplacian matrix is calculated. Being different from usual
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3D case [59], a 2D Laplacian matrix is calculated through
weighting on time dimension. Then eigen vectors correspond-
ing to the biggest k eigen values are concatenated with target
vehicle’s history trajectory, which forms a condition vector
X =

(
xe1:th , v1, . . . , vk

)
with fixed dimension dX = 2th+knv

where the superscript e represents the target vehicle. The
Laplacian matrix is calculated through

L = D −A,
A = (aij)nv×nv

,

D = (dij)nv×nv
,

aij = exp
(
−
∑th

k=1
wkd

(
xik, x

j
k

)
/
∑th

k=1
wk

)
,

wk = λth−k, k = 1, . . . , th,

dij =

{ ∑nv

j=1 aij , i = j

0, i 6= j
,

(2)

where d
(
xik, x

j
k

)
is ED between vehicle i and j at time k

and λ is a decay parameter.

B. Estimation on GMMs based on a MDN

To calculate CKLD between two CPDFs,
GMMs are introduced to approximate CPDF as
p(Y | X) =

∑m
i=1 αi(X)φi(Y | X), where m is

number of gaussian distribution hypothesis and
φi(Y | X) = exp

(
−‖Y−µi(X)‖2

2σi(X)2

)
/(2π)dX/2σi(X)dX .

For i = 1, . . . ,m, mixing coefficient αi(X), mean µi(X),
and variance σi(X) are estimated through MDN [60],
[61]. As shown in Fig.1, a Multi-Layer Perceptron (MLP)
is applied for input X to obtain a feature encoding
Z. Then three seperative Fully Connected (FC) layers
are utilized to calculate parameters of GMMs. To
enforce

∑m
i=1 αi(x) = 1, a softmax function is applied

αi(X) = exp (FC(Z)i)/
∑m
j=1 exp (FC (Z)j) , where

FC(•) represents a FC layer and the subscript i and j
represents vector component. Means are unconstrained.
Variances σi(X) should be positive. A softplus function is
applied hence σi(X) = log (1 + exp (FC(Z)i)). Training
loss function for MDN is Lmdn = −log (Y |X ) .

C. Calculation of CKLD through Monte-Carlo sampling

After GMMs are estimated for each condition X , CKLD can
be computed. As in (1), for every sample condition Xi, i =
1, . . . , n1 on p1 (X), KLD can be calculated as

KLD (p1 (Y |Xi ) ||p2 (Y |Xi ))

=

∫
log

(
p1(Y |Xi )

p2(Y |Xi )

)
p1(Y |Xi )dY.

(3)

Although KL divergence between two GMMs is not analyt-
ically attractable, some techniques are developed to estimate
effectively. Hershey [62] compared 5 methods and concluded
that MC sampling reaches clearly the best accuracy. Suppose

…
…

MLP

X

i

i

i

Z

FC

FC

FC

Fig. 1. MDN architecture.

Algorithm 1 CKLD between two traffic circumstances

Require: Sample pairs (X1i, Y1i) ∼ p1(X,Y ), i = 1, . . . , n1

and (X2i, Y2i) ∼ p2(X,Y ), i = 1, . . . , n2.
Ensure: CKLD (p1(Y |X )‖p2(Y |X )).

Calculate Laplacian matrix according to (2) and normalize
condition to uniform dimension.
for i = 1, . . . , n1 do

Fit a MDN with (X1i, Y1i) and loss function Lmdn.
end for
for i = 1, . . . , n2 do

Fit a MDN with (X2i, Y2i) and loss function Lmdn.
end for
CKLD ← 0
for i = 1, . . . , n1 do

Sampling Yj ∼ p1(Y |Xi ), j = 1, . . . , nmc
Calculate KLD according to (4).
CKLD ← CKLD +KLD (p1(Y |Xi )‖p2(Y |Xi )).

end for
CKLD ← CKLD/n1.
return CKLD

samples Yj , j = 1, . . . , nmc are sampled from p1 (Y | Xi),
then CKLD can be calculated as

KLD (p1(Y |Xi )‖p2(Y |Xi ))

=
∑nmc

j=1
(log p1 (Yj |Xi )− log p2 (Yj |Xi )) /nmc,

CKLD (p1(Y |X )‖p2(Y |X ))

=
∑n1

i=1
KLD (p1(Y |Xi )‖p2(Y |Xi )) /n1.

(4)

The complete CKLD computation flow is summarized in
Algorithm 1.

V. GENERATIVE REPLAY BASED LIFELONG TRAJCETORY
PREDICTION

Based on our previous research on trajectory generation
[63], a novel trajectory generation model trained by the stan-
dard GAN [64] loss is proposed to memorize data distribution



5

of tasks. With a vehicle trajectory prediction model, a lifelong
vehicle trajectory prediction framework is realized.

A. Generator Conditioned on Relative Position Configuration

In a vehicle trajectory prediction task, we need to predict a
target vehicle’s future tf trajectory according to its th history
trajectory and its neighboring vehicles’ histories. To facilitate
generation process, a full prediction scenario is required to be
generated that consists of target vehicle’s and its neighboring
vehicles’ trajectories lasting for t = th + tf horizon.

Being different from traditional GANs that model genera-
tion procedure as mapping from a prior probability distribution
to a target one, we are inspired by Quant GAN [65] and
model prediction scenario generation as mapping between
stochastic processes. Gaussian process with RBF kernel is
selected as prior stochastic process. For single vehicle, m
Gaussian process samplings are obtained, which constitutes(
N1

1:t, N
2
1:t, . . . , N

mn
1:t

)
for total n interactive vehicles. Condi-

tional GANs are easier to train and make generated samples
more controllable. Therefore, multiple vehicles’ spatial config-
uration condition (C1, C2, . . . , Cn) is utilized as conditional
inputs for our generator, where Ci represents condition for
vehicle i. Spatial configuration condition (C1, C2, . . . , Cn)
and input sampling

(
N1

1:t, N
2
1:t, . . . , N

mn
1:t

)
are encoded by two

MLPs individually first. To map sequential feature of Gaussian
process into target data, a bidirectional GRU is utilized, where
initial hidden states hgf0 and hgb0 are set by encoded position
condition [66], [67]. In the bidirectional GRU, forward code
Ef

j
1:t of agent j and backward code Eb

j
1:t are averaged to

form sequential code Ej1:t. A MLP is attached later to encode
spatial relations. A fully connected (FC) layer is used later
with tanh activation function to output spatiotemporal data(
X̃1

1:t, X̃
2
1:t, . . . , X̃

n
1:t

)
of n agents. Complete framework is

shown in Fig.2.
Let G (•) represents a GRU and M (•) a MLP unit, the

generation procedure can be formulated as:

Ef
j
1:t = Ggf

(
Mg0

(
Nmj−m

1:t , Nmj−m+1
1:t , . . . , Nmj

1:t

)
hgf0 =Mg1 (Cj)

)
,

Eb
j
1:t = Ggb

(
Mg0

(
Nmj−m

1:t , Nmj−m+1
1:t , . . . , Nmj

1:t

)
hgb0 =Mg2 (Cj)

)
,

Ej1:t =Mg3

((
Ef

j
1:t + Eb

j
1:t

)
/2
)
,

Ei,j1:t = Ei1:t − E
j
1:t,

X̃j
1:t =Mg5

(
Ej1:t,

(∑n

i=1,i6=j
Mg4

(
Ei,j1:t

))
/(n− 1)

)
,

(5)
for agent i, j = 1, 2, . . . , n.

B. MLP Based Regression Discriminator

As generated prediction scenario data are used for vehicle
trajectory prediction task, it is of significant importance to
maintain sequential dependences in generated samples. For
this, a regression discriminator is first proposed by us to
distinguish multiple agents’ real data from generated one. The
regression discriminator learns to model joint distribution of

inputs and outputs in a prediction task. Specifically, distri-
bution of target vehicle’s history data, target vehicle’s future
data and neighboring vehicles’ history data are taken as inputs
of the regression discriminator and modelled jointly. The
regression discriminator outputs a classification probability
that indicates degree of true.

Architecture of a regression discriminator is shown in Fig.3.
For vehicle j = 1, 2, . . . , n, trajectory data X̃j

1:t are pre-
processed through

X̂j
1:t = X̃j

1:t − X̃e
th
,

Xj
1:t = X̂j

1:t/
∥∥∥X̂1

1:t, . . . , X̂
n
1:t

∥∥∥
∞
.

(6)

After centering and normalisation pre-processing, target vehi-
cle data are separated from neighboring agents’ data. A MLP
is applied to the target vehicle to encode its history Xe

1:th
and

future data Xe
th+1:th+tf

into Ehrd and Efrd specifically. Relative
difference between the target vehicle and neighboring vehicles
are calculated and encoded into Eneird through a MLP with a
mean pooling layer, which is invariant to neighboring vehicles’
sequence. All codes are concatenated and encoded by two FC
layers to get a feature vector Frd. Finally, another FC layer is
applied to the feature vector to obtain classification probalility
Lrd.

Computation workflow can be formalized as:

Ehrd =Mrd0

(
Xe

1:th

)
,

Efrd =Mrd0

(
Xe
th+1:th+tf

)
,

Eneird =
(∑n

i=1
Mrd1

(
Xe,i 6=e

1:th

))
/ (n− 1) ,

Frd = FCrd0

(
Ehrd, E

f
rd, E

nei
rd

)
,

Lrd = FCrd1 (Frd) .

(7)

C. Evolution of Generation Model

In a lifelong task chain D = {d1, . . . , dn}, generation
models are required to be merged to a long-term model when
a new task di+1 arrives. In general, there are two fusion
methods. As illustrated in Fig.4, one method [46], [48] merges
generation model Gi trained by task di with the new task
di+1. Generated samples from long-term model Gi and real
samples drawn from di+1 are combined as real samples to
train a new generation model Gi+1, which we call Longterm-
Data-Merge(LDM) method. Another method [47], [53] trains
a temporal generation model Gti+1 for the new task di+1.
Generated samples from long-term model Gi and temporal
model Gti+1 are combined as real samples to train a new
long-term model Gi+1, which we call Longterm-Temporal-
Merge(LTM) method. Although LDM performas better than
LTM method intuitively, they are both applied to our lifelong
task and compared.

D. Task model for vehicle trajectory prediction

To perform vehicle trajectory prediction task with generated
prediction scenario, a prediction model is proposed. As with
mainstream trajectory prediction methods, history information
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Fig. 3. Proposed regression discriminator framework.

and interactive relationship between target vehicle and neigh-
boring vehicles are utilized to predict future trajectory of the
target vehicle. Overall architecture is shown in Fig.5. First,
target vehicle’s trajectory Xe

1:th
is separated from neighboring

vehicles and encoded by a LSTM layer. Then, difference
between target vehicle and others are encoded by a MLP and
a mean pooling layer. These two parts are concatenated and
encoded by a MLP further. A LSTM layer and a MLP is used
to output predicted trajectories X̃e

th+1:th+tf
.

Let LSTM (•) represents a LSTM unit, then for a predic-
tion workflow, we have

Ehr =Mr2

(
LSTM

(
Mr0

(
Xe

1:th

)))
,

Eneird =Mr2

(∑n

i=1
Mr1

(
Xe,i 6=e

1:th

))
,

X̃e
th+1:th+tf

=Mr3

(
LSTM

(
Ehr , E

nei
rd

))
.

(8)

VI. EXPERIMENTS AND ANALYSES

All experiments are realized via Pytorch [68]. Running
environment is Ubuntu 16.04, Intel Core i9-9900X CPU,
GeForce GTX 1080 Ti, and 64GB RAM. All code including
CKLD calculation and lifelong learning experiments and pre-
processed data are available online1.

1https://github.com/CliffBao/GRTP

A. Dataset and generation model setup

To construct a lifelong task chain, five sub-datasets recorded
in different locations are selected from four open datasets.
Some traffic circumstances are illustrated in Fig.6.

• NGSIM dataset [69]. The NGSIM dataset contains two
sub-datasets, US101 dataset and I801 dataset that are
recorded on southbound US 101 and eastbound I-
80 specifically. As tremendous vehicle trajectories are
recorded, it’s time consuming to learn them all. There-
fore, 7:50 a.m. to 8:05 a.m. trajectory records in US101
dataset are selected and named with US101-1. To simu-
late a case happened in real application where drives visit
same place at different time period, 8:05 a.m. to 8:15
a.m trajectory records in US101 dataset are selected as
d5 and named with US101-2. Without losing generality,
we keep full prediction scenarios that contains 4 and 5
vehicles only to ease the learning burden furtherly and
over 188k items still remains. I801 dataset are refined as
the same way and over 129k items remains. The selected
datasets are separated into training, validation and testing
dataset by 7:1:2.

• HighD dataset [70]. The highD dataset is a new dataset
of naturalistic vehicle trajectories recorded at six differ-
ent locations on Germany highways, which results in
sixty recordings. Considering learning burden, the 20th
recording is selected and pre-processed, which results in
88k items left for training. It is noted that as trajectories
are recorded in 10HZ in NGSIM while 25HZ in HighD
dataset, we aim to generate trajectories in 5HZ. As
recording items is not comparable with NGSIM dataset
in scale, full prediction scenarios that contains 2 to 9
vehicles are kept. For ease of representation, this dataset
is called highd20.

• Interaction dataset [71]. The interaction dataset contains
naturalistic motions of various traffic participants in a
variety of highly interactive driving scenarios from dif-
ferent countries. Trajectories in DR CHN Merging ZS
map is a lane merging dataset in China urban area. To be
comparable with other datasets in scale, five trajectories
records in the map are merged into a dataset named
inter5d, which consists of 126k items.
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a) b) c) d) e)

Fig. 6. Illustration of traffic circumstances in a) US101-1, b) i801, c) highd20, d) inter5d, and e) US101-2. Blue dash line indicates target vehicle. Red
lines indicate neighboring vehicles.

Therefore, a lifelong task chain is formed by above five
datasets

D = {d1, d2, d3, d4, d5}
= {US101-1, i801, highd20, inter5d, US101-2}.

(9)

B. Divergence between datasets

To measure CKLD between two datasets, we fix maximum
vehicle number to nv = 5 and only top k = 3 eigen vectors are
extracted. Gaussian hypothesis number of GMMs is set into
m = 20. The MDN is optimized through adam [72] optimizer
with learning rate γm = 0.0004 and batch size bm = 4096.
CKLD results of pairwise datasets are presented in Table I.
In Table I, CKLD between d1 and d5 is the closest, which is

TABLE I
CKLD BETWEEN DATASETS

dataset 1

CKLD dataset 2
d1 d2 d3 d4 d5

d1 0 22.14 503.22 98.43 16.72
d2 29.00 0 756.03 98.57 24.44
d3 88.46 53.87 0 142.26 121.42
d4 75.05 63.54 652.00 0 62.50
d5 19.57 17.09 511.17 93.49 0

expected as they are collected in the same highway at different
time period. Divergence between d3 and other datasets are
quite large because only d3 is colllected in Germany. The same
goes for d4.
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TABLE II
RMSE(M) COMPARISON OF PROPOSED TASK MODEL

AND OTHER COMMON METHODS ON COMPLETE
NGSIM DATASET.

PH(s) 1 2 3 4 5

CV 0.73 1.78 3.13 4.78 6.68
GAIL-GRU 0.69 1.51 2.55 3.65 4.71

S-LSTM 0.65 1.31 2.16 3.25 4.55
CS-LSTM 0.61 1.27 2.09 3.10 4.37

Ours 0.55 1.28 2.18 3.30 4.64

C. Validation of trajectory prediction model

We compare proposed the task model performance with
other benchmark trajectory prediction models.
• Constant Velocity(CV). A constant velocity Kalman filter

reported in [17].
• GAIL-GRU. A generative adversarial imitation learning

model described in [73].
• LSTM with fully connected social pooling (S-LSTM).

This uses the fully connected social pooling described in
[74] and generates a unimodal output distribution.

• LSTM with convolutional social pooling (CS-LSTM).
This uses convolutional social pooling and generates
a unimodal output distribution [17]. As designing an
extrodinary prediction model is not our main goal, we
use results reported in [17].

To present a fair comparison, full NGSIM dataset is used to
demonstrate validity of proposed prediction model, which is
different from lifelong setups. RMSE performance for varied
prediction horizon (PH) is given out in Table II. Suppose BS
batch size predicted future trajectories X̃i

t , i = 1, 2, . . . , BS
at time t are calculated and real future trajectories Xi

t , i =
1, 2, . . . , BS are available, then RMSE at time t is

RMSE (t) =

√∑BS

i=1

∥∥∥Xi
t − X̃i

t

∥∥∥2 /BS. (10)

From Table II, it can be concluded that the task model possess
similar prediction ability with mainstream methods. As we
are not aiming to significantly improve prediction accuracy
on single dataset but instead improve generality and lifelong
prediction ability over multiple tasks, the performance of
proposed prediction model may not compatible with state-of-
the-art methods.

D. Lifelong trajectory prediction

In R2GAN, a generator takes inputs as several Gaussian pro-
cess samplings and label conditions of trajectories that indicate
relative position to a target vehicle. For example, -1 indicates
a vehicle is located on the left lane of the target vehicle at
the beginning. The generator outputs corresponding vehicle
trajectory snippets lasting for 8 seconds, i.e. 41 steps. For a
regression discriminator, real or generated prediction scenario
are classified as real or fake. R2GAN is trained by adam [72]
optimizer with learning rate γ = 0.0001. Non-saturating GAN
loss function is applied as in [75]. To demonstrate lifelong
prediction ability of proposed framework, three other methods
are realized and compared with our approach.

• Generative replay based trajectory prediction(GRTP).
This is the proposed lifelong trajectory prediction model
based on generative replay. Resulted from two fusion
methods LDM and LTM, the GRTP is furtherly classified
into GRTP-D and GRTP-T specifically.

• Joint training(JT). Joint training violates essential storage
limitation and assumes that all data are available. This
is regarded as the best possible performance over any
lifelong learning methods.

• Fixed model(FM). A trajectory model trained by task d1
will not be adjusted anymore and will be applied to new
tasks directly.

• Fine tuning(FT). A trajectory model is trained while new
task data di are available. This is a possible choice but
is expected to forget everything about old tasks. From
some perspective, research works on trajctory prediction
model design and optimization can be categoried into this
method, although they did not test the model trained on
new dataset on old ones.

The RMSE plots through the full lifelong task chain is
illustrated in Fig.7, where local RMSE around tf is zoomed
in by a mini plot. As the lifelong task chain proceeds from d1
to d5, prediction performance on future 5 seconds horizon is
validated on more tasks. Exact numeric result after addressing
d5 is given out in Table III. From experiment results, we can
see that

• it is obvious FT forgets old knowledge while attaining
new knowledge. Indeed, FT is a common practice when
new task arrives and performs well if divergence between
old and new task is small. From CKLD computation
result, divergence between d1, d2, and d5 is relatively
small. Therefore, FT performs well on these three tasks
after d5. On the contrary, CKLD between d5 and d3, d4
is relatively large, which results in poor performance on
d3 and d4 after tuning on task d5. The same consequence
of applying FT to new task is also remarkable in Fig.7.

• FM is trained on d1 only. As a result, good performance
on d1 and d5 is attainable after d5 while large RMSE is
observed on other tasks.

• The proposed GRTP-T and GRTP-D perform well con-
sistently over all tasks and possess close RMSE to JT.
As JT stores all task data and can be considered as the
best possible performance in lifelong task chain, we can
conclude that GRTP mitigates catastrophic forgetting and
realizes lifelong learning whether with LDM or LTM
fusion method.

• Although intuitively thinking, GRTP-D will outperforms
GRTP-T as it merges longterm generation model with
new data directly and avoids training a new generation
model on new data, which avoids distribution learning
bias introduced by the temporal generation model. How-
ever, it can be observed in Table III and Fig.7 that
no significant performance gap exists between them.
This observation demonstrates that minor or even no
distribution bias is introduced by our proposed R2GAN,
which validates effectiveness of proposed R2GAN and
model merging method implicitly.
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Fig. 7. RMSE for full lifelong task chain.

TABLE III
RMSE(M) COMPARISON OF DIFFERENT MODELS AFTER

FINISHING LIFELONG TASK CHAIN.

PH(s) 1 2 3 4 5

d1

JT 0.93 1.86 3.30 5.14 7.30
FM 0.79 1.82 3.18 4.94 7.06
FT 0.79 1.63 2.86 4.49 6.53

GRTP-D 0.80 1.80 3.19 5.06 7.32
GRTP-T 0.81 1.86 3.29 5.08 7.25

d2

JT 1.03 2.15 3.53 5.09 6.80
FM 1.08 2.56 4.54 6.91 9.57
FT 1.09 2.09 3.48 5.26 7.34

GRTP-D 1.00 2.25 3.79 5.61 7.67
GRTP-T 0.99 2.10 3.49 4.97 6.85

d3

JT 1.46 1.66 2.97 4.94 7.01
FM 1.36 3.30 6.06 9.24 12.25
FT 1.32 3.21 6.49 10.01 13.81

GRTP-D 0.81 1.47 2.68 4.66 7.07
GRTP-T 0.70 1.88 3.41 4.93 6.66

d4

JT 0.36 0.96 1.89 2.95 4.09
FM 0.44 1.28 2.34 3.55 4.86
FT 0.79 1.32 2.30 3.69 5.33

GRTP-D 0.57 1.35 2.33 3.56 4.89
GRTP-T 0.47 1.25 2.25 3.46 4.82

d5

JT 0.71 1.48 2.70 4.21 5.92
FM 0.65 1.52 2.65 4.07 5.67
FT 0.62 1.31 2.32 3.63 5.20

GRTP-D 0.62 1.47 2.64 4.15 5.90
GRTP-T 0.63 1.54 2.75 4.24 5.96

VII. CONCLUSION

Maintaining consistent performance on vehicle trajectory
prediction over different traffic circumstances is of significant
importance for safe driving. Lifelong trajectory prediction is
first addressed by us. Key problem hidering lifelong learning
is catastrophic forgetting which arises from existence of spa-
tiotemporal dependency divergence. To analysis the divergence
between different traffic circumstances, CKLD is calculated
based on GMMs approximation and MC sampling. Then a
R2GAN is developed to generate dynamic number of vehicles

in traffic circumstances, which guarantees inherent spatiotem-
poral dependency through a novel regression discriminator.
Two methods are applied to construct a lifelong R2GAN
model, LTM and LDM. LTM merges generated trajetories
from long-term R2GAN and temporal R2GAN to train a new
long-term generation model. LDM takes trajectories generated
from long-term R2GAN and sampled from real dataset as
real data to update the long-term generation model. Different
spatiotemporal dependency are remembered by the long-term
generation model that capable of generating samples from all
processed tasks, thus mitigating catastrophic forgetting prob-
lem. Both merging method are validated through a constructed
lifelong task chain and fulfill lifelong trajectory prediction task
with consistent performance.

In this work, four datasets are appplied to verify effective-
ness of proposed lifelong framework. In future work, more
diversified traffic circumstances can be introduced to improve
lifelong prediction performance.
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