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A General Hierarchical Control System to Model
ACC Systems: An Empirical Study

Tiancheng Ruan , Hao Wang , Rui Jiang , Xiaopeng Li , Senior Member, IEEE,
Ning Xie, Xinjian Xie, Ruru Hao , and Changyin Dong

Abstract— Urged by a close future perspective of a traffic flow
made of a mix of human-driven vehicles and automated vehicles
(AVs), research has recently focused on studying the traffic flow
characteristics of Adaptive Cruise Controls (ACCs), the most
typical AV. However, in most works, the ACC system is studied
under a simplifying and unrealistic assumption, or the ACC
system modeled is inaccurate. This paper proposes a general
hierarchical control system to model ACC systems with several
assumptions based on the deficiencies above. Moreover, a field
experiment was conducted, and the corresponding experimental
data was used to verify the proposed hierarchical control system
and assumptions. In addition, string stability is explored along
with sensitivity analyses of control parameters based on an
example under the constant time gap policy. The results show
that different upper-level controller parameters have different
delays, where the delay of the speed is negligible; the introduction
of actuator delay and lag in the lower-level controller can
significantly improve the model goodness of fit. Furthermore,
optimizing the delay and lag in the lower-level controller can
significantly enhance the string stability of ACCs than optimizing
the control parameters.

Index Terms— Adaptive cruise control, string stability, field
experiments, hierarchical control system.

I. INTRODUCTION

S INCE the invention of the automobile over a century ago,
automotive engineers have been working to provide safer
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and more comfortable services. However, traffic congestion,
accidents, and pollutant emissions have become increasingly
prominent in past decades [1], [2], [3]. Traditional traffic engi-
neering improves road capacity and level of service through
external measures like traffic management, traffic control, and
so forth. However, these methods are gradually facing bottle-
necks. By studying the dynamic and static characteristics of
traffic flow, it can be found that the extensive heterogeneity of
humans causes uncertainty in road traffic [4], [5], [6], [7], [8].
This leads to poor traffic flow stability, limited traffic capacity,
and frequent traffic accidents.

For the above traffic problems, Autonomous Vehicle (AV)
stands out as a promising enabler and has gained significant
popularity in academia and the automotive industry in recent
years. Despite its relatively short history, plentiful research
has demonstrated its advantages regarding safety, emissions,
and capacity over human drivers [9], [10], [11]. As the
most typical example of AV, Adaptive Cruise Control (ACC)
systems tracks the predecessor based on on-board sensory
devices to maintain a constant gap/time gap. They are becom-
ing increasingly available as standard equipment in modern
commercial vehicles with the market penetration rate (MPR)
increasing [12], [13], [14]. Parallel to ACC systems, another
paradigm is Cooperative Adaptive Cruise Control (CACC)
systems using Vehicle-to-Infrastructure (V2I) / Vehicle-to-
Vehicle (V2V) communication to improve safety and capacity
further.

Unfortunately, it will take a long time for CACC MPR to
grow due to the immaturity of CACC technology, as the CACC
MPR is projected to be only 24.8% in 2045, according to the
latest research [15]. Moreover, since a small amount of CACCs
cannot guarantee that communication functions properly, most
CACCs will degrade into ACCs [16], [17], [18]. Therefore,
research on ACCs is still necessary because ACCs will remain
mainstream for a long time, although CACCs can perform
better.

Although extensive research has been conducted on the
ACC system, it is still unclear what impacts ACC vehicles will
make on traffic flow. Several theoretical research explore the
effects of ACCs on capacity and fundamental diagrams [19],
[20], [21], while others analyze the stability of ACCs [22],
[23], [24]. However, existing research has inadequately mod-
eled ACC systems, and much research has been conducted on
this [25], [26], [27]. Albeit corresponding research about ACC
systems has been conducted for many years, the theoretical
analysis of most research still focuses only on the upper-level
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controller [18], [28], [29]. The conclusions drawn are unre-
liable since the ACC system is a hierarchical control system
where both the upper and lower-level controllers influence its
control performance [30]. It ignores the role played by the
lower-level controller, which makes the results of the theoreti-
cal analysis inconsistent with the field data. Therefore, a more
reliable ACC system modeled as a hierarchical control system
needs to be proposed for subsequent theoretical analyses to
draw more solid conclusions.

Moreover, part of the research considers the influence of
both upper and lower-level controllers on the control per-
formance [31], [32]. Based on this, theoretical analyses of
the ACC system are conducted. The more realistic analysis
results can be derived based on more reliable assumptions.
In addition, further consideration of the delay in the upper-
level controller makes the conclusions more robust [3]. For
instance, Khound et al. [33] design an over-damped stable
ACC algorithm to compensate for the effect of the actuator
lag on the stability. Other researchers propose a delay-
compensating strategy for actuator lag and sensor delay to
enhance local and string stability [34], [35]. However, similar
to the Manual Vehicle (MV) research, research assumes that
the delays in the upper-level controller are identical for dif-
ferent parameters. This assumption is acceptable for the MV
research because humans’ perceptual process is an integrated
process, and it is difficult to distinguish the difference in delays
of different parameters. However, it is completely different
in ACC research. The various parameters required by the
upper-level controller are acquired based on different sensors
and naturally have different sensor delays according to the
characteristics of the sensor. Therefore, the delays of differ-
ent parameters in the upper-level controller must be further
investigated experimentally. Thus, the upper-level controller
can be accurately modeled to produce more realistic theoretical
results.

Furthermore, the lower-level controller also plays a crucial
role in the control performance of the ACC system as the
upper-level controller. Due to the difficulty of conducting field
experiments and the lack of open-source data, the current
research on modeling the lower-level controller is mainly
based on the model fitted by Milanes and Shladover [27].
In addition, Rajamani [30] also proposes a similar model
with additional consideration for the delay of intra-vehicle
communication without experimental data to validate it. These
models have been adopted in extensive research [31], [36], yet
no corresponding research demonstrates which one has a better
model fit. Therefore, a field experiment should be conducted
to investigate which model is better suited to the actual data.

Furthermore, despite the challenges posed by high costs
and regulatory limitations associated with conducting field
experiments, there are still some ongoing research dedicated to
studying ACC through field experiments [21], [27], [37], [38],
[39], [40]. Specifically, Milanes and Shladover [27] propose a
second-order oscillation model including actuator lag to simu-
late the low-level dynamic of ACC and fitted the model using
experimental data. Besides, a part of the research calibrates the
reaction delay and time gap of ACC based on field data and
analyzes its string stability conditions at different speeds and

desired time gaps [21], [37], [38]. Notice Makridis et al. [39]
provide an open-access ACC dataset for subsequent related
studies. In contrast to the above research, Gunter et al. [40]
propose a second-order state model considering sensor delay
in the upper-level controller and calibrated it by field data.
Although the above-mentioned research has conducted field
experiments for the models involving actuator lag, sensor
delay, and reaction delay, they are not comprehensive since
they separately modeled the factors mentioned above. There-
fore, it is necessary to conduct research and analysis on the
hierarchical control ACC system based on field experiments
to determine the existence of different delays and their impact
on string stability under different conditions.

To fill the gap, this paper models the ACC system precisely
and verifies it by field data. The main contributions of this
paper are:

1) A general hierarchical control system consisting of an
upper-level controller and a lower-level controller is
developed with several assumptions to model the ACC
system.

2) A phenomenon is raised that different parameters in
the general upper-level controller have different delays
based on the characteristics of the on-board sensory
devices and verified by field data.

3) Based on the mechanism of the lower-level controller,
Two widely adopted fitting models of the lower-level
controller are compared and verified using experimental
data. By comparison, the model with the intra-vehicle
communication delay has higher goodness of fit.

4) An ACC example under the Constant Time Gap (CTG)
control strategy is chosen to explore the stable regions
under different control parameters for giving new
insights into the design of control strategies.

5) Sensitivity analysis of different device parameters is
conducted to guide control strategy optimization.

The remainder of the paper is outlined as follows: Section II
introduces the hierarchical control ACC system consisting
of an upper-level controller and a lower-level controller.
Section III presents the field experiments and verifies the
rationality of the assumptions in the general hierarchical
control system by field data. Corresponding string stability is
analyzed based on an ACC example under the CTG strategy
in Section IV. We summarize the study in Section V.

II. MODEL FORMULATION

In this section, we systematically introduce the mechanism
of ACC systems. Furthermore, we propose a general hierarchi-
cal control system to model ACC systems based on this. It is
worth noting that the general system in this article can degrade
to the system adopted in the existing literature by ignoring the
assumptions of the mechanism.

A. General Hierarchical Control System

The primary objective of the ACC control system is to
track the predecessor based on on-board sensory devices to
maintain a constant gap/time gap. This objective is simplified
to execute steady-state and transient longitudinal maneuvers
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in single-lane traffic flow. Considering ACC system structure,
it is designed as a hierarchical control system with an upper-
level controller and a lower-level controller. The upper-level
controller determines the desired longitudinal acceleration for
each vehicle. The lower-level controller determines the throttle
and/or brake commands required to track the desired acceler-
ation. Vehicle dynamic models, engine maps, and nonlinear
control synthesis techniques [41], [42], [43], [44] are used by
the lower-level controller in calculating the real-time brake and
throttle inputs required to track the desired acceleration.

This paper explores the specific model forms of upper
and lower-level models based on the experiment results. Not-
ing, xi (t), vi (t) = ẋi (t), ai (t) = ẍi (t), and ȧi (t) =...
x i (t) ∈ R are used to denote the longitudinal position, speed,
acceleration, and jerk of vehicle i at time t , respectively.

B. General Upper-Level Controller

The objective of the upper-level controller is to determine
desired acceleration based on the specific parameters obtained
from the surrounding environment by sensors. Different from
the integrated process of human perception, the various param-
eters required by the upper-level controller are acquired based
on different sensors and naturally have different sensor delays
according to the characteristics of the sensor. There have been
several studies that have proposed this, but there is still a lack
of sufficient experiments to prove it [45], [46].

Sensor delay is caused by the process of sensing and filter-
ing due to the discrete sampling of on-board measurements,
the radar or lidar filtering, and the bandwidth of low pass filters
used for other sensors such as wheel speed sensors. Due to
differences in the sensor devices equipped, the sensor delay is
uncertain [47].

For ACC systems, the parameters required by the upper-
level controller mainly include the speed, the gap between
the subject vehicle and its predecessor, and the relative speed
between the subject vehicle and its predecessor. The principle
of the sensor acquiring the first two parameters is similar
to most existing vehicle configurations. However, there is
disagreement about how the relative speed between the subject
vehicle and its predecessor is measured. Based on the principle
of the sensors, the method is divided into the case with the
relative speed and with the lead speed. The former obtains
the relative speed by Doppler measurement [48]. The latter is
to first return to the detection frame of the obstacle through
laser detection and afterward select the tracking point based
on the detection box. Then calculate the speed according to
the position of the tracking point, which is carried out under
the absolute coordinate system. After that, subtract from the
current speed to obtain the corresponding relative speed. The
general model forms under the two different measurement
methods as follows.

1) The Case With the Relative Speed: For the case of using
Doppler measurement, since it is possible to get the relative
speed with the predecessor directly through the sensor, the
general upper-level controller is shown in Equation (1):

ui = f (si (t − ηs) , vi (t − ηv) , 1vi (t − ηdv)) (1)

where ui denotes the control input of the lower-level con-
troller; f (·) is the explicit equation corresponding to the
control policy; si = xi−1 − xi − lg − s0 stands for the gap
from vehicle i to its predecessor i − 1; lg is the vehicle
length; s0 represents the standstill gap; 1vi = vi−1 − vi
denotes the relative speed of vehicle i to its predecessor
i − 1; ηs , ηv , and ηdv represent the sensor delays of gap,
speed, and relative speed, respectively. It is worth noting
that although Equation (1) and ηdv are not investigated later
in the manuscript, they are introduced to provide a more
comprehensive insight into the commercial ACCs.

2) The Case With the Lead Speed: For the case where the
relative speed is obtained indirectly by measuring the lead
speed and the speed of the subject vehicle, the general upper-
level controller is shown in Equation (2):

ui = f (si (t − ηs) , vi (t − ηv) , vi−1(t − η f v)) (2)

where η f v denotes the sensor delay of lead speed, and the
definition of other parameters is the same as Equation (1).

The caveat is that the time delays of different parameters in
Equation (1) and Equation (2) are set differently based on the
assumption that different parameters are obtained by different
sensors, which is reasonable and general.

C. General Lower-Level Controller

In the lower-level controller, the throttle and brake actuator
inputs are determined so as to track the desired acceleration
determined by the upper-level controller.

However, converting the desired acceleration into the actual
acceleration is not clear. Existing researches generally assume
that there is an engine actuator lag in this process, which
implies that the commanded acceleration ui cannot be realized
instantaneously but only after a retarded time τi [49]. The
actuator lag lies in the lower-level of the vehicle control system
when executing the desired acceleration command from the
upper-level ACC controller due to the time delay in the
generation of traction/brake wheel torques in the power-train
or brake actuator. Nevertheless, most of the existing research
linearize vehicle dynamic as follows and regard actuator lag
functions as a low pass filter [31], [50]:

Gi (s) =
kG

τi s + 1
(3)

where Gi (s) represents the transfer function of the lower-level
controller; kG being the model gain, which, ideally, is equal
to 1; τi denotes the engine actuator lag.

But, the aforementioned fitted expression we consider
unreasonable because the actuator lag cannot be represented
by the first-order inertial linker alone. Equation (3) only
expresses the process of the power system receiving the control
command ui and realizing it to reach the actual acceleration ẍi .
The process by which the system receives control feedback,
and calculates and delivers control commands to the power
system is ignored. The control calculation of the latter is
relatively simple, and the delivery of control commands is only
carried out inside the vehicle system. However, it still needs
to be clearly defined for a more accurate model modeling.
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TABLE I
PARAMETERS WERE CHOSEN FOR DIFFERENT EXPERIMENT ROUND

The corresponding general model introduces actuator and
internal communication delay as follows [50]:

Gi (s) =
kG

τi s + 1
e−φi s (4)

where φi denotes the actuator and internal communication
delay, and the definition of other parameters is the same as
Equation (3).

It is worth mentioning that Equation (4) can be degraded to
Equation (3) by omitting φi . As for the effect of introducing
φi on model accuracy, Section III compares fitted results based
on experimental data. Moreover, Equation (3) and Equation (4)
are linearized models from the nonlinear dynamic model. The
linearization process is described in detail in Section IV-A.

III. FIELD EXPERIMENTS

A. Field Experiments Scene

1) Experiment Preparation: The experiment was performed
on Oct. 12, 2021, on an about 1.5-kilometer straight track in
the test field affiliated with the Research Institute of Highway,
Ministry of Transport, China. Six cycabs were used for exper-
iments which were autonomous driving vehicles reconfigured
from one CHANGAN AUTO CS55 PLUS, four CHANGAN
AUTO CS55 E-Rocks, and one BAIC MOTOR ARCFOX αT
for model years 2020, respectively. See Appendix A for the
detailed information of experimental vehicles. The algorithm
and parameter values of upper-level controller of the cycabs
can be set by the users. The scheme of LiDAR+ millimeter-
wave + Ultrasonic radar + GPS inertial navigation was
adopted as the navigation system, and the distance measure-
ment accuracy is 0.01 m. The decision frequency was 20 Hz
which equals a 50 ms decision interval. The measurement
errors of the GPS devices were within ±1 m for location and
within ±1 km/h for velocity. Fig. 1 indicates the scene of the
field experiment where the while sport-utility vehicle with the

Fig. 1. Field experiments scene. (a) Vertical view of the experimental field;
(b) Snapshots of the experiment.

lidar on its top is the employed AV and traffic lights do not
function.

2) Experiment Scheme: The experiment was carried out for
16 rounds. In each round, initially, the vehicles are stopped
bumper-to-bumper. When an experimental run started, the
leading vehicle accelerated to the given cruise speed and
traveled at that speed until the end of the experimental run.
Once the last vehicle stopped, the platoon made a U-turn and
prepared for the next run. All vehicles moved straight ahead in
the experiments and did not change lanes. The specific control
parameters of the ACC system in different experiment round
are shown in Table I, where kv and kg denote the feedback
control gain of velocity error and gap error, Tg represents the
desired time gap, and LeadV indicates the velocity of the
leading vehicle. It is worth noting that 16 rounds of experi-
ments were conducted containing 89 vehicle cases. Although
all 89 cases could be used to investigate the time delay of
speed, only 73 cases could be adopted to explore the time
delays of gap and lead speed because each round of leading
vehicle did not have a predecessor.

B. Upper-Level Controller

1) Data Processing Methods:
a) Determination time delay: For the upper-level con-

troller, what we need to determine is the sensor delays for
different parameters based on experimental data. Since the
measured and actual sequences in the raw data are two sets
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of error-prone and misaligned time sequences, we applied the
Shape-Based Distance (SBD) algorithm based on the cross-
correlation measure to determine the corresponding sensor
delay [51]. Cross-correlation is a statistical measure with
which we can determine the similarity of two sequences
Z = (z1, . . . , zm) and Y = (y1, . . . , ym), even if they are not
properly aligned. To achieve shift-invariance, cross-correlation
keeps Y static and slides X over Y to compute their inner
product for each shift s of X . We denote a shift of a sequence
as follows:

Z(s) =


(

|s|︷ ︸︸ ︷
0, . . . , 0, z1, z2, . . . , zm−s), s ≥ 0

(z1−s, . . . , zm−1, zm, 0, . . . , 0︸ ︷︷ ︸
|s|

, s < 0
(5)

where Z(s) denotes the shifted sequence; s represents the shift
step.

When all possible shifts Z(s) are considered, with s ∈

[−m, m], we produce CCw(Z , Y ) = (c1, . . . , cw), the cross-
correlation sequence with length 2m − 1, defined as follows:

CCw(Z , Y ) = Rw−m(Z , Y ), w ∈ {1, 2, . . . , 2 m − 1} (6)

where s = w − m and Rw−m (Z , Y ) is calculated as:

Rk(Z , Y ) =


m−k∑
l=1

zl+k · yl , k ≥ 0

R−k(Y, Z), k < 0

(7)

Depending on the presence of errors in the original
sequences, the coefficient normalization for CCw(X, Y ) is
required by dividing the cross-correlation sequence by the geo-
metric mean of autocorrelations of the individual sequences,
which are defined as follows:

NCC(Z , Y ) =
CCw(Z , Y )

√
R0 (Z , Z) ∗ R0(Y, Y )

(8)

After normalization of the sequence, we detect the posi-
tion w where NCC(Z , Y ) is maximized, and we derive the
following distance measure:

SB D(Z , Y ) = 1 − max
w

(NCC(Z , Y )) (9)

By determining the w corresponding to SB D(Z , Y ), the
delay between the measured and actual sequences can be
obtained, the required sensor delay.

b) Outlier detection: After calculating the sensor delay,
outliers are caused due to device errors. One Class Support
Vector Machine (OCSVM) is used in this paper to eliminate
outliers. OCSVM is a natural extension of the support vector
algorithm in the case of unlabeled data and functions well
in outlier detection [52]. The strategy of this algorithm is
to map the data into the feature space corresponding to the
kernel and separate them from the origin with maximum
margin. For a new point X, the functional value is determined
by evaluating which side of the hyperplane it falls on in
feature space. Via the freedom to utilize different types of
kernel functions, this simple geometric picture corresponds
to various nonlinear estimators in input space. For simplicity,
we drop the specific algorithmic details of OCSVM found in
the literature [53], [54].

TABLE II
DESCRIBES STATISTICS OF TIME DELAYS OF SPEED

Fig. 2. Time delays of gap in all experiment cases. (a) the time delays
before outlier detection; (b) the time delays after outlier detection.

2) Result Analyses:
a) Time delay of speed: The time delay of speed is

obtained by applying the SBD algorithm to the actual speed
calculated from the trajectory differential and the speed record
in the experimental results. The statistical description of the
pre-processed data is summarized in Table II. The results
of all 89 samples show that delay of speed is equal to 0
(at least much less than the sampling period of 50ms). This
conclusion can be reasonably understood because of ẋi = vi =(
Rre f f ωe

)
i where R is the gear ratio, re f f is the effective tire

radius, and ωe is the engine speed. In cases where both R and
re f f are determined, vi is positively correlated with ωe which
can be obtained easily and directly.

b) Time delay of gap: The time delay of gap is obtained
by applying the SBD algorithm to the actual gap calculated
from the trajectory difference between adjacent vehicles and
the gap record in the experimental results. Fig. 2 shows the
time delay curve of gap with and without outlier detection,
including 73 cases. Moreover, the statistical description of the
pre-processed data is summarized in Table III.

c) Time delay of lead speed: The time delay of lead
speed is obtained by applying the SBD algorithm to the actual
speed calculated from the trajectory differential of the prede-
cessor and the lead speed record in the experimental results.
Fig. 3 shows the time delay curve of lead speed with and
without outlier detection, including 73 cases. Moreover, the
statistical description of the pre-processed data is summarized
in Table IV.

d) Validation of correlation between time delays: After
obtaining the sensor delays of lead speed and gap, the cor-
relation between the two needs to be analyzed to determine
whether the sensor delays of different parameters are indepen-
dent. A series of statistical hypothesis tests were performed
based on the above reasons.

For the sake of selecting the hypothesis testing method,
a normality test is conducted, and the corresponding test
results are shown in Table V. Take the results of Kolmogorov-
Smirnov as an example, ρ = 0.000 < 0.001, which means
that neither time delay of lead speed nor gap follows a normal
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TABLE III
DESCRIBES STATISTICS OF TIME DELAYS OF GAP

TABLE IV
DESCRIBES STATISTICS OF TIME DELAYS OF LEAD SPEED

TABLE V
RESULTS OF SHAPIRO-WILK TEST

Fig. 3. Time delays of lead speed in all experiment cases. (a) the time
delays before outlier detection; (b) the time delays after outlier detection.

TABLE VI
PAIRED-SAMPLES WILCOXON SIGNED-RANK TEST STATISTICS

distribution. The same conclusion can be drawn from the result
of Shapiro-Wilk.

Since the time delays do not follow the normal distribution,
the parametric tests do not apply to the problem. The Wagered-
Samples Wilcoxon Signed-Rank test of Nonparametric tests
was chosen to verify the differences between the two time
delays. Table VI presents the results of the Paired-Samples
Wilcoxon Signed-Rank test. Since statistic Z = −2.169 and
ρ = 0.030 < 0.05, the null hypothesis is rejected. Based on
the above test results, we concluded a significant difference in
time delays of lead speed and gap. In other words, the same
parameter cannot represent the two from the perspective of
statistics.

3) Result Discussion: Based on the above analyses, several
conclusions can be summarized for subsequent research:

1) The time delay of speed can be considered equal to 0
(much less than the sampling period of 50ms). Namely,
it can be ignored in model modeling without affecting
accuracy.

2) The time delays of lead speed and gap are statistically
significantly different. Thus, different parameter repre-
sentations must be chosen for each.

Corollary 1: For the case where the relative speed is
obtained indirectly by measuring the lead speed and the
speed of the subject vehicle, the general upper-level controller
considering sensor delays can be represents as following:

ui (t) = f (si (t − ηs) , vi (t) , vi−1(t − η f v)) (10)

C. Lower-Level Controller

1) System Identification Methods:
a) Method: For the case of the lower-level controller,

transfer relationships between the input signal of command
acceleration and the output signal of actual acceleration are
urgent to be determined. To characterize the transfer relation-
ships between inputs and outputs, a mathematical function
is known as the transfer function that theoretically models
the output for each possible input is chosen. The above
problem is also known as the system identification problem.
The algorithm in system identification can be summarized
as [55], [56], and [57]:

1) Map s domain to q via q(s) =
α+s
α−s ;

2) Scale measurements Hi ;
3) Initial fit: Use monomial basis with d(0)(q) = 1;
4) Sanathanan-Koerner (SK) iterations: Use orthonormal

rational polynomial basis functions on the unit disk.
Iterate until the maximum number of iterations or con-
vergence. Update basis functions at each step;

5) Instrumental Variable (IV) iterations: Use the final set
basis functions used in SK iterations. Iterate until the
maximum number of iterations or convergence;
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TABLE VII
COMPARISON OF DIFFERENT FORM ON THE ESTIMATED EVALUATION INDICATORS FPE AND MSE

6) Use the best solution found for the nonlinear least-
squares problem throughout all steps (initial fit, SK, and
IV iterations). Calculate the corresponding zero-pole-
gain model;

7) Revert s to q domain mapping via s =
α(q−1)

q+1 ;
8) Revert measurement scaling;
9) Convert zero-pole-gain to transfer function model.

b) Data preparation: The commanded acceleration and
actual acceleration of each ACC are extracted from the field
experiment and paired one by one. Then divide all data
(89 cases) into working data (70 cases) for transfer function
estimation and validation data (19 cases) for validation. More-
over, the working data is further grouped into 7 batches of
10 cases each.

2) Result Analyses: Applying the aforementioned method
to the prepared data, the system identification results in the
form of Equation (3) and Equation (4) are obtained:

Gi (s) =
kG

τi s + 1
=

0.93430
0.9749s + 1

(11)

Gi (s) =
kG

τi s + 1
e−φi s =

0.98892
0.7148s + 1

e−0.2s (12)

For the results in Equation (11) and Equation (12), the
estimated evaluation indicators FPE (Akaike’s Final Predic-
tion Error) and MSE (Mean Square Error) are presented
in Table VII. We find that cases where the actuator delay
is introduced can reduce the FPE by 25.81% compared to
what is not introduced. Moreover, the MSE of the case with
actuator delay can be significantly reduced compared to the
case without in each batch, and the average reduction rate of
7 batches is 25.95%.

The caveat is that the fitting results of the lower-level con-
troller models of EVs and gasoline vehicles may be different,
so the model fitting results based on the data of different
vehicles in Appendix A have also been presented in detail.

In summary, we can conclude that introducing the actu-
ator lag can effectively improve the model fit. Therefore,
Equation (4) compared to Equation (3) can accurately describe
the transfer relationship between the input and output of the
lower-level controller.

IV. STABILITY ANALYSES

The previous sections propose and validate the hierarchical
control model of the ACC based on field data. This section
further explores the local stability and string stability charac-
teristics under the hierarchical control model.

A. Vehicle Longitudinal Dynamic Model

A vehicle longitudinal dynamic model mainly consists of
the engine, throttle and brake actuators, drive train, transmis-

sion, and torque converter. Under a variety of resistance forces,
the longitudinal dynamics of vehicle i can be modeled by the
following force balance equation:

mi ai (t) = f e
i (t) − f g

i (t) − f w
i (t) − f r

i (t) (13)

where mi stands for the unknown mass of vehicle i ; f e
i (t)

is the actual engine force acting on vehicle i ; f g
i (t), f w

i (t),
and f r

i (t) denote the gravity component parallel to the road
surface, air resistance force, and rolling resistance force,
respectively.

The functions of the lumped uncertain resistance forces,
including f g

i (t), f w
i (t), and f r

i (t) are expressed as follows:


f g
i (t) = mi g sin (θi (t)) ,

f w
i (t) =

1
2
ρCD AF (vi (t) + vw(t))2 ,

f r
i (t) = µRmi g cos (θi (t)) .

(14)

where g = 9.81m/s2 denotes the acceleration of gravity;
θi (t) is the inclination angle of the road; ρ denotes the air
density; CD is the aerodynamic drag coefficient; AF represents
the maximal cross-sectional/frontal area of the vehicle; vw(t)
denotes the uncertain headwind speed; µR is the coefficient
of rolling resistance.

From designing a control strategy, a nonlinear vehicle
dynamic model is obviously not suitable due to its nonlinear
characteristics. Fortunately, by adopting nonlinear state feed-
back, it can be transformed into a linearized model to keep
the characteristics of the Driveline dynamics while reducing
the negative effects caused by nonlinear characteristics at the
linear level.

According to the lower-level controller in Equation (4), the
engine dynamic is modeled as follows:

(τi s + 1) Fe
i = kGe−φi sUi (15)

Adopting the inverse Laplace transformation on
Equation (15) arrives at:

ḟ e
i (t) =

kGui (t − φi )

τi
−

f e
i (t)
τi

(16)

Substituting Equation (13) into Equation (16) and differen-
tiating both sides of Equation (16) with respect to time, we get
(17), shown at the bottom of the next page.
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Thus, the nonlinear state feedback chosen for linearizing
can be defined by:

u∗

i (t, t − φi )

=
kGui (t − φi )

mi
− g sin (θi (t))

[
1 − τiµR θ̇i (t)

]
− g cos (θi (t))

[
1 + τi θ̇i (t)

]
−

1
2
ρCD AF (vi (t)+vw (t)) ((vi (t)+vw (t))

+ 2τi (ai (t)+v̇w (t))) (18)

Then with the help of new control input, the linear differen-
tial equations for the lower-level controller can be rewritten as:

τi ȧi (t) + ai (t) = u∗

i (t, t − φi ) (19)

B. Error Transfer Function

An error transfer function needs to be proposed for the
stability analysis below to provide a systematic theoretical
analysis. It is worth mentioning that exogenous disturbances in
both speed and gap can be regarded as signals to determine sta-
bility in the literature [36], [58], [59], [60]. For a homogeneous
traffic flow, the same stability conditions can be derived based
on speed and gap disturbances [61], [62], [63]. However, the
case based on speed disturbances can provide a more concise
derivation [31]. Therefore, we take speed disturbances as the
signal to determine stability.

The primary control objective for the ACC is to track the
predecessor, so we assume the ACC is under the equilib-
rium state when subjecting to exogenous disturbances. The
aforementioned assumption holds when the following two
conditions are met:

1) the ACC system is satisfied with local stabil-
ity, that is, it can satisfy lim

t→∞

∣∣ f
(
si (t − ηs) , vi (t),

vi−1
(
t − η f v

) )∣∣ = 0;
2) the frequency of disturbances is small enough to ensure

that the ACC can recover to the equilibrium state from
the latest disturbance.

For the former, local stability is a basic requirement that
commercial ACCs must meet to achieve their control objec-
tives. And for the latter, the disturbances faced generally do
not have periodicity and are considered infinitely long periods
in actual traffic scenarios [64], [65].

In the equilibrium state, the vehicle speed in the traffic
flow is equal to the equilibrium state speed ve, the speed

difference between adjacent vehicles is zero, the car-following
gap between the vehicles maintains the desired gap se and the
acceleration of the vehicle is zero:

vn = vn−1 = ve
n

sn = se
n

f
(
se

n, ve
n, ve

n
)

= 0
(20)

First, linearize the upper-level controller Equation (10) at
the equilibrium state:

f
(
si (t − ηs) , vi (t) , vi−1

(
t − η f v

))
≈ fsi ŝi (t − ηs) + fvi v̂i (t) + fvi−1v̂i−1

(
t − η f v

)
(21)

where ŝi = si −se, v̂i = vi −ve, and v̂i−1 = vi−1−ve represent
the small deviation of the gap, speed, and lead speed around
the equilibrium state, respectively; fsi =

∂ f
∂vi

∣∣∣
(se,ve)

, fvi =

∂ f
∂vi

∣∣∣
(se,ve)

, and fvi−1 =
∂ f

∂vi−1

∣∣∣
(se,ve)

is the partial differential

equations for gap, speed, and lead speed.
Inserting the lower-level controller Equation (19) into the

linearized upper-level controller Equation (21) yields that:

τi ȧi (t) + ai (t) = fsi ŝi (t − ηs − φi ) + fvi v̂i (t − φi )

+ fvi−1 v̂i−1
(
t − η f v − φi

)
(22)

Then, calculating the time derivative of Equation (22)
arrives at:

τi äi (t) + ȧi (t) = fsi

(
v̂i−1 (t − ηs − φi ) − v̂i (t − ηs − φi )

)
+ fvi ai (t − φi )+ fvi−1ai−1

(
t − η f v − φi

)
(23)

Performing Laplace transform, assuming the homogeneous
vehicle platoon and zero initial conditions, the transfer func-
tion relating the speed errors of consecutive vehicles in the
platoon can be written by:

Gi (s) =
Vi (s)

Vi−1 (s)
=

fsi e
−η∗

s s
+ f f ve−η∗

f vss
τi s3 + s2 + fsi e

−η∗
s s − fvi e−η∗

vss
(24)

where η∗
s = ηs + φi , η∗

f v = η f v + φi , η∗
v = φi , f f v = fvi−1

for brevity.

C. String Stability Analyses

1) Definition: Before the string stability analyses, the def-
inition of string stability discussed in this paper needed to

ȧi (t) =
ḟ e
i (t)
mi

−

˙f g
i (t)
mi

−

˙f w
i (t)
mi

−
ḟ r
i (t)
mi

=
kGui (t − φi )

miτ i

−
ai (t) + g sin (θi (t))

[
1 − τiµR θ̇i (t)

]
+ g cos (θi (t))

[
1 + τi θ̇i (t)

]
τi

−

1
2ρCD AF (vi (t) + vw (t)) ((vi (t) + vw (t)) + 2τi (ai (t) + v̇w (t)))

τi
(17)
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be clarified because it varies in literature [17], [66], [67].
Namely, the exogenous disturbance will not be amplified
during upstream propagation [60], [62], [68], i.e., for every
vehicle i , the ∞ norm of the error signal is not greater than
that of its predecessor, satisfied:

∥ ei∥∞ ⩽∥ ei−1∥∞ (25)

However, the Euclidean norm is easier to control the analy-
sis and design of the system than the infinite norm. Therefore,
by introducing the impulse response of the transfer function,
Equation (25) can be replaced by the two conditions [69], [70]:

∥ G (s) ∥∞= sup
∥ ei ∥2

∥ ei−1 ∥2
≤ 1 and g(t) > 0 (26)

where g(t) denotes the impulse response of the transfer
function G(s).

The condition g(t) > 0 can be easily satisfied by designing
a compensator [30], [71]. g(t) > 0 ensures that steady state
of ei and ei−1 have the same sign. Otherwise, it would be
dangerous even if ∥ G (s) ∥∞≤ 1 is satisfied.

2) String Stability Criterion: Converting from S-domain to
the frequency domain by substituting s = jω into the transfer
function Equation (24) arrives at:

Gi ( jω) =
Ri ( jω)

Di ( jω)

Ri ( jω) = fsi

(
cos

(
ωη∗

s
)
− j sin

(
ωη∗

s
))

+ f f v

(
jω cos

(
ωη∗

f v

)
+ ω sin

(
ωη∗

f v

))
Di ( jω) = − jτiω

3
− ω2

+ fsi

(
cos

(
ωη∗

s
)
− j sin

(
ωη∗

s
))

− fvi

(
jω cos

(
ωη∗

v

)
+ ω sin

(
ωη∗

v

))
(27)

To satisfy the string stability condition ∥ G (s) ∥∞≤ 1,
calculating the modulo of the above fraction and squaring it,
we get:

|Ri |
2

= fsi
2
+ ω2 f f v

2
+ 2ω fsi f f v sin

(
ω

(
η∗

f v − η∗
s

))
|Di |

2
= τ 2

i ω6
+ ω4

+ fsi
2
+ ω2 fvi

2

+2ω fsi fvi sin
(
ω

(
η∗

s − η∗
v

))
− ω2 f f v

2

+2ω2 [
fsi

(
τiω sin

(
ωη∗

s
)
− cos

(
ωη∗

s
))

+ω fvi

(
τiω cos

(
ωη∗

v

)
+ sin

(
ωη∗

v

))]
(28)

With the equivalence relationship: ∥ G (s) ∥∞≤ 1 ⇐⇒
|Ri |

2

|Di |
2 ≤ 1, the string stability is unconditionally satisfied if:

|Di |
2
− |Ri |

2 ⩾ 0 (29)

Inserting Equation (28) into Equation (29) yields that:

τi
2ω6

+ ω4
+ 2ω fsi fvi sin

(
ω(η∗

s − η∗
v)

)
− 2ω fsi f f v sin

(
ω

(
η∗

f v − η∗
s

))
+ 2ω2 [

fsi

(
τiω sin

(
ωη∗

s
)
−cos

(
ωη∗

s
))

+ ω fvi

(
τiω cos

(
ωη∗

v

)
+sin(ωη∗

v)
)]

− ω2 f f v
2
+ ω2 fvi

2
≥ 0 (30)

Fig. 4. Stability diagram in the space (kg −kv) under different desired time
gap Tg , where purple region depicts the stability region under stability type I;
orange region depicts stability type II; green region depicts both satisfied
type I and II; blue region depicts instability.

Lemma 1 [72], [73], [74], [75]: The low-frequency region
has the main role in studying the string stability of a vehicular
platoon.

Applying a linear approximation, e.g., lim
x→0

sin x = x and

lim
x→0

cos x = 1 based on Lemma 1 that errors have the

most energy at low frequencies with low-pass characteristics,
Equation (30) can be rewritten as:

τi
2ω6

+ ω4
+ 2ω2 fsi fvi

(
η∗

s − η∗
v

)
− 2ω2 fsi f f v

(
η∗

f v − η∗
s

)
− ω2 f f v

2

+ ω2 fvi
2
+ 2ω2

[
fsi

(
τiω

2η∗
s − 1

)
+ ω fvi

(
τiω + ωη∗

v

)]
≥ 0 (31)

Rearranging the coefficient of the inequality Equation (31),
the string stability condition is as shown by the following
theorem:

Theorem 1: The string stability is guaranteed if and only if
the following inequality holds:

C6ω
6
+ C4ω

4
+ C2ω

2
≥ 0, ∀ω ∈ (0, +∞) (32)

where

C6 = τ 2
i ,

C4 = 1 + 2 fsi τiη
∗
s + 2 fvi

(
τi + η∗

v

)
,

C2 = 2 fsi fvi

(
η∗

s − η∗
v

)
+ f 2

vi
− 2 fsi f f v

(
η∗

f v − η∗
s

)
− 2 fsi − f 2

f v.

Based on the Theorem 1, the following corollary can be
derived:

Corollary 2: String stability is guaranteed if either of the
following two conditions is satisfied:

1) string stability condition I: C4 > 0, C2 > 0;
2) string stability condition II: 1 = C4

2
− 4C2C6 < 0.
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Fig. 5. The speed curve of each vehicle in each experiment.

Proof: Since the C6 = τi
2 > 0, the corresponding

constraints are omitted but without loss of generality. Stability
condition I indicates the case that the inequality has no roots
or is rooted in the left half-plane of the x-axis to ensure that
the inequality is always greater than zero for ∀ω ∈ (0, +∞).
As for stability condition II, it illustrates the case where
inequality does not have any root.

It is worth mentioning that stability condition I and stability
condition II are both sufficient and unnecessary conditions
for string stability, so they do not have to be satisfied at
the same time to ensure string stability. Moreover, C2 is
proportional to the second coefficient of the Taylor expansion
in the |G ( jω)| within the ω = 0 neighborhood. Therefore,
stability condition I is broken when changing control param-
eters for ω → 0, which indicates that stability condition I is
long-wavelength stability. Contrariwise, the first violation of
stability condition II occurs at a definite ω > 0, which implies
short-wavelength stability.

In the remainder of this section, we will take practical ACC
control strategies as an example to explore the applicability of
the above theoretical analysis.

3) Analyses of String Stability Based on Example ACC:
To analyze the actual stability conditions, here we consider the
well-known linear ACC control strategy [27], [36], namely
constant time gap (CTG), for example:

ui (t) = f
(
si (t − ηs) , vi (t) , vi−1

(
t − η f v

))
= kg

(
si (t − ηs) − vi (t) Tg

)
+ kv

(
vi−1

(
t − η f v

)
− vi (t)

)
(33)

where kg and kv are the feedback gains on gap error and speed
error, respectively.

The partial derivatives of Equation (33) are given by:
fsi = kg

fvi = −kgTg − kv

f f v = kv

(34)
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TABLE VIII
CHOSEN VALUE OF THE OTHER PARAMETERS EXCEPT

FOR THE CONTROL PARAMETERS

Substituting Equation (34) into Equation (33) arrives at:

C6ω
6
+ C4ω

4
+ C2ω

2
≥ 0, ∀� ∈ (0, +∞)

C6 = τ 2
i

C4 = 1 + 2kgτiη
∗
s − 2

(
kgTg + kv

) (
τi + η∗

v

)
C2 = −2kg

(
kgTg + kv

) (
η∗

s − η∗
v

)
− 2kgkv

(
η∗

f v − η∗
s

)
−2kg +

(
kgTg + kv

)2
− k2

v

(35)

4) Sensitivity Analyses: Based on the stability parameter
Equation (35) and stability conditions, the sensitivity of control
parameters (kg, kv, Tg) on string stability can be explored.
Table VIII presents the chosen value of the other parameters
except for the control parameters in the sensitivity analyses.
Moreover, Fig. 4 illustrates the stability diagram in the space
(kg − kv) under different desired time gap Tg , where purple
region depicts the stability region under stability type I; orange
region depicts stability type II; green region depicts both
satisfied type I and II; blue region depicts instability.

From Fig. 4, one conclusion that can be concluded is that if
the Tg is less than 1.7s, ACC cannot maintain string stability
regardless of how other control parameters are chosen. For
Tg greater than 1.7s, the stable region can be significantly
increased in the space (kg − kv) as the Tg increases. However,
even Tg = 3.2s, ACC can maintain string stability only in
cases where the control parameters are small, which means
the response to changes caused by disturbances is relatively
slow. That is, it is poor system responsiveness. In another
perspective, when the control parameters are set to approach 0,
the stability condition II becomes hard to achieve, which will
cause the ACC to become unstable. In addition, by comparing
the stability regions corresponding to different stability con-
ditions, it can be found that stability condition II is easier to
satisfy than stability condition I and that the boundary between
stability condition I and II will be shifted as the Tg increases.

In Appendix A, sensitivity analysis of different device
parameters is discussed. An additional conclusion can be
concluded is that effective control of the delay in the lower-
level controller can significantly enlarge the stability region.

5) Experiment Validation: Based on the theoretical results
of the stability analysis in Section IV-C.4, the corresponding
field experiments need to be conducted to verify the above
conclusions. However, due to the limitations of the experi-
mental field and funds, the experiments in the fully stable
region are not realistic, and the cost is difficult to afford.
Therefore, we use the experimental data obtained in Section III
to verify theoretical results partially. Fig. 5 presents the speed
curve of each vehicle in each experiment round. Moreover, the
subgraph order corresponds to the index in Table I. It should

be noted that due to device errors, the data of the third car in
the first and fifth rounds are not shown, but the impact on the
experimental verification results can be ignored.

Fig. 5 shows the case where only subgraphs (a) and (b)
guarantee string stability while others else do not. This phe-
nomenon conforms to the results of theoretical analysis in
Section IV-C.4 since only the control parameter settings for (a)
and (b) are included in the stability region in Fig. 4. It is worth
noting that theoretical results can only be partially verified
through field data, which is limited by the development of
field experiments.

V. CONCLUSION AND FUTURE WORK

The paper developes a general hierarchical control system
consisting of an upper-level controller and a lower-level con-
troller to model the ACC system. In the upper-level controller
model, an assumption is proposed that different parameters
have different perception time delays based on device char-
acteristics. For the case of the lower-level controller model,
the existing assumptions are meliorated to make them fit the
field data more. Besides, field experiments are conducted, and
corresponding field data verifies that the general hierarchical
system could model the ACC system more accurately than
the traditional system. In addition, the frequency-based linear
string stability method is applied to derive the string stabil-
ity condition under the general hierarchical control system.
An ACC example under CTG control strategies is chosen to
explore the stable regions under different control parameters
for giving new insights into the relationship between the
string stability properties of the system properties of time
delays and controller design parameters of feedback gains and
desired time gap. Moreover, the theoretical analysis results are
partially verified based on field data. Last but not least, this
paper explores the direction of string stability optimization to
guide further research.

In terms of future work, there are several aspects to consider.
Firstly, from the perspective of the lower-level controller, it is
important to recognize that the proposed model is still a
fitted model, even though it exhibits a good fit with the field
data. Therefore, it is necessary to develop an improved lower-
level controller model that strikes a balance between fit and
complexity, providing a solid foundation for further research
on ACC. Secondly, the string stability analyses conducted in
this study focus solely on homogeneous ACC traffic flows.
To broaden the applicability of the findings, it is crucial to
investigate the string stability conditions for heterogeneous
traffic flows, such as MV-ACC and MV-ACC-CACC. This
will facilitate the practical implementation of ACC in various
traffic scenarios. Furthermore, from an application standpoint,
while ACC is the main focus of this study, CACC is emerg-
ing as a promising advancement. Therefore, future research
should explore the specific characteristics and performance
of CACC systems to further enhance their effectiveness and
applicability. Moreover, it is worth noting that the amount
of data used in this study may be limited due to the chal-
lenges and costs associated with conducting field experiments.
To address this limitation, future research should aim to collect
a larger volume of field data through additional experiments.
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TABLE IX
THE DETAIL INFORMATION OF EXPERIMENTAL VEHICLES

TABLE X
MODEL FITTING RESULTS BASED ON THE DATA OF DIFFERENT VEHICLES

Expanding the database will provide a more comprehensive
understanding of ACC/CACC performance and enable more
robust conclusions.

APPENDIX A
DETAILED INFORMATION OF EXPERIMENTAL VEHICLES

The detailed information of six experimental vehicles
including make and model, size, and swept volume are shown
in Table IX.

APPENDIX B
MODEL FITTING RESULTS BASED ON THE

DATA OF DIFFERENT VEHICLES

The model fitting results with/without actuator delay based
on the data of each experiment vehicle are shown in Table X.

APPENDIX C
SENSITIVITY ANALYSIS OF DIFFERENT

DEVICE PARAMETERS

In this appendix, the impact of device parameters on the
stability region is explored, including τi , φi , ηs , ηv , and
η f v . In order to further differentiate the difference between
the values of device parameters, here we select Tg = 3.2s
for comparison. It is worth mentioning that the other device
parameters are fixed in the case of any device parameter, and
the parameters settings are shown in Table VIII.

C.1 The Case of τi

For studying the impacts of different τi on the stability
region, here we select τi = 0.2, 0.4, 0.6, 0.7148 s to explore,
of which τi = 0.7148s is used as the benchmark scheme for
comparison. Fig. 6 presents the stability region in the space
(kg − kv) under different τi .

Fig. 6 demonstrates one conclusion is that by inhibiting τi
can significantly enlarge the stability region. Focusing on the
stability region guaranteed by different stability conditions,
another phenomenon can be found. The area of the stabil-
ity region that satisfies stability condition I is significantly
expanded compared to that of the stability region that meets
stability condition II with the decrease of τi .

Fig. 6. Stability diagram in the space (kg − kv) under different τi , where
purple region depicts the stability region under stability type I; orange region
depicts stability type II; green region depicts both satisfied type I and II; blue
region depicts instability.

C.2 The Case of φi

For further exploring the impacts of different φi on the
stability region, four-parameter values are chosen as the con-
trast schemes, respectively being φi = 0.1, 0.2, 0.3, 0.4s. The
caveat is that φi = 0.2s is chosen as the baseline scheme
because of its same value as the parameter calibration. Fig. 7
presents the stability region in the space (kg − kv) under
different φi .

Fig. 7 shows a similar conclusion to Fig. 6 that the stability
region can be significantly expanded by suppressing φi . How-
ever, the two function to enlarge the stability region based on
different reasons. For this case, it is mainly by expanding the
area of the stability region under stability condition II with the
decrease of φi .

C.3 The Case of ηs

As for the impacts of different ηs on the stability region,
ηs = 0.1, 0.2, 0.2891, 0.4s are chosen to explore specifically.
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Fig. 7. Stability diagram in the space (kg − kv) under different φi , where
purple region depicts the stability region under stability type I; orange region
depicts stability type II; green region depicts both satisfied type I and II; blue
region depicts instability.

Fig. 8. Stability diagram in the space (kg − kv) under different ηs , where
purple region depicts the stability region under stability type I; orange region
depicts stability type II; green region depicts both satisfied type I and II; blue
region depicts instability.

In this case, ηs = 0.2891s is the baseline for the comparison as
it is the same as the original case. Fig. 8 presents the stability
region in the space (kg − kv) under different ηs .

Fig. 8 illustrates a diametrically opposed phenomenon com-
pared to the aforementioned two cases that the stability region
is shrinking as the ηs decreasing. This is counterintuitive
because we generally regard the perception delay of the
device as a factor that undermines the stability of the system.
Nevertheless, this phenomenon can be comprehended that the
response time of the system is long enough to complete the
response to disturbances due to the delay in the perception of
the spacing. Therefore, suppressing the infinite norm ampli-
tude of the response to guarantee the string stability. Another
thing needed to be emphasized is that varieties in ηs have
less impact on the stability region than in the first two cases.

Fig. 9. Stability diagram in the space (kg − kv) under different ηv , where
purple region depicts the stability region under stability type I; orange region
depicts stability type II; green region depicts both satisfied type I and II; blue
region depicts instability.

Based on this finding, optimization of the stability region
should focus more on other device parameters than on ηs

C.4 The Case of ηv

In the case of ηv , ηv = 0, 0.1, 0.2, 0.3s are chosen to
explore specifically. In this case, ηv = 0s is the baseline
for the comparison as it is the same as the original case.
Fig. 9 presents the stability region in the space (kg −kv) under
different ηv .

A similar conclusion can be drawn that string stability
deteriorates with ηv increasing from Fig. 9. Unlike the first
two cases, the ηv is considered close to 0 based on field data,
which means it does not require further optimization for this
parameter. Therefore, in the process of improving the string
stability of the ACC system, the perception devices of the
speed can be ignored.

C.5 The Case of η f v

As for η f v , similar parameter settings are the same as ηs
have been chosen that η f v = 0.1, 0.2, 0.2969, 0.4s to explore
the effect of the changes in η f v on the stability region, not
only increasing but decreasing. As the same, η f v = 0.2969s
is regarded as the baseline to compare stability regions under
parameter changes. Fig. 10 presents the stability region in the
space (kg − kv) under different ηFV .

Fig. 10 demonstrates that there is remarkably little vari-
ation in the stability region with the change of η f v . This
phenomenon is rational since only C2 of the coefficients of
Equation (35) related to η f v . Moreover, η f v only functions
in the part of its difference from ηs , which further limits the
impact of its changes.

C.6 Brief Summary

For device parameters in the upper-level controller, includ-
ing ηs , ηv , and η f v , optimizing them is not effective for
improving the string stability of the ACC system. However, for
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Fig. 10. Stability diagram in the space (kg −kv) under different η f v , where
purple region depicts the stability region under stability type I; orange region
depicts stability type II; green region depicts both satisfied type I and II; blue
region depicts instability.

device parameters in the lower-level controller, including τi
and φi , the string stability region of the ACC system can be
significantly enlarged by reducing the time constant of the
first-order inertia link and the delay link.

Based on the above analysis, we can conclude that string
stability optimization of existing ACC systems should priori-
tize lower-level controllers rather than upper-level controllers.
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