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Abstract—Trajectory planning for a heavy-duty mining truck
near the loading/dumping sites of an open-pit mine is difficult. As
opposed to trajectory planning for a small-sized passenger car in
a parking lot, trajectory planning for a heavy-duty mining truck
involves complex factors in vehicle kinematics and environment.
These factors make the concerned trajectory planning scheme
a mixed-integer nonlinear program (MINLP) incorporated with
conditional constraints (denoted as C-MINLP). MINLP solvers can
neither deal with conditional constraints nor find global optima
in real time. Instead of solving the C-MINLP directly, we build a
from-coarse-to-fine framework so that the coupled difficulties (the
mixed integral variables, conditional constraints, and the demand
for global optimality) are divided and conquered. At the coarse
search stage, a global-optimality-enhanced hybrid A∗ search algo-
rithm is proposed to find a near-optimal coarse trajectory with
the mixed integral variables, conditional kinematic constraints,
and global optimality considered. The coarse trajectory is further
polished at the refinement stage, wherein the nominal C-MINLP is
simplified as a small-scale NLP. The solution to the NLP is an op-
timized trajectory, which does not violate the complex constraints
in the nominal C-MINLP. This indicates that conversion from the
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C-MINLP to an NLP is efficient with the help of a high-quality
coarse trajectory.

Index Terms—Trajectory planning, autonomous mining vehicle,
computational optimal control, mixed-integer nonlinear program.

I. INTRODUCTION

M INING trucks are typically used in open-pit mines for
loading, hauling, and dumping ores [1], [2], [3], [4], [5],

[6]. Open-pit mines are generally harsh locations filled with dust,
noise, and rockfalls, thus leading to risks and challenges for
people who manually drive mining trucks. The deployment of
autonomous mining trucks is promising to reduce the overall
labor requirements and improve production efficiency [3], [7],
[8].

Trajectory planning is about generating a spatio-temporal
and continuous curve that is collision-free and kinematically
feasible for a vehicle to reach its goal pose from the initial
pose [9]. In an open-pit mine, trajectory planning toward the
loading/dumping sire is challenging due to the complex con-
straints and demands. An autonomous truck generally needs
multiple maneuvers before it reaches the goal configuration.
Such tasks are quite different from on-road cruising and thus
are commonly referred to as automated parking [10], [11],
[12]. This study is about parking trajectory planning for a
heavy-duty mining truck close to the loading/dumping site in an
open-pit mine.

A. Motivations

Parking a heavy-duty mining truck differs from parking a
small-sized passenger car due to the complex demands and
constraints related to vehicular kinematics and environment.

1) Complexity in Vehicle Kinematics: A parking trajectory
should be curvature-bounded to satisfy the kinematic principle
of a front-steering vehicle [13]. The kinematic constraints of
a heavy-duty truck include some additional rules. First, the
distance between adjacent cusps along a planned trajectory
should be sufficiently long, otherwise the trajectory cannot be
perfectly tracked by a low-level controller due to the dead-zone
effect of electrical motors. Second, the curvature bound is set
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smaller when the vehicle moves backward than forward. This is
because driving a heavy-duty vehicle backward deserves to be
conservative [14].

2) Complexity in Cost Function: Basically, a parking trajec-
tory should be optimal w.r.t. the traverse distance/time, energy,
comfort, and safety. Besides that, trajectory planning for a
heavy-duty truck considers the following few aspects. First, the
number of maneuvers should be minimized. This is because
each intermediate maneuver for a heavy-duty truck consumes
time, energy, and wear of brake pads. Second, each backward
trajectory segment is penalized if its length is longer than a
specified threshold. This is because 1) backward tracking control
is relatively difficult; 2) backward driving for long distances
differs from human drivers’ habits, which may cause troubles
in human-machine interactions. Notably, the dislike of long
backward driving segments is just a cost rather than a hard
constraint.

3) Complexity in Environmental Constraints: The
workspace of a mining truck is usually unstructured and
tiny in a loading/dumping site. Specifically, the goal pose is
usually set close to the barrier of the drivable area, i.e., in a
tiny slot. This requires that the collision risks between the ego
truck and the obstacles should be accurately modeled. The
workspace is also cluttered by small surface stones, which
render multiple homotopy classes. Ideally, a planned parking
trajectory should have an optimal homotopy class, otherwise
the traverse efficiency is degraded [15], [16].

4) Difficulties in Trajectory Planning: Nominally, a trajec-
tory planning scheme is formulated as a mathematical program-
ming (MP) problem [17], which is presented as a nonlinear
program (NLP) in most cases [18], [19]. But the aforementioned
analysis in this subsection indicates that the MP contains in-
teger decision variables (the maneuver times) and conditional
constraints with if-else expressions. Thus, the MP concerned
in this study is not an NLP but a mixed-integer NLP (MINLP)
containing conditional constraints. For simplicity, the concerned
MINLP with conditional constraints is denoted as C-MINLP in
the remaining of this article.

Gradient-based optimizers are typically used to deal with
MPs such as NLPs or MINLPs. However, the situation becomes
challenging for a C-MINLP because the conditional constraints
it contains are non-differentiable, which renders that a gradient-
based solver is inefficient at the non-differentiable points [20].
Therefore, it deserves to investigate how to handle a C-MINLP
efficiently.

In dealing with the concerned C-MINLP problem, one expects
to derive a solution with global optimality rather than local
optimality. Therefore, it deserves to investigate how to enhance
or guarantee the global optimality of a C-MINLP solution.

The concerned trajectory planning scheme is launched on-
site, thus it deserves to investigate how the C-MINLP could be
solved in real time.

As a summary, the difficulty in trajectory planning for a
heavy-duty vehicle in unstructured loading/dumping scenarios
lies in how to efficiently and quickly find a globally optimal
trajectory that can fulfill the complicated conditional demands
and constraints.

B. Contributions

This study tackles the difficulties raised in the preceding
subsection, i.e., to quickly find a globally optimal trajectory
that can fulfill the complicated demands and constraints. Instead
of directly solving the nominal C-MINLP, we decouple the
C-MINLP into two layers, wherein the upper layer coarsely iden-
tifies a neighborhood of the global optimum and the lower layer
quickly finds the optimum. Such from-coarse-to-fine trajectory
planners are commonly seen in the community of autonomous
driving [21], but our unique contributions are focused on 1) how
to assign the difficult issues mentioned in Section I.A to the
two layers so that they are separately resolved, and 2) how to
guarantee that the already conquered issues in the upper layer
are well inherited to the lower layer. The concrete contributions
are as follows:

1) A global-optimality-enhanced hybrid A∗ (GHA) search
algorithm is proposed to deal with the complex constraints
and demands in the upper layer. Compared with the con-
ventional hybrid A∗ (HA) search algorithm that returns
just a feasible solution, GHA greedily enhances the global
optimality of the solution until the maximum allowable
runtime is reached.

2) An optimization-based method is proposed in the lower
layer, which runs fast and ensures that the already
addressed issues in the upper layer are not violated.
Concretely in modeling the optimization problem,
the integer decision variables and the conditional
constraints are safely discarded according to the output
of the upper layer. Through this, we quickly derive a
near-global-optimal solution to the nominal C-MINLP
via solving a small-scale NLP.

C. Organization

In the rest of this article, Section II reviews the related works.
Section III states the trajectory planning problem in the form
of a C-MINLP. Section IV introduces our proposed trajectory
planner. Simulation and real-world experimental results are
reported and discussed in Section V, followed by Section VI,
wherein conclusions are drawn.

II. RELATED WORKS

This section reviews the prevalent path/trajectory planners
suitable for automated parking in an unstructured scenario. The
existing planners are typically classified as search-, sampling-,
and optimization-based methods.

Search-based planners abstract the state space of the tra-
jectory planning problem as a graph of nodes and search for
a connection from the initial node to the goal node. Dolgov
et al. [22] proposed HA, where penalties are incorporated into the
cost-to-come function to repel path primitives with zig-zag pat-
terns or long backward distances. The penalties in HA cover part
of the complex constraints and costs mentioned in Section I.A.
However, HA does not support setting a smaller curvature bound
for backward primitives. Besides that, HA only finds a feasible
but not optimal path, which reduces the productiveness of a
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truck especially when the workspace is highly cluttered and/or
multiple maneuvers are needed. HA also suffers from the curse
of dimensionality. Concretely, the graph resolution should be set
high when the workspace is tiny, otherwise no solution can be
found [23], [24]; but high resolution renders an increase in the
node number, which makes the search process largely slowed
down. Typically, other search-based methods also suffer from
the curse of dimensionality. To conclude, search-based planners
are generally imbalanced between time efficiency and quality.

Sampling-based planners generate trajectory/path primitives
and select the ones that guide the vehicle to the goal pose.
Sampling-based planners are further classified as deterministic
methods such as state lattice planner [25] and stochastic meth-
ods such as rapidly-exploring random tree (RRT) series [26].
Deterministic samplers are inflexible to handle the kinematic
and collision-avoidance constraints unless abundant primitives
are predefined, which suffers from the curse of dimension-
ality. Stochastic samplers are flexible to generate primitives
and even optimal in probability. However, the randomness in
a stochastic sampler harms its robustness and reproducibility.
Thus sampling-based planners are imperfect.

An optimization-based planner solves the nominal MP via a
gradient-based optimizer. In most cases, the MP is an NLP or
a quadratic program (QP) [27], [28]. However, most gradient-
based MP solvers run slowly in dealing with conditional con-
straints and costs, i.e., the ones involving if-else conditions [20].
Some studies [29], [30], [31], [32], [33] converted conditional
constraints and costs into differentiable forms. However, [29]
or [30] assumes that a high-quality initial guess is available,
which is not always true. Shi et al. [31] or Li et al. [32] involves
nested optimization, thus runs slowly. Guo et al. [33] uses the
logsumexp function to approximate the conditional constraints in
an NLP that involve the max operation, but that method is limited
to a rather small branch of planning problems with axially
aligned spatial constraints. More importantly, approximating the
conditional constraints via logsumexp is neither strictly accurate
nor tractable in the scale. Besides the inefficacy to address
conditional constraints, most gradient-based optimizers only
find local optima, thus an optimization-based planner hardly
finds high-quality solutions if it is used alone.

Mixing multiple types of planners has been well considered
to reduce the limitation of each single method type, but few
studies considered how the planners are tightly combined, that
is, how the intermediate result derived by an upstream planner
is efficiently inherited toward a downstream one [34].

As an overall conclusion of this section, the existing
methods are not qualified for a heavy-duty mining truck to plan
high-quality trajectories quickly under complex constraints
and/or costs.

III. PROBLEM STATEMENT

This section formulates the concerned trajectory planning
scheme as a C-MINLP, which comprises a cost function
J(ci,ni,p) and constraints g(ci,ni,p) ≤ 0:

min J (ci,ni,p) ,

s.t.,g (ci,ni,p) ≤ 0. (1)

Fig. 1. Schematics on vehicle geometrics, kinematics, and the concept of cusp.

Herein, ci ∈ Rnc denotes the ith continuous variable, ni ∈
{0, 1}nn represents the ith integer variable, andp ∈ Rnp denotes
continuous variables that are not related to i. A trajectory is char-
acterized by a sequence of configurations ci(i = 0, . . . ,Nfe).
Concretely, ci ≡ [xi, yi, θi, vi, ai, φi, ωi], wherein (xi, yi) de-
notes the mid-point of the rear-wheel axle (Fig. 1), θi is the
orientation angle, vi is the vehicle velocity, ai stands for the
acceleration, φi denotes the steering angle, and ωi is the angu-
lar velocity. gsi ∈ ni refers to a Boolean variable that shows
whether a gear shift is happening. T ∈ p is a scalar that stands
for the duration of the driving process. Solving the C-MINLP
is about finding a set of ci, ni, and p that minimizes J while
satisfying the constraints g ≤ 0 strictly. The modeling details
about the cost function and the constraints are presented in the
rest of this section.

A. Kinematic Constraints

A single-track bicycle model is deployed to describe the basic
kinematic rule of a truck. Here, the modeling accuracy of the
single-track bicycle model is good because the skid-steering
effect is slim when a truck moves slowly in a loading/dumping
scenario [35]. Concretely, we have

xi+1 − xi = Δt · vi · cos θi,
yi+1 − yi = Δt · vi · sin θi,

θi+1 − θi = Δt · vi · tanφi

LW
,

vi+1 − vi = Δt · ai,
φi+1 − φi = Δt · ωi, i = 0, . . . ,Nfe − 1. (2)

In this equation, Δt ≡ T/Nfe, LW denotes the wheelbase.
Other parameters related to the geometric size of the truck
include the front hang length LF, rear hang length LR, and width
LB.

Allowable intervals are imposed on ci:

vmin ≤ vi ≤ vmax,

|ai| ≤ amax,

|ωi| ≤ Ωmax, (3a)
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and

|φi| ≤
{
γ · Φmax, ifvi ≥ 0
Φmax, else

. (3b)

γ ∈ (0, 1) is a user-specified parameter that restricts the truck
to drive with a smaller curvature when it goes backward [14],
[36].

Besides (2) and (3), the distance between two adjacent cusps
should be larger than a predefined threshold parameter Lac >
0. Cusps refer to the intermediate trajectory waypoints where
the ego vehicle’s velocity is instantaneously zero (Fig. 1). Due
to the dead-zone effect of electric motors, a heavy-duty vehicle
can hardly track too short trajectory segments; setting a lower
bound on the traverse distance between adjacent cusps provides
the tracking controller a longer distance and more time to reduce
the dead-zone error. Let us define a cusp prior to modeling
such constraints. Specifically, the Boolean gear-shift index gsi
is defined as

gsi =

{
1, ifvi · vi−1 < 0
0, else

. (4)

A set S contains the indexes with gsi = 1. Suppose that Sk

and Sk+1 are two adjacent indexes among all the NM ones in S,
then

Sk+1∑
i=Sk

|vi| ·Δt ≥ Lac, k = 1, . . . ,NM − 1. (5)

B. Two-Point Boundary Constraints

Equality constraints are imposed at i = 0 and i = Nfe to set
the initial and goal configuration of the truck:

c0 = [xinit, yinit, θinit, 0, 0, 0, 0] ,

cNfe = [xgoal, ygoal, θgoal, 0, 0, 0, 0] . (6)

[xinit, yinit, θinit] refers to the initial pose of the truck and
[xgoal, ygoal, θgoal] denotes the predefined goal pose at T.

C. Collision-Avoidance Constraints

Suppose that the workspace for parking the truck is denoted
as Υ ∈ R2, the space occupied by polygonal obstacles and
non-drivable areas is ΥOBS ⊂ Υ, and fp(·) : Rnz → R2 is a
nonlinear mapping from ego vehicle configuration ci ∈ Rnc to
its rectangular footprint then the nominal collision-avoidance
constraint is

fp(ci) ⊂ Υ\ΥOBS, i = 0, 1, ..,Nfe. (7)

D. Cost Function

The cost function is a weighted sum of multiple polynomials.
First, the driving process is expected to complete early, then we
have

J1 = T. (8a)

Second, the driving motions should be comfortable and the
planned trajectory should be smooth:

J2 =

Nfe∑
i=0

(a2i + v2i · ω2
i ). (8b)

This term models driving comfort according to the ISO 2631-1
standard mentioned in [37].

Third, the number of maneuvers should be minimized. Let us
define the maneuver number as

J3 =

Nfe∑
i=0

gsi. (8c)

Fourth, each backward segment is penalized if it is longer
than a threshold Lbm > 0. This cost term is used to encourage a
human-like driving style:

J4 =

NM∑
i=2

⎢⎢⎢⎣Sk+1∑
j=Sk

	−vj ·Δt
 − Lbm

⎥⎥⎥⎦
2

, (8d)

wherein the operation 	
 is defined as

	x
 =
{
x, if x > 0
0, else

. (8e)

In (8d), the term
∑Sk+1

j=Sk
	−vj ·Δt
 calculates the length of

each backward segment. If the segment is backward, then the
value of

∑Sk+1

j=Sk
	−vj ·Δt
 is positive, otherwise the value is

0. J4 penalizes the backward segments that are longer than Lbm

quadratically.
Summarizing all the aforementioned four terms yields an

overall cost function J:

J = w1 · J1 +w2 · J2 +w3 · J3 +w4 · J4, (9)

where w1,w2,w3,w4 > 0 are weighting parameters.

E. Overall Formulation

Combining the cost function (9) and the aforementioned
constraints renders the following MP:

min
ci,ni,p

(9),

s.t.Kinematic constraints (2)−(5);
Boundary conditions (6);

Collision - avoidance constraints (7);

Internal relation constraints (8). (10)

Herein, each gsi is an integer variable; constraints (2) are
nonlinear; constraints (3b), (4), or (8d) are conditional. Thus
(10) is a typical C-MINLP.

IV. THE PROPOSED TRAJECTORY PLANNER

A. Overall Architecture and Novelty

Nominally, the formulated C-MINLP (10) should be solved by
a gradient-based optimizer. But the prevalent MINLP optimizers
are not designated to deal with conditional constraints, thus
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Fig. 2. Flowchart of the proposed trajectory planner.

they run slowly or even fail. Besides that, the optimizers cannot
guarantee to find the global optimum. Thus, solving the nominal
C-MINLP directly is inapplicable.

This section proposes a two-stage trajectory planning method
that aims to quickly find a high-quality solution to the concerned
C-MINLP. The overall architecture is depicted in Fig. 2. A near-
feasible trajectory close to the global optimum is derived at the
coarse-search stage. Thereafter, the coarse trajectory is further
polished at the refinement stage to achieve global optimality.

It deserves to emphasize that the two-stage architecture has
been widely applied in the prevalent motion planners, thus the
architecture itself is not novel. The core novelty lies in how to
divide the complex and difficult elements in the C-MINLP into
two parts so that they can be efficiently conquered at the two sep-
arate stages. Concretely, the coarse-search stage is responsible
for getting a near-feasible trajectory. At that stage, the complex
conditional constraints and cost function are considered; various
domains of the solution space should be explored to enhance
global optimality. After the coarse-search stage, the refinement
stage optimizes the obtained coarse trajectory. Intuitively, the
nominal C-MINLP should be solved at the refinement stage
with the coarse trajectory serving as the initial guess. But solv-
ing a C-MINLP is time-consuming. Alternatively, we simplify
the C-MINLP as a tractable NLP with the help of the coarse
trajectory. The simplified NLP does not involve any integral
decision variable or conditional constraints, thus it can be solved
quickly to find a good solution to the nominal C-MINLP without
constraint violations.

B. Coarse-Search Stage

The coarse-search stage generates a coarse trajectory by path-
velocity decomposition [38]. That is, a coarse path is obtained by
GHA and a time profile is attached to the path via Pontryagin’s
Maximum Principle (PMP) [39].

Fig. 3. Schematics on how GHA treats forward and backward path segments
with different curvature bounds in (a) Node expansion procedure, and (b) Dubins
connection procedure.

1) Path Planning Via GHA: GHA is a modified variant of
HA. It is enhanced in the search ability to explore the global
optimum. The complex constraints and cost terms in this work
are also dealt with by GHA. GHA differs from HA in the five
following aspects.

First, GHA swaps the initial and goal poses. This means that
GHA searches from the goal pose toward the initial pose. Recall
that the goal pose is usually close to obstacles, searching from
such a tiny spot makes most of the early-iteration child nodes
invalid because they collide with obstacles. The swap reduces the
number of early-iteration nodes, thus making the search process
more targeted in the early iterations.

Second, GHA fixes the cost-to-go function h to 0 constantly,
i.e., h ≡ 0. Recall that the cost-to-go function h in HA is
the maximum of the nonholonomic-without-obstacles cost and
holonomic-with-obstacles cost [22], the calculation of which
is time-consuming. Setting h ≡ 0 means that GHA does not
estimate the cost-to-go cost at all, and thus GHA explores
incrementally from the goal pose to the initial pose.

Third, GHA treats forward and backward motions differently.
Given that forward path segments are allowed to have higher
curvatures than backward ones according to (3b), the node
expansion step generates forward and backward primitives with
different curvature bounds (see Fig. 3(a)). Also, the Reeds-
Shepp curve in HA is discarded because it cannot distinguish
forward/backward curvature bounds. Instead of Reeds-Shepp
curves, GHA deploys two Dubins curves with different curva-
tures. Fig. 3(b) depicts two Dubins curves that connect pose
(xi, yi, θi) to the initial pose (xinit, yinit, θinit). One Dubins curve
connects (xi, yi, θi) to (xinit, yinit, θinit) to represent a forward
path while the other Dubins curve connects (xi, yi, θi + π) to
(xinit, yinit, θinit + π), thus representing a backward path. Note
that the curvature of the forward path is smaller than that of the
backward because we are exploring from the goal pose to the
initial pose and “forward” paths are actually backward ones.

Fourth, the cost-to-come function g in GHA is modified.
Recall that g in the conventional HA method penalizes frequent
driving direction changes and frequent steering angle changes. In
GHA, g additionally penalizes short distances between adjacent
cusps and long backward path segments based on (5) and (8d).
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Algorithm 1: Global-optimal Hybrid A∗ Search Algorithm.
Function FeasiblePathSet←

GHA(map,[xinit, yinit, θinit], [xgoal, ygoal, θgoal])
1. Initialize Openlist← �, FeasiblePathSet← �,

iter ← 0;
2. node0 ← RegisterNode(xinit, yinit, θinit);
3. Openlist← Openlist ∪ node0;
4. while (FeasiblePathSet.size() < Nfp) do
5. iter ← iter + 1;
6. nodecur ← ExtractCurBestNode(Openlist);
7. if (iter%20 == 0) , then // Dubins curves are

tried every 20 iterations
8. [path1, path2]←

ConnectDubinsCurves(nodecur,Φmax, γ);
9. if IsPathValid(path1,map) , then

10. complete_path1 ←
FormCompletePath(path1, nodecur);

11. FeasiblePathSet←
FeasiblePathSet ∪ complete_path1;

12. end if
13. if IsPathValid(path2,map) , then
14. complete_path2 ←

FormCompletePath(path2, nodecur);
15. FeasiblePathSet←

FeasiblePathSet ∪ complete_path2;
16. end if
17. end if
18. listforward ←

ExpandForwardChildNodes(nodecur,Φmax);
19. listbackward ←

ExpandBackwardChildNodes(nodecur,Φmax ·
γ);

20. for each nodechild ∈ (listforward ∪ listbackward) , do
21. if IsNodeClosed(nodechild), then
22. continue;
23. end if
24. if IsNodeInOpenlist(nodechild, Openlist), then
25. [nodechild, Openlist]←

TryChangeParent(nodechild);
26. else if IsNodeValid(nodechild,map) , then
27. Openlist← Openlist ∪ nodechild;
28. end if
29. end for
30. Openlist← Openlist\nodecur;
31. nodecur.is_closed← 1;
32. end while
33. return FeasiblePathSet.

Fifth, as opposed to the conventional HA that exits with a
feasible path, GHA continues to search for other feasible paths
after the first feasible one is derived.

The pseudo-codes of GHA are listed in Algorithm 1.
Remark 1: GHA can address all of the complex constraints

and cost function terms mentioned in Section III. Concretely,
GHA handles complex constraints by violation checks and

penalties rather than gradient-based optimization, thus it is
insensitive to the non-differentiability of the conditional con-
straints.

Remark 2: The usage of FeasiblePathSet in GHA brings
chances to sort the one with a low cost among multiple feasible
paths. GHA outputs with enhanced global optimality due to this
strategy.

Remark 3: The paths that GHA outputs are said to be
“feasible” in the sense of being collision-free, but each path
is curvature-discontinuous, which is not really feasible in terms
of vehicle kinematic constraint (2) [40].

2) Velocity Planning Via PMP: Each of the paths derived
by GHA is attached to a time-optimal velocity profile via PMP
[39] to form a candidate trajectory. The cost of each candidate
trajectory is measured by (8). We greedily seek the trajectory
with minimal cost value, which is the output of the coarse-search
stage. For convenience, the output is denoted as Trajstage1.

C. Refinement Stage

Trajstage1 is curvature-discontinuous, thus it deserves to be
polished at the refinement stage. An intuitive refinement way is
to solve the C-MINLP (10) with Trajstage1 serving as the initial
guess. However, (10) contains conditional constraints, which
are beyond the ability of a gradient-based MINLP solver. If one
simply removes the conditional constraints from the C-MINLP
before solving it, then the resultant trajectory may violate the
conditional constraints. Hence, a challenge at the refinement
stage is how to refine the coarse trajectory in a lightweight way
while preserving the complex constraints already conquered at
the coarse-search stage.

3) Targeted NLP Formulation: The refinement stage for-
mulates a targeted NLP. Herein, the NLP is said “targeted”
because it is targeted at preserving the satisfaction of the
conditional constraints with the help of the coarse trajectory
Trajstage1.

In the first step, the coarse trajectory Trajstage1 is resampled
evenly along the time horizon into (Nfe+1) equidistant way-
points {wpi|i = 0, . . . ,Nfe}. We require that each (xi, yi) stays
close to the corresponding waypoint {wpi} , that is,

wpi.x− β ≤ xi ≤ wpi.x+ β,

wpi.y − β ≤ yi ≤ wpi.y + β,

i = 1, . . . ,Nfe − 1. (11)

β > 0 is a user-specified parameter that defines the size of the
trust region. If one solves an NLP with the trust-region constraint
(11), then the derived waypoints along the optimized trajectory
stay close to those along Trajstage1. Through this, constraints (5)
and the cost function term (8d) that are already well considered
at the coarse search stage need not be included in the targeted
NLP formulation because (11) ensures that they are preserved.

In the second step, we request that the driving direction of the
ego vehicle at the configuration points {vi|i = 1, . . . ,Nfe − 1}
are consistent with those at the aforementioned waypoints
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{wpi}, i.e.,

vi

{≥ 0, if w pi.v ≥ 0
< 0, else

,

i = 1, . . . ,Nfe − 1. (12)

Constraint (12) looks like an if-else expression, but it is actu-
ally not, because eachwpi.v is a known constant that determines
the sign of each decision variable vi. Imposing (12) in an NLP
renders that the resultant maneuver times is the same as the one
reflected in Trajstage1. Recall that large maneuver times have
already been penalized by GHA, the integral variables gsi and
the corresponding cost function term (8c) can be safely removed
from our targeted NLP formulation.

Since the sign of each vi is fixed via (12), the conditional
constraint (3b) is degraded as an ordinary linear constraint:

|φi| ≤
{
γ · Φmax, if w pi.v ≥ 0
Φmax, else

. (13)

The nominal collision-avoidance constraints (7) are modeled
in a continuous and tractable way via safe travel corridors, the
details of which are reported in [29].

Summarizing the aforementioned analysis renders the target
NLP:

min
ci,ni,p

w1 · J1 +w2 · J2,

s.t. Kinematic constraints (2), (3a), (12), (13);

Boundary conditions (6);

Collision - avoidance constraints;

Trust - region constraints (11). (14)

4) Targeted NLP Solution: All the decision variables in the
targeted NLP (13) are continuous. None of the constraints or
cost function terms in (14) is conditional. Thus (14) is a regular
NLP that can be easily dealt with by an NLP solver. This article
adopts a well-known NLP solver, namely the interior-point
method (IPM) [41], to solve the targeted NLP (13), during which
Trajstage1 serves as the initial guess.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section investigates the performance of the proposed
trajectory planner in simulations and real-world experiments.
Simulations are used to leverage the superiority of our method
over existing ones while experimental results validate the closed-
loop tracking performance. Typical results are reported at www.
bilibili.com/video/BV13g411X7ho/.

A. Simulation Setup

A total of 20 simulation cases are generated, wherein the
initial/goal pose and scenario layout are randomly defined.

Simulations were implemented in C++ and executed on an
R7-5800H CPU that runs at 3.20× 8 GHz. The NLP solver is an
open-source software of IPM, namely IPOPT in version 3.13.4
[41], while the linear solver embedded in IPOPT is set to MA27
from Harwell Subroutine Library [42], which is called through

TABLE I
PARAMETRIC SETTINGS FOR SIMULATIONS

TABLE II
COMPARISONS BETWEEN HA AND GHA

a CasADi interface [43]. Typical parametric settings are listed
in Table I.

B. Comparative Simulations

The first round of simulations investigates the performance of
GHA. We compare HA with GHA under various settings of Nfp

and then list the results in Table II.
According to the results of HA and GHA under Nfp = 1,

GHA takes more time to find the first feasible path. This is
because GHA encourages the node search process to grow from
the goal pose incrementally via h ≡ 0. Although more runtime
is spent, GHA returns with a lower average cost than HA. This
indicates that the additional penalties imposed in GHA take
effect. When Nfp is set larger, the cost value becomes smaller
because more feasible solution candidates participate in the
selection. Interestingly, it takes 117 ms to find the first feasible
path while another 99 feasible paths are found in the next 99ms,
which means that the average CPU time to find each feasible
path is reduced. This phenomenon is reasonable. GHA search
begins from the tiny goal spot, thus Dubins curves can hardly
connect the initial pose. Thus the regular node expansion process
is implemented in the first few iterations. When the best node in
Openlist leaves the narrow goal spot and approaches the sparse
workspace, Dubins connection trials become valid, thus feasi-
ble paths are derived more easily. Besides the aforementioned

www.bilibili.com/video/BV13g411X7ho/
www.bilibili.com/video/BV13g411X7ho/
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TABLE III
COMPARISONS AMONG VARIANTS OF THE PROPOSED PLANNER

Fig. 4. Comparisons among the proposed planner and its variants. Methods
A and C request redundant maneuvers due to the absence of a qualified coarse-
search stage while method B cannot generate smooth trajectories because its
refinement stage is too conservative.

analysis, Table II indicates that setting Nfp excessively large or
small is not recommended while a medium value balances the
solution speed and quality.

The second round of simulations investigates whether the two
stages are tightly combined. Comparative methods are named
A, B, and C, which are variants of our proposed method. Con-
cretely, method A adopts HA (together with PMP) to find a
coarse trajectory and adopts the conventional optimizer called
the lightweight optimization method (LIOM) to refine it. Since
LIOM cannot handle conditional constraint (3b), (3b) is replaced
by a conservative constraint, which ensures that the output of
LIMO never violates (3b):

|φi| ≤ γ · Φmax, i = 1, . . . ,Nfe − 1. (15)

Method B is the same as method A, except that the coarse
trajectory is derived by our proposed GHA rather than HA.
Method C is the same as this work, except that the coarse
trajectory is found by HA. The comparative simulation results
are listed in Table III and are depicted in Fig. 4.

The comparison between method A and this work shows that
1) the coarse-search stage must provide a high-quality initial
guess, otherwise the final output is still not good even after the
refinement stage; and 2) simply reforming the conditional con-
straints as conservative ones is inefficient because the reformed
constraint (15) is too strict, thus making the NLP infeasible.

As opposed to method A, method B improves the coarse-
search stage, thus the refinement stage in method B receives a
high-quality initial guess. However, method B runs slowly and
suffers from NLP solution failures because the NLP problem

Fig. 5. Optimized steering angle and velocity profiles in association with the
optimized trajectory. Notably the conditional constraint (3b) Is strictly satisfied.

solved at the refinement stage is too strict to make the NLP
infeasible. A comparison between method B and this study
indicates that tightly combing the two stages is really necessary
in addition to having a high-quality initial guess.

Method C is strong in the refinement stage while weak in its
coarse-search stage. Consequently, method C runs more slowly
than our proposed planner with a lower solution quality as seen
in Fig. 4. A comparison between method C and this study shows
that enhancing the search quality at the coarse-search stage is
sensible.

The aforementioned comparisons clearly show that our pro-
posed planner is efficient in both stages and makes them compat-
ible. Fig. 5 depicts the optimized steering angle profile together
with the velocity, which indicates that our planner strictly satis-
fies the conditional constraint (3b). Two more typical simulation
results are reported in Fig. 6.

C. Experimental Setup and Results

Experiments were conducted on a small-size autonomous ve-
hicle platform in a 1.75 m× 1.20 m indoor workspace (Fig. 7).
Six infrared sensors from the NOKOV Motion Capture Sys-
tem were deployed for obstacle perception and ego vehicle
localization. Concretely, reflective marking points were placed
on the surface of each stone-like obstacle and the top of the
autonomous vehicle (Fig. 8). The infrared light sources would
emit infrared beams, which are captured by the infrared sensors
after being reflected by the marking points. Through this, the
location of each marking point is identified. The localization
information was collected on a desktop PC, where trajectory
planning was implemented. The trajectory planning module ran
once to generate a trajectory before the ego vehicle began to
move. The planned trajectory, together with the localization
information would be sent from the PC to the ego vehicle
platform via ZigBee communication technology. PID and pure
pursuit controllers were used for longitudinal and lateral tracking
under the frequency of 10 Hz, respectively.

Fig. 9 shows the closed-loop tracking performance. The dy-
namic tracking performance is demonstrated in the video link
provided at the beginning of this section.

Experiments were also conducted in an open-pit mine in
Jurong, China from October 2021 to September 2022. The
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Fig. 6. Comparative simulation cases that how the differences among the
proposed planner and its variants.

Fig. 7. An indoor workspace and a small-scale autonomous vehicle platform
deployed for the field tests.

proposed trajectory planner was executed on an on-board Jetson
AGX Xavier that runs at 2.27×8 GHz. The planner was executed
once when the mining truck entered the loading or dumping
region of the open-pit mine. Online trajectory replanning was
implemented via parallel stitching [10] when the original trajec-
tory became invalid due to drastic changes in the environment.

Fig. 8. Reflective marking points on the surface of each obstacle and on the
top of the small-scale autonomous vehicle. Note that the marking points are
deployed for ego vehicle localization and obstacle perception.

Fig. 9. Closed-loop tracking performances in the field tests (displayed in ROS
Rviz monitor).

Empirically, relaxing the goal pose of the truck from a specific
point to a small interval could enhance the real-time performance
of the proposed planner at its refinement stage. Also, we notice
that diversification-aware strategies are helpful to further en-
hance GHA in its search efficiency. Without such a strategy, the
FeasiblePathSet in GHA would be quickly fulfilled by solutions
that are highly similar to each other before diversified homotopy
classes could be discovered.

VI. CONCLUSION

This article has proposed an on-site trajectory planner for a
heavy-duty truck in loading/dumping schemes. The trajectory
planning problem is nominally a C-MINLP, which must be
quickly solved with global optimality. Instead of solving the
C-MINLP directly, this work has managed to build a two-stage
framework so that the coupled difficulties (the mixed integral
variables, the conditional constraints, and the sensitivity to
global optimality) are efficiently divided and conquered. Al-
though there have been quite many planners that also deploy
a two-stage architecture, they cannot handle the complex prob-
lems considered in this work, as we have proved via comparative
simulations.
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