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Reducing the Loss of Information through
Annealing Text Distortion

Ana Granados, Manuel Cebrian, David Camacho, and Francisco de Borjeay&exr

Abstract— Compression distances have been widely used instate-of-the-art compression algorithms used in applications.
knowledge discovery and data mining. They are parameter-free, \Whenever some analytical work on compression distances is
widely applicable, and very effective in several domains. However, .4piad out, it is usually focused on the algebraic manipulation

little has been done to interpret their results or to explain their X L .
behavior. In this paper we take a step towards understanding of algorithmic information theory concepts [2], [25], [26].

compression distances by performing an experimental evaluation Even though those concepts are really supporting the use (and
of the impact of several kinds of information distortion on the optimality) of compression distances, they cannot help

compression-based text clustering. We show how progressivelyin interpreting the behavior of state-of-the-art compression

removing words in such a way that the complexity of a document algorithms like BZIP2 [27], LZMA [28], PPMZ [29] and

is slowly reduced helps the compression-based text clustering and th The idi d ificity of th id
improves its accuracy. In fact, we show how the non-distorted text Many Others. Ihe idiosyncrasy and Speciiicity of the wide

clustering can be improved by means of annealing text distortion. diversity of compression algorithms cannot be captured by
The experimental results shown in this paper are consistent these universal - and uncomputable - concepts (see e.g. [30]).
using different data sets, and different compression algorithms ~ Text distortion has been used to study the behavior of
belonging to the most important compression families: Lempel- compression distances. For example, some theoretical (and ex-
Ziv, Statistical and Block-Sorting. . . . . .
perimental) basis to describe the behavior of the (normalized)
Index Terms— Information Distortion, Data Compression, Nor-  compression distance-clustering when it is applied in a set of
malized Compnless_lon Distance, Clustering by Compression, Kol- glements which have been perturbed by a certain amount of
mogorov Complexty. uniform random noise can be found at [31]. The impact of
sporadic erasures on the limits of lossless data compression
I. INTRODUCTION from a theoretical perspective can be found at [32]. On the
. . . otﬂer hand, word substitution has been suggested as a kind of
Compression distances are currently a hot topic of researc . . .
téxt protection, based on the subsequent automatical detection

in several areas such as data mining [1], question-answeri . : . i
L . S . of¥such substitutions by looking for discrepancies between
systems [2], [3], plagiarism detection [4], bioinformatics [5]Wor ds and their contexts [33]

[6], [7], [8], [9], philology [10], neural networks [11], predic- = ", . paper we take a small step towards understanding

tion [12], software metrics [13], [14], [15], clustering [16]’com ression distances by performing an experimental eval-
[17], [18], information retrieval [19] and text categoriza- P y p 9 P

fion [20], [21]. Many other computational problems can buation of _the impact of severgl kinds of word removal on
reduced'to cc.)mpression oriented concepts, such as patgeormpressmn—.based text clusterlng. .In order to do so, we ana-

; : : . ' . & how the information contained in the documents and our
discovery, regression, outlier detection and forecasting pgstimation of an upper bound for the Kolmogorov complexity
[23]. This success relies on its parameter-free nature, wide

- . : . . Progress as we remove words from the documents. We show
plicability, and leading efficacy in several domains. Also, thi . ; . :
ow the conclusions of this analysis can be used to improve

methodology is benefiting from the very mature and d|ver§ﬁ§ accuracy of the clustering. It is worth highlighting that the

research field on compression algor|thm§, whose only targg ults are consistent across the most important compression
so far has been the detection and reduction of redundanc;@alln

L . ) milies: Lempel-Ziv, statistical and block-sorting, and across
stored digital information (see the comprehensive referen&ﬁferent data sets (see the Appendix for details of the data
[24)).

. - . .sets).
. Despite all this, little has b_een dgne to Interpret compressionry e nain contributions of this paper can be briefly summa-
distances results or to explain their behavior. The main rea:

L ) . _ d as follows:
for this, is the immense gap between their theoretical founda-

) L « New insights for the evaluation and explanation of the
tion - the Kolmogorov complexity in several flavors - and the : . . . .
behavior of the compression distance-driven clustering
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« Experimental evidence of how to fine-tune the annealirgan be computed by a universal Turing machine. We use the
text distortion so that better results are obtained whe&dCD to evaluate how the information contained in the texts
using the NCD-driven text clustering. This annealing textepends on the text distortions that we perform.
distortion can be seen as a change in the representation
of the texts that allows the compressor to obtain more I1l. EXPERIMENTAL DESIGN
reliable similarities, which leads to an improvement OL Data sets
the the non-distorted NCD-driven text clustering. '

This paper is structured as follows. Section Il reviews the e have used the CompLearn Toolkit [38] which imple-
Normalized Compression Distance, one of the most succesdfifints the clustering algorithm described in [26] to carry on
similarity distances in the family of compression distance!® experiments. This clustering algorithm has an asymptotical
Section 1l describes the data sets, the distortion techniqu€8St ofO(n?) from version 1.1.3. onwards [26]. Consequently,
and the clustering assessment. Section IV gathers and analy¥gd1ave used a reduced number of documents for each data
the obtained results. Section V summarizes the conclusiotd: ) ) ) ) )
and describes ongoing research. Detailed information aboufirst we have studied how the different distortion techniques

the data sets used for the experiments can be found in @ftéct the loss of information. Thus, we have used six dif-
Appendix. ferent replacement methods and three different compression

algorithms over four data sets comprised of texts written in
Il. EVALUATING TEXT DISTORTIONS: THE NORMALIZED Eng“sh We br|eﬂy describe here the data SetS, but more
COMPRESSIONDISTANCE detailed information can be found in the Appendix.

« Fourteen classical books from universal literature, to be
clustered by author.

« Sixteen messages from a newsgroup (UCI-KDD) [39], to
be clustered by topic.

« Twelve documents from the MedlinePlus repository [40],

A natural measure of similarity assumes that two objects
andy are similar if the basic blocks of are iny and vice
versa. If this happens we can describe objedby making
reference to the blocks belonging gothus the description of
x will be very simple using the description gf :

This is what a compressor does to code the concatengted (@ P€ clustered by topic. .
sequence: a search for information shared by both sequencets Fourteen plots of movies from the Internet Movie Data
in order to reduce the redundancy of the whole sequence. If Base (IMDB) [41], to be clustered by saga.
the result is small, it means that the information contained in After observing that the non-distorted NCD-based text clus-
x can be used to codg, following the similarity conditions tering could be improved using a specific distortion method,
described in the previous paragraph. we have studied the behavior of this distortion method in

This was studied by [25], [26], giving rise to the conceppigger data sets. Thus, we have progressively increased the
of normalized compression distan¢’CD). This quantity is number of documents of the MedlinePlus data set to make it
based on the use of compressors to provide a measure ofaRebig as possible while still using the clustering algorithm
similarity between the objects. This distance may then be uséeveloped in [38]. We have used data sets of 50 and 60
to cluster those objects. documents from the MedlinePlus repository [40].

The definition is as follows
B. Distortion Techniques: Word Removal

max{C(zy) — C(z), Clyz) - C(y)}7 (1)  Other works have shown that distorting the documents by
max{C(z), C(y)} removing the stop-words may have beneficial effects both in
where C' is a compression algorithn@(x) is the size of terms of accuracy and computational load when clustering
the C-compressed version of, andC(xy) is the compressed documents or when retrieving information from them[42].
size of the concatenation af andy. NCD generates a non- There are two main approaches to word removal, one in
negative numbe) < NCD(z,y) < 1. Distances near 0 which a generic fixed stop-word list is used [43], [44], and
indicate similarity between objects, while distances nearather in which this list is generated from the collection itself
reveal dissimilarity. [45]. The first approach is ‘safer’ in terms of maintaining
The theoretical foundations for this measure can be tracék@ most relevant information of the documents. That is,
back to the notion of Kolmogorov complexitk(X) of a the replaced words are not specific enough so as to lose
string X, which is the size of the shortest program able tnportant information. The second approach generates the
output X in a universal Turing machine [34], [35], [36]. Asstop-words list from the collection of documents, obtaining a
this function is incomputable due to the Halting problem [37nuch larger list which eventually produces a more aggressive
the most usual estimation is based on data compressSigki) word removal.
is considered a good upper estimatefofX ), assuming that  In this work we use the first approach to preprocess the
C is a reasonably good compressor f6r[26]. documents. That is, we use an external and well-known
The NCD is just one of the many similarity distances thatictionary, the BNC [46], to select the words that will be
use compression algorithms. Others [2], [10], [17], are sma#moved from the documents. The way in which we select
variations and can be easily reduced to it, as it is possiblednd remove the words from the documents is different for each
prove that this distance minorizes (is as good as) any other teaperiment. Thus, we use six different replacement methods,

NCD(z,y) =
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Fig. 1. Visual representation of the information loss. Each binary image represents the information contained in all the documents belonging to the MedlinePlus
data set. Black pixels represent remaining words and white pixels represent substituted words. First row corresponds to the images when the most frequent
word selection method is used, while the second row corresponds to the least frequent word selection method. An image is created for every experiment, i.e.,
for every cumulative sum of word-frequencies (0.1, 0.2, and so on until 1.0, where all the words are selected). Note that even when all the words included in
the BNC are replaced from the texts, the words that are not included in the BNC remain in the documents (observe black pixels in the images corresponding to
the cumulative sum of 1.0). Although the amount of black pixels of the images in the boxes is quite similar, there will be shown that there is a big difference

in means of clustering error in the experimental results.

which are pairwise combinations of two factorgord selection a non-distorted document will be a completely black image,
methodand substitution methad whereas a highly distorted document will have only some
« Word selection methodthe frequencies of words in spurious black pixels. Fig 1 shows the information distortion
English are estimated using the British National Corpyyogress for the MedlinePlus repository as a function of the
(BNC) [46], and then the list of words is sorted de- cumulative sum of word-frequencies being replaced in each
creasingdincreasindgrandomorder of frequency. We selectexperiment. It can be observed that as the number of replaced
the words to be removed by calculating the cumulativgords increases, the image has a higher number of white
sum of the word-frequencies. Thus, we select the worgiéxels. Note that even when all the words included in the BNC
that accumulate a frequency of 0.1, 0.2, 0.3, and goe replaced from the texts, the words that are not included in
on, until 1.0, where finally all the words are selectedhe BNC remain in the documents (see images on the right,
Depending on the way in which the list of words of thevhich correspond to a cumulative sum of 1.0).
BNC is sorted before calculating the cumulative sum of
frequencies, we will have one or another word selectida. Text Clustering
method. Consequently, we have used three word selectionwe use text clustering to quantitatively measure how the
methods:most frequent wordselection method (MFW relevant information of the documents remains in them as we
selection method)least frequent wordselection method incrementally remove words from the documents. Thus, after
(LFW selection method) andandom word selection the distortion of the data sets, we execute the NCD clustering
method (RW selection method). For the RW selectiogigorithm on each distorted test set and we quantitatively
method we repeat ten times the experiments and Wweeasure the error of the clustering results obtained. We use the
calculate the mean and the standard deviation of t@»mpLearn Toolkit [38], which implements the clustering al-
obtained results. gorithm described in [26]. This clustering algorithm comprises
« Substitution methadwhen a word has to be removedwo phases.
from a text, each character of the word is replaced by First, the NCD matrix is calculated using a compression
either a random character, or an asterisk. Thus we hasgorithm. We have tested the behavior of three different
two substitution methodsandom charactesubstitution compression algorithms, LZMA, BZIP2 and PPMZ, each of
method andasterisksubstitution method. them from a different family of compressors [24]. LZMA
Note that all six combinations maintain the length of theompressor, is a Lempel-Ziv-Markov chain algorithm [28].
document. This is enforced to ease the comparison of dIZIP2 compressor is a block-sorting compressor based on the
estimation of an upper bound for the Kolmogorov complexitBurrows-Wheeler transform and Huffman codes [27], [47],
among several methods. [48]. PPMZ compressor is an adaptive statistical data com-
In order to gain an insight into how the information ipression algorithm based on context modeling and prediction
decreased, we have created binary images that represent[29¢
information contained in a document. Each pixel can be eitherSecond, the NCD matrix is used as input to the clustering
white or black. Black pixels represent remaining words amhase and a dendrogram is generated as output. A dendrogram
white pixels represent substituted words. As a consequenisean undirected binary tree diagram, frequently used for



0940 between the documents that should be clustered together. For
N example, in Fig 2 there are three nodes whose label starts
with N M. They correspond to the three books by Nigcol
Machiavelli we are working with (see the Appendix for more
details). Therefore, we add the distance betw®éd.7T P and
NM.DotFDoTL, betweenNM. TP and NM.HoFaotAol,
and betweenNM.DotFDoTL and NM.HoFaotAol. We
repeat this procedure with all the nodes obtaining a certain

; 3 total quantity. Then, after calculating this addition, we subtract
0970 : the addition that corresponds to the perfect clustering, from the

E total quantity obtained. Consequently, if a dendrogram clusters
perfectly all the documents, the clustering error would be 0,
and in general, the bigger the clustering error, the worse the
" 0986 clustering would be. The clustering error corresponding to the

: dendrogram shown in Fig 2 is 11, because the sum of all
the pairwise distances is 25, and the sum of all the pairwise
distances in a perfect dendrogram for these documents is 14.

Finally, to get an insight into how the structure of the docu-
ments is affected by the distortion techniques, the Kolmogorov
complexity of the distorted documents is estimated, based on
the concept that data compression is an upper bound of the
Kolmogorov complexity. That is, we estimate the upper bound
of the Kolmogorov complexity as the length of the compressed
file in bytes. We use the same three compression algorithms
— . that we have used in the clustering phase, to estimate the upper

0953 bound of the Kolmogorov complexity, and we observe that the
complexities are qualitatively similar for all of them.

0.908

0.965

8§(1)=0.941013

Fig. 2. Example of dendrogram for the Books repository. Each leaf of
the dendrogram corresponds to a document. The numbers in the image IV. EXPERIMENTAL RESULTS
represent the NCD average between two nodes. We measure the clustering

error assoc_iated to a dendrograr_n adding all the pairwise distances be?wee[h this work we have studied the effects of distorting the
nodes starting with the same string. The distance between two nodes is.th, . . . . .
minimum number of internal nodes needed to go from one to the other. F*E\Formanon contained in different sets of documents using
example, the distance between the nodes with 1&6¢l.H and WS.AeC  different distortion methods (see section Ill). We have used
would b_e one, since l_)oth nodes are connected to the same internal node. AffefD-pased text clustering to quantitatively evaluate the in-
calculating this addition, we subtract the clustering error that corresponds, to . . .
the perfect clustering from the total quantity obtained. The clustering errffmation loss. In terms of implementation, we have used the
corresponding to this dendrogram is 11 because the nodes withNalel’?  CompLearn Toolkit [38] to perform the clustering.
and AP.AEoC" have not been correctly clustered. First, we have applied the NCD-based clustering algorithm
over four different sets of texts written in English to study
how the different distortion techniques affect the loss of
hierarchical Clustering, that illustrates the arrangement of thﬂormation_ We have tested the behavior of three different
clusters produced by a clustering algorithm. In Fig 2 Wgompression algorithms when calculating the NCD to cluster
can observe a representative example of a dendrogram. Egghdocuments. The results obtained for all the compression al-
leaf of the dendrogram corresponds to a document and di§rithms are similar. Consequently, we only show graphically
label helps us to easily analyze the quality of the dendrografe results that correspond to a specific compression algorithm
obtained, because each label starts with the name of the C|U§|tfp’|\/|z), a|th0ugh the results Corresponding to all Compression
in which the document should be included. algorithms are summarized in several tables. Analyzing these
Once the CompLearn Toolkit [38] has been used to clust@bles, it can be observed that all the compression algorithms
the documents and the dendrograms are generated, we neggfdoide similar results. A detailed description using different
quantitatively measure the error of the dendrograms obtainegimoval techniques and the LZMA compression algorithm in
We define the distance between two nodes as the minimanparticular data set can be found in [49].
number of internal nodes needed to go from one to the otherSecond, after observing that the non-distorted NCD-based
For example, in Fig 2 the distance between the nodes witkt clustering can be improved when one distortion method is
label W.S.H and W S.AaC would be one, since both nodesysed, we have studied the behavior of this distortion method
are connected to the same internal node. We use this congapbigger data sets. Thus, we have used sets of 50 and
to measure the clustering error of a dendrogram. 60 documents from the MedlinePlus repository. The results
First, we add all the pairwise distances between nodes staibtained in bigger data sets are consistent with the ones
ing with the same string, i.e. we add all the pairwise distancebtained in the previous ones.
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Fig. 3. Books data set using the PPMZ compressor. Clustering error obtai
for all the word selection methods. The numbers between brackets corresp

PPMZ compressor. Most frequent words selection method

' ' randomI character substitunén method &
asterisk substitution method ------
non-distorted NCD-driven clustering -—----—-

(88%)
sow CE)
L _
- By
= sl =y 1
(12%).
g
- (80%)
(12%)
. . . M)

0.2 0.4 0.6 0.8 1

Cumulative sum of BNC-based frequencies of words substituted from the documents

(a) Most frequent word selection method

PPMZ compressor. Random words selection method

j ' random character substitution method —&—i
asterisk substitution method +--%--+
non-distorted NCD-driven clustering -----—-

(29%),

AW

(29%) 3

0.2 0.4 0.6 0.8 1

Cumulative sum of BNC-based frequencies of words substituted from the documents

(b) Random word selection method

PPMZ compressor. Least frequent words selection method

' ' random character substitution method &~
asterisk substitution method ---%---
non-distorted NCD-driven clustering -------

(79%)
o B 4
o~ g
(87%)
(87%)
Py~ Hemeomenene Hemeoemnn *
(79%) I S P
. . . .
0.2 0.4 0.6 0.8 1

Cumulative sum of BNC-based frequencies of words substituted from the documents

(c) Least frequent word selection method

ned

PPMZ compressor. All selection methods and all substitution methods.

Se+006 | random charactersubst\tut\on mathod least frequent words. se\actlon method -->--- 7
random character substitution method: random words selection methed +--&---
random character substitution method: most frequent words selection method -
4 5e+006 non-distorted NCD- dr\ven clustering -——-—----
4e+006
3.5e+006
3e+006

2.5e+006

2e+006

1.5e+008

An upper bound for the documents complexity

1e+006

Cumulative sum of BNC-based frequencies of words substituted from the documents

Fig. 4. Books data set using the PPMZ compressor. Estimation of an upper
bound for the documents complexity for all the substitution methods and all
the word selection methods. The values associated to the asterisk substitution
method decrease for all the word selection methods, as the ones associated
to the random character substitution method grow for all the word selection
methods. The same percentages of substituted words included in Fig 3 are
included in this figure to ease the comparison of both figures.

A. The Books Data set: a case study on PPMZ

For this data set, we show two different figures, Fig 3 depicts
the clustering error and Fig 4 shows our estimation of an
upper bound for the complexity of the documents. In both
figures, the value on the horizontal axis corresponds to the
cumulative sum of the BNC-based frequencies of the words
substituted from the documents. For some relevant points,
percentages of substituted words are included in the curve
points between brackets. These percentages are calculated by
dividing the number of substituted words in the documents by
the total number of words contained in the documents. These
percentages are useful to understand how important the choice
of the words to be substituted from the documents is.

There are three different panels in Fig 3, corresponding
each one of them to a different word selection method. In
each panel, the curve with asterisk markers corresponds to the
asterisk substitution method, while the one with square mark-
ers corresponds to the random character substitution method.
The constant line corresponds to the non-distorted NCD-
driven clustering error. We depict the non-distorted NCD-
driven clustering as a constant line although it only has sense
for a cumulative sum of frequencies of 0, because it is easier
to see the difference between the line and the clustering error
curves.

We can observe by looking at Fig 3, that the asterisk
substitution method is always better than the random character
substitution method. This was to be expected because substi-
tuting a word with random characters adds noise to the doc-
uments, and therefore most likely increases the Kolmogorov
complexity of the documents and makes the clustering worse.
n the other hand, we can realize that the best clustering
[egults correspond to the MFW selection method (see Fig

to the percentage of substituted words in the documents. The astei®(@)), the worst results correspond to the LFW selection
substitution method performs better than the random character substituigathod (see Fig 3(c)), and the results corresponding to the

method in all cases. The best results are obtained for the MFW selectj
method and asterisks replacement method (see curve with asterisk marke

(a)). Some points are highlighted inside a circle for further discussion.

EW selection method are maintained in between of them (see



Fig 3(b)).
H H H PPMZ compressor. Asterisk substitution method
Our estimation of an upper bound for the complexity of . : . .
least frequent words selection method ---x---

the documents for all selection methods and all substitutio .| random words selaction method =& 1
methods is depicted in Fig 4. The same relevant point pe o bioned NCD drven Sring
centages of distorted words included in Fig 3 are include | P
in Fig 4. These percentages ease the comparison of Fig 3 a e
Fig 4. The values associated to the asterisk substitution meth e LA
always decreases, while the values associated to the rand 3 . N
character substitution method always increases. ' AT '
Looking at the points highlighted inside a circle in Figs ® [ / Ve i
3 and 4 we can observe that, for these points, although tt / 3 z( /
complexity values and the percentages of removed words a 7 1
similar, there is a significant difference in terms of clustering / L
error. Consequently, we can realize that not only the substiti
tion method is important, but also the word selection methoc 02 04 06 05 i
ThUS, the beSt Way tO distort the documentS iS Combining thc Cumulative sum of BNC-based frequencies of words substituted from the documents
MFW selection method and the asterisk substitution method.
This is consistent across the different compression algorithms
and the different data sets, how it will be shown in the next

SeCtlon . PPMZ compressor. Asterisk substitution method
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(a) UCI-KDD data set. Clustering error.

non-distorted NCD-driven (I:\ustering 7777777
20000 | most frequent words selection method —-m-— 4
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B. The Medline, UCI'KDD and IMDB data SetS: graphical least frequent words selection method -—-x---
results for PPMZ 18000 o

For each set of documents we show two figures. On
depicts our estimation of an upper bound for the documen

16000

An upper bound for the documents complexity

complexity while the other one depicts the clustering errot © 1400 |- ﬁ .
Only the results corresponding to the asterisk substitutio ' T o T

method are shown. The results corresponding to the randc 3 ™1 “E 1
character substitution method are not shown because the & 1 s T

clustering results always get worse, as was to be expected. R

every graph, the curve with black square markers correspon 8000 | %%

to the MFW selection method, the graph with white squar , , e e
markers Corresponds to the RW Selecuon methOd’ and tl ’ Cumulat\vezfmolBNG-based(:r:quenciesofwordzesubst\tutedIromts:documents !

graph with star markers corresponds to the LFW selection
method. Qn the other ha_nd’ the Con_Stant line corresponds t(E’b) UCI-KDD data set. Estimation of an upper bound for the documents
the non-distorted NCD-driven clustering. complexity.
Figs 5(a), 6(a), and 7(a) depict the clustering error obtained
when the asterisk substitution method is used to replace #e 5. UCI-KDD data set using the PPMZ compressor. Clustering error

words from the UCI-KDD. MedLinePlus and IMDB data Se'[éind estimation of an upper bound for the documents complexity obtained for
’ all the word selection methods when the asterisk substitution method is used.

respectively. The figures plot the clustering error of all thene pest clustering results correspond to the MFW selection method. Note that

word selection methods. Analyzing the figures, we can notigere is a big difference between the clustering errors obtained substituting
that the best clustering results are obtained when the MFqArlmllar percentage of the words of the documents using different word
9 selection methods (observe percentages 77% and 79% between brackets). The

selection method is applied (see curves with black squaignpiexity plot is similar to the one obtained for the case study (see Fig 4).

markers). In fact, for the UCI-KDD data set, these results

correspond to the perfect clustering for the cumulative sum

of frequencies from O to 0.8. For the MedLinePlus data set,

the non-distorted NCD-driven clustering is improved from 0.frequent words using the asterisk substitution method is always

to 0.8, although the perfect clustering is not achieved. Ftite best option to maintain the most relevant information. That

the IMDB data set, the perfect clustering is achieved for the, performing an annealing text distortion using asterisk to

cumulative sum of frequencies of 0.3-0.7 and 0.9. distort the documents is the best option, because this distortion
Looking at complexity figures (Figs 4, 5(b), 6(b), and 7(b)preserves the most relevant information. In this case, our

we can observe that the qualitative behavior of our estimatiestimation of an upper bound for the documents complexity

of an upper bound for the complexity is similar for all the dat&s slowly reduced and therefore the clustering error remains

sets. stable even though a considerable percentage of words were
Analyzing and comparing the results for all the data sets, webstituted from the documents. Its worth mentioning that the

can realize that the combination of the selection method andn-distorted clustering error can even be improved (see Figs

the substitution method is the key factor. Substituting the md3a) and 6(a)).
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IMDB data set using the PPMZ compressor. Clustering error and

Fig. 6. MedlinePlus data set using the PPMZ compressor. Clustering erfog. 7.

and estimation of an upper bound for the documents complexity obtained &stimation of an upper bound for the documents complexity obtained for all
all word selection methods when the asterisk substitution method is used. Tie word selection methods when the asterisk substitution method is used.
best clustering results correspond to the MFW selection method (observe fha¢ best clustering results correspond to the MFW selection method (observe
from 0.5 to 0.8 the non-distorted NCD-driven clustering is improved). Notihat the results obtained for the cumulative sum of frequencies of 0.3-0.7 and

that there is a big difference between the clustering errors obtained substitutin® correspond to the perfect clustering). The complexity plot is similar to
a similar percentage of the words of the documents using different wattte one obtained for the case study (see Fig 4).

selection methods (observe percentages 77% and 75% between brackets).

selection method. Consequently, there is a table for the MFW

C. Results for all compression algorithms ' ;
selection method, another one for the RW selection method,

We have shown all the clustering error curves for thgnd another one for the LFW selection method. In these
PPMZ compression algorithm. Now, we show in three tablesbles, each column corresponds to a specific data set, and
a summary of the experimental results for every compressieach row corresponds to a specific compression algorithm.
algorithm and every data set when the asterisk substitutife tables show for every data set and every compression
method is applied. We only show the clustering error, becausigorithm three different clustering errors (clustErr) and the
as it can be observed looking at Figs 4, 5(b), 6(b), and 7(b) tbemulative sum of frequencies where these clustering errors
complexity graphs are always qualitatively similar, thereforgre obtained (cumSumFreq). These three clustering errors are:

we do not represent the values of our estimation of an upphe clustering error obtained with no distortion (that is, the
clustering error obtained clustering the original documents),

bound for the complexity in any table.
Each table contained in Fig 8 corresponds to a wotbe minimum clustering error obtained, and the maximum



clustering error obtained. As well as including these importanbticed that only three documents are incorrectly clustered.
measures, we mark with a double-box the results that improVkese are the ones highlighted in gray.

the clustering error obtained with no distortion, and with a Looking at figures 9(a), and 9(b) it can be observed that
simple-box the results that maintain this clustering error. Thetee non-distorted NCD-driven clustering results are not only
boxes are included to focus the attention on the clustering ermaintained but even improved in all cases for high cumulative
improvement. sum of frequencies of substituted words. This suggests that

Comparing Fig 3(a) and the first table showed in Fig &placing the most frequent words of the language with aster-
() can help us to better understand the table. In Fig 3(aks helps the compressor to obtain more reliable similarities
we can observe that the clustering error obtained with @md therefore improves the clustering results.
distortion is 5. We can observe as well, that this clustering Although there is still a limitation in the size of the data
error is maintained for cumulative sum of frequencies from €ets, due to the fact that the CompLearn uses the quartet tree
to 0.8. We can see, as well, that the minimum clustering ernarethod to generate the dendrogram and that algorithm has
is 0 (cumulative sum of frequencies 0.9), and the maximuan asymptotical cost of(n?) from version 1.1.3. onwards,
is 8 (cumulative sum 1.0). All these data are included in the the future we want to use the heuristic approach for the
first table showed in Fig 8: this table has two cells for Bookguartet method described in [50] to increase the number of
and PPMZ. One contains the above mentioned clustering erdacuments per data set. Furthermore, we want to use different
values (5, 0 and 8), and the other contains the cumulatigkistering algorithms so that we can compare all the results
sum of frequencies in which these clustering error values haweestudy whether or not the behavior observed in this work is
been obtained (0.1-0.8, 0.9 and 1.0). Note that we do rmnsistent among different clustering algorithms. More details
take into account the clustering error with no distortion tabout this can be found in section V.
create the table, because it is obvious that the clustering error
corresponding to the cumulative sum of frequencies of 0 will
always be the same, and we want to study the effect of the
distortion. Therefore, we only consider the results obtainedIn this paper we have moved a small step towards under-
from 0.1 to 1.0. standing compression distances by performing an experimental

The table shown in Fig 8 (a) has many boxes because wi@luation of the impact of several kinds of word removal
the MFW selection method is applied, the best results a®8 compression-based text clustering. Three main contribu-
obtained. This is due to the fact that using this word selecti¢ions have been presented. First, we have given new insights
method, the clustering is improved or maintained for evefpr the evaluation and explanation of the behavior of the
repository and every compression algorithm. These resubgmpression distance-driven clustering algorithms. Second, we
are consistent with the observed when analyzing the Figsh@ve presented a technique which reduces our upper bound
5(a), 6(a) and 7(a), where it can be observed that the béstimation for the Kolmogorov complexity of the documents
clustering results correspond to the MFW selection methdéhile preserving most of the relevant information. Third,
when applied with the asterisk substitution method. The¥¢ have observed experimental evidence of how to fine-
empirical results demonstrate that this particular combinatié#ne the representation of the documents using annealing text
of selection method and substitution method allows to perfor@listortion, in order to obtain better clustering results when
an annealing text distortion. using the NCD-driven text clustering.

We have used a clustering method [38] based on the NCD
[26] to measure the amount of information contained in the
distorted documents. We have used six different replacement

Once we have observed that the non-distorted NCD-basedthods to distort the documents (see section 1lI-B). These
text clustering performance can be maintained or even imeplacement methods are pairwise combinations of two factors:
proved for high cumulative sum of frequencies of substitutedord selectionand substitution methadwe have three word
words when combining the MFW selection method and treelection methods, depending on what words are chosen to
asterisk substitution method, we want to study if the sanfe removed from the documents: MFW selection method,
behavior is observed in bigger data sets. In order to do 4d;W selection method and RW selection method. We have
among the previously studied data sets, we have selected substitution methods, depending on the way in which the
the one in which worst non-distorted clustering results weweords are removed from the documentandom character
obtained. Thus, we have progressively increased the numbebstitution method andsterisksubstitution method.
of documents of the MedlinePlus data set to make it as big asie have applied the clustering method over four different
possible while still using the clustering algorithm developedata sets repeating the clustering three times using each time
in [38]. a different compression algorithm to calculate the NCD. The

Figs 9(a), and 9(b) show the clustering results obtainedame compression algorithms have been used to estimate the
when clustering 50 and 60 documents from the MedlinePlé®Imogorov complexity of the documents. The Kolmogorov
repository, respectively. On the other hand, Fig 10 depicts themplexity has been estimated based on the concept that data
best dendrogram that we have obtained when clustering &@mpression is an upper bound for it. That is, we estimate the
documents. It corresponds to the cumulative sum of frequampper bound for the Kolmogorov complexity as the length of
cies 0.7 in Fig 9(a). Analyzing this dendrogram, it can bthe compressed file in bytes.

V. CONCLUSIONS ANDFUTURE WORK

D. An example of bigger data sets: MedlinePlus



Books UCI-KDD MedlinePlus IMDB
clustErr [ cumSumFreq| clustErr | cumSumFreq| clustErr | cumSumFreq| clustErr | cumSumFreq
NonDistorted | 4 0.1-0.7 0 0.1-1.0 14 0.1-0.6 18 0.1-06
LZMA | Minimum 0.8,0.9 o] 0.1-1.0 0.7-0.8 0.7-0.8
Maximum 9 1.0 0 0.1-1.0 28 1.0 22 1.0
NonDistorted| 5 0.1-08 0 0.1-08 4 0.1-0.4,0.9 0 0.3-0.7,09
PPMZ | Minimum 0.9 [0] 0.1-0.8 0.7 [0] 0.3-0.7,0.9
Maximum 8 1.0 21 1.0 34 1.0 12 1.0
NonDistorted | 7 0.2,0.4-0.6 0 0.1-06 14 0.1-0.4,0.6 0 0.1-0.6
BZIP2 | Minimum 0.7 [0] 0.1-0.6 050.7-08 | [0] 0.1-0.6
Maximum 12 0.3 15 1.0 24 1.0 12 1.0

(a) Most frequent word selection method. When this selection method is applied using the asterisk substitution method, the best clustering results are
obtained.

Books UCI-KDD MedlinePlus IMDB
clustErr [ cumSumFreq| clustErr | cumSumFreq| clustErr | cumSumFreq| clustErr | cumSumFreq
NonDistorted 4 0.1-0.6 0 0.1-0.6 14 - -
LZMA | Minimum 0.1-0.6 [0] 0.1-0.6 0.3 0.7
Maximum 9 1.0 0.8 0.8 28 1.0 1.0
NonDistorted 5 0.1-0.2 0 0.1-0.3 14 - -
PPMZ | Minimum 0.1-0.2 [0] 0.1-0.3 14.2 0.3,05 0.2
Maximum 10.7 0.9 21 1.0 34 1.0 1.0
NonDistorted I - 0 - 14 - -
BZIP2 | Minimum 0.8 1. 0.2 14.6 0.3 . 0.1
Maximum 10.5 0.1 17.2 1.0 24 1.0 15.3 0.4

(b) Random word selection method. It can be observed that these clustering results are worse than the ones obtained when the MFW selection method
is applied.

Books UCI-KDD MedlinePlus IMDB
clustérr [ cumSumFreq| clustErr [ cumSumFreq| clustErr [ cumSumFreq| clustErr [ cumSumFreq
NonDistorted 4 - 0 0.1-0.2,0.5-1.0 14 - 18 0.1,05
LZMA | Minimum 9 0.1-0.4,0.6-1.0 @ 0.1-0.2,0.5-1.0 20 0.1-0.2 0.6
Maximum 12 0.5 2 0.3-0.4 28 0.5,0.7-1.0 22 0.2,0.4,0.7-1.0
NonDistorted 5 - 0 - 14 - 0 -
PPMZ | Minimum 7 0.1-0.2 15 0.3 20 0.1 8 0.1-0.3
Maximum 11 0.3-0.6 21 0.5,0.7-1.0 34 0.7-1.0 12 0.6-1.0
NonDistorted 7 - 0 - 14 - 0 -
BZIP2 | Minimum 0.3-0.4 8 03 16 0.1 10 0.6
Maximum 9 0.1-0.2 16 0.1,0.6 26 0.3-0.4 32 0.1

(c) Least frequent word selection method. These are the worst clustering results obtained.

Fig. 8. These tables show a summary of the experimental results for every compression algorithm and every data set when the asterisk substitution method
is used. They show three relevant clustering errors and the cumulative sum of frequencies where these clustering errors are obtained. These three clusterin
errors are: the clustering error obtained with no distortion, the minimum clustering error obtained, and the maximum clustering error obtained. The results
that improve the clustering error obtained with no distortion are highlighted inside a double-box. The results that maintain the non-distorted clustering error
are highlighted inside a simple-box.
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Extended MediinePlus Repository accurate manner. Consequently, the compressor obtains more
0 ' ' most ieent werde selecten meod -1 reliable similarities. In fact, the clustering can be improved by
/| removing the non-relevant information from the documents,
T /1 because this removal helps the compressor to better find the
relevant similarities among the documents.
8o /] For the other word selection methods (LFW and RW selec-
P tion methods), the clustering error increases faster even though
s o 1 the documents complexity is also reduced. Thus, it seems
that the information that has been replaced is relevant in the
o 1 clustering process, and consequently we are losing important

, information. As a consequence, the similarities among the
20| R ( Tn%')""(;;f%, {1 documents are not being correctly measured.
We have observed that the obtained results are consistent
0 s s s s across the most important compression families (Lempel-Ziv,
0 0.2 0.4 0.6 0.8 1 . . . .
Gumulative sum of BNC-based frequecies of words susttuted from the documents Statistical and Block-Sorting) and across different data sets.
An important issue for further investigation could be doing
(a) Number of documents = 50 an analytic study of our experimental work. We can address
this issue using the information bottleneck method [51], which
has been already applied to document clustering [52], [53].
: . The information bottleneck method is a technique for finding
M onastones NGD-aven cusenng ——— /1 the best tradeoff between accuracy and complexity (com-
a0 | /] pression) when summarizing (clustering) a random variable
/ X, given a joint probability distribution between X and an
observed relevant variable Y. There are two challenges that
150 - /1 have to be addressed to apply the information bottleneck

method. First, the rate distortion function has to be calculated.

Clustering error

Extended MedlinePlus Repository

2 70%),-"

LI - () | Second, the probability density function has to be related
e = e with a particular algorithmic transformation of the source. The
- above mentioned rate distortion function filters the information
s | { onthe documents. In our opinion, the conclusions of our work
could be used to specify a rate distortion function in terms of
the frequency of the words. We will study this issue in further

%o 02 04 05 05 1 investigations.
Cumulative sum of BNC-based frequecies of words sustituted from the documents |n the future, we Want tO apply the annealed dlStOI‘tIOI’] to

non-textual data sets using the idea created for time series
in [54] in which the authors propose a way to represent
Fig. 9. Extended MedlinePlus data set. Clustering error obtained Whabhy kind of information to be discrete. After representing the
clustering the original documents, and when clustering the documents usm%) . . . A
the MFW selection method and the asterisk substitution method. The numbsFormation in a d!screte way, we will estimate the frequency
between brackets correspond to the percentage of substituted wordsofnevery symbol in order to be able to apply the annealed
the documents. It is worth mentioning that the non-distorted NCD'driVG@iStortion since the annealed distortion presented in our work
clustering can be improved when the MFW selection method and the asterisk ’ . .
i5 based on the frequencies of the symbols (words in the

English language). Using these ideas, we will apply the
annealed distortion to images and music.

On the other hand, we plan to study other distortion methods

We have observed that carrying out an annealing tefttat do not maintain the initial length of the documents.
distortion is the best way to distort a text, in order to decrea¥ée also want to compare the NCD with other similarity
its complexity while conserving its most relevant informatiordistances, like Vector Space Model [55] or Kullback-Leibler
When we remove the most frequent words of the languagistance [56], [57], and with the Compression-Based Dissim-
the distortion is annealed, in the sense that the percentagelasity Measure as well [54]. As we said in section IlI-A the
removed words increases slowly with respect to the cumulatiggmber of documents per experiment is relatively small. We
sum of BNC-frequencies. Thus, the best clustering results avédl use other clustering algorithms like heuristic approach
obtained when combining the MFW selection method and tie quartet tree method [50], K-means [58] or Support Vector
asterisk substitution method. In that case, the experimenié@chines [59] to test our approach in larger data sets.
results show how the clustering error is maintained even
when the percentage of replaced words is strongly increased. APPENDIX
It seems that we are replacing precisely the least relevantHere, we briefly enumerate the different data sets used in
parts of the documents. This, in turn, helps the compressithe first phase of our experiments. All of them comprise texts
algorithm to estimate the complexity of the documents in amritten in English.

(b) Number of documents = 60

substitution method are applied together to preprocess the documents.



« Fourteen classical books. We try to cluster them by
author. We have two books by Agatha Chrisiibe Secret
Adversary and The Mysterious Affair at StylesThree
books by Alexander PopeAn Essay on CriticismAn
Essay on Manand The Rape of the Lock, an heroic-
comical PoemTwo books by Edgar Allan Po&he Fall
of the House of Usherand The RavenTwo books by
Miguel de CervantesDon Quixote and The Exemplary
Novels Three books by Niccol Machiavelli: Discourses
on the First Decade of Titus Liviyslistory of Florence
and of the Affairs of Italyand The Prince Two books
by William ShakespeareThe tragedy of Antony and
Cleopatrg andHamlet

o Sixteen messages from a newsgroup (UCI-KDD) [39].
We try to cluster them by topic. We have three documents
on atheism, three documents on Christian religion and
homosexuality, two documents on Christian religion and
reincarnation, two documents on politics and guns, three
documents on cryptography, governs and communica-
tions, and three documents on inherent problems of
cryptography.

« Twelve documents from the MedlinePlus repository [40].
We try to cluster them by topic. We have three documents
related with alcohol: alcohol use, alcoholic neuropathy,
and alcoholism. Three documents on diabetes: diet, ed-
ucation, and definition. Three documents on meningitis:
gramnegative, meningococcal, and staphylococcal. Three
documents on tumors: hepatocellular carcinoma, spinal
tumor, and thyroid cancer.

« Fourteen plots of movies from the Internet Movie Data
Base (IMDB) [41]. We try to cluster them by saga. We
have the saga of Indiana Jon&aiders Of The Lost Ark
Temple Of The Doopand The Last CrusadeWe have
the saga of Pirates Of The Caribbeditne Curse of the
Black Pear] Dead Man’s Chestand At World’'s End We
have the initial saga of Star War& New Hope The
Empire Strikes Backand Revenge of the JediWe have
the saga of The MatrixThe Matrix Matrix Reloade¢gand
Matrix Revolutions We have the saga of The Mummy: 5
The Mummyand The Mummy Returns

(1]

In the second phase, we have used two different sets of
documents from the MedlinePlus repository [40]: (3]

« Fifty documents: there are two documents related wit
anemia: definition and B12 deficiency. Three document
on aortic: arch syndrome, aortic insufficiency, and aortic
stenosis. Three documents on choking: choking adult d¢!
child over one year, choking infant under one year, and
choking unconscious adult or child over one year. Three
documents on cystitis: cystitis acute, cystitis noninfecl®
tious and cystitis recurrent. Two documents on dental
care: adult and child. Two documents on depressior7]
definition and depression elderly. Two documents on
diabetes: diabetes diet, and diabetes education. Three
documents on facial: facial paralysis, facial tics ands]
facial trauma. Two documents on fecal: fecal culture
and fecal fat. Two documents on fetal: fetal developme
and fetal heart monitoring. Three documents on hepati-
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tis: hepatitis A, hepatitis B and definition. Three doc-
uments on histoplasmosis: histoplasmosis acute primary
pulmonary, histoplasmosis chronic pulmonary and defini-
tion. Three documents on hyperactivity: hyperactivity and
children, hyperactivity and sugar and definition. Three
documents on meningitis: gramnegative, meningococcal
and staphylococcal. Three documents on peritonitis: peri-
tonitis secondary, peritonitis spontaneous and definition.
Two documents on retinal: retinal detachment and retinal
detachment repair. Two documents on scoliosis: scoliosis
surgery child and definition. Three documents on syphilis:
syphilis primary, syphilis secondary and definition. Two
documents on thrombocytopenia: thrombocytopenia drug
induced and definition. Two documents on tracheomala-
cia: tracheomalacia acquired and tracheomalacia congen-
ital.

Sixty documents: we have added ten new documents
to the data set of fifty documents described previ-
ously. These new documents are: three documents on
immunoelectrophoresis: immunoelectrophoresis plasma
and urine, immunoelectrophoresis serum, and immuno-
electrophoresis urine. Three documents on paroxysmal:
paroxysmal cold hemoglobinuria, paroxysmal nocturnal
hemoglobinuria, and paroxysmal supraventricular tachy-
cardia. Two documents on methylmalonic: methylmalonic
acidemia, and methylmalonic acid test. Two documents
on necrotizing: necrotizing enterocolitis, and necrotizing
vasculitis.
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