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Abstract—Personalized recommendations are used to support the activities of learners in personal learning environments and this

technology can deliver suitable learning resources to learners. This paper models the dynamic multipreferences of learners using the

multidimensional attributes of resource and learner ratings by using data mining technology to alleviate sparsity and cold-start

problems and increase the diversity of the recommendation list. The presented approach has two main modules: an explicit attribute-

based recommender and an implicit attribute-based recommender. In the first module, a learner preference tree (LPT) is introduced to

model the interests of learners based on the explicit multidimensional attributes of resources and historical ratings of accessed

resources. Then, recommendations are generated by nearest neighborhood collaborative filtering (NNCF). In the second module, the

weights of implicit or latent attributes of resources for learners are considered as chromosomes in a genetic algorithm (GA), and then

this algorithm optimizes the weights according to historical ratings. Then, recommendations are generated by NNCF using the

optimized weight vectors of implicit attributes. The experimental results show that the proposed method outperforms current algorithms

on accuracy measures and can alleviate cold-start and sparsity problems and also generate a more diverse recommendation list.

Index Terms—Collaborative filtering, learning environment, sparsity, personalized recommender, genetic algorithm, explicit attribute,

implicit attribute

Ç

1 INTRODUCTION

WEB-BASED education has undergone rapid development
in recent years. With the growth of many online

learning systems, a huge number of e-learning resources
have been generated which are highly heterogeneous and in
various media formats [1]. The task of delivering persona-
lized learning resources is often framed in terms of a
recommendation task in which a system recommends items
to an active user [2]. To address information overload and
personalization problems in e-learning environments, re-
commender systems (RS) have been proposed by many
researchers. This research also proposes an effective
recommendation framework for personal learning environ-
ments (PLE) based on the attributes of learners and
resources. Using this approach, tutors can improve the
performance of the teaching process and learners can find
suitable online resources.

1.1 Motivation

With the explosion of e-learning resources and the
digitalization of a lot of conventional learning resources, it
is difficult for learners to discover the most appropriate
resources using a keyword search method. On the other

hand, several research works have addressed the need for
personalization in web-based learning environments. Re-
searchers utilize recommendation techniques to resolve
information overload in the new learning environment.
However, there are still several challenging problems.

The first important problem relates to sparsity and cold-
start problems in the e-learning environment. The sparsity
problem occurs when rating data are insufficient for
identifying similar users (neighbors). In practice, recom-
mender systems are used to evaluate very large data sets,
and since each user only rates a small number of items, the
number of ratings given by the users is very small in
comparison with the total number of (user; item) pairs in
the system. Cold-start refers to the situation in which an
item cannot be recommended unless it has been rated by a
substantial number of users. This problem is particularly
detrimental to users. Likewise, a new user has to rate a
sufficient number of items before the recommendation
algorithm is able to provide reliable and accurate recom-
mendations [3]. In the e-learning environment, since
various learners have different knowledge and different
preferences, the commonly used items (resources) between
them are few, and therefore, the similarity value between
users will be unreliable. This leads to sparsity and also the
cold-start problem.

The second important problem refers to the overspecia-
lized recommendation results that occur when recom-
mended items are very similar to each other and the
recommendation list is not diverse. The goal of recommen-
dation diversification is to identify a list of items that are
dissimilar, but nonetheless relevant to the user’s interests. To
the best of our knowledge, the diversity of the recommended
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list is defined by how much each item in the list differs from
the others in terms of their attribute values [4]. On the other
hand, to find similarity between items and users in the usual
attribute-based recommendation algorithms, an exact match
between their attributes is necessary. This approach first
leads to low accuracy when there is not adequate attribute
information about users and items, and second, leads to the
other well-known problem in recommender systems, over-
specialization.

The third vital challenge relates to how to gather
attributes’ information and use it for modeling the multi-
preferences of a learner in the resource recommendation.
This is challenging because the selection of all suitable
attributes for a learner and resource is an almost impossible
mission. In addition, it is nearly impossible to collect
the corresponding data because some attributes cannot
be described and coded formally.

Such challenges are potent motivators to find suitable
recommendation techniques capable of discovering learn-
ing resources for the users.

1.2 Contribution

In response to the aforementioned problems, a new hybrid
RS applicable for e-learning environments is proposed in
this study. We consider two groups of attributes for
learning resources including explicit attributes and implicit
(latent) attributes. Explicit attributes, such as the subject and
publisher for learning resources, are known and can be
extracted by experts, but implicit attributes are latent and
can be inferred by historical ratings of learners. Some
research works combine the attributes (features) of users or
items with historical ratings for recommendation. Burke [5]
reviewed several hybrid recommender methods developed
to combine the external (which we call explicit) features and
historical rating data for higher predication accuracy.
According to the experiment results reported, it is believed
that both the features and the historical ratings have great
value to estimate the predication function for recommenda-
tion. Therefore, the contribution of this study can be
summarized as follows:

1. Establishment of a new recommendation approach
based on the explicit and implicit attributes of
learning resources.

2. Implication of a learner preference tree to model the
multipreferences of learners based on the multi-
dimensional explicit attributes of resources and the
ratings of learners to simultaneously alleviate the
sparsity and cold-start problems and also improve
the diversity of the recommendation list.

3. Introduction of implicit attributes and optimization
of the weight of these attributes by a genetic
algorithm (GA) for each user and item to improve
the accuracy of recommendation when the informa-
tion about explicit attributes is low.

2 LITERATURE REVIEW

In recent years, most innovations in the area of educational
systems have introduced new web-based technologies to
train learners any time and any place. The creation of the

technology for personalized lifelong learning has been
recognized as a grand challenge by peak research bodies
[6]. The goal of technology-enhanced learning (TEL) is
designing, developing, and testing sociotechnical innova-
tions that will support and enhance the learning practices of
both individuals and organizations.

Similar to other fields where there is a massive increase
in product variety, in TEL, there is also a need for better
findability of (mainly digital) learning resources. For
instance, in recent years, numerous repositories with digital
learning resources have been set up [7], such as MERLOT
(http://www.merlot.org), which has more than 40,000
learning resources and about 110,000 registered users.
Considering this proliferation of online learning resources
and the various opportunities for interacting with such
resources in both formal and nonformal settings, it is
necessary to create a technology to help user groups identify
suitable learning resources from a potentially overwhelm-
ing variety of choices. As a consequence, the concept of
recommender systems has already appeared in TEL.

Recommender systems address information overload
and make a PLE for users. PLE’s solutions should provide
facilities for empowering learners in using this kind of
technology. Using this approach, we can improve a
personal learning path according to pedagogical issues
and available resources. In the TEL domain, a number of
recommender systems have been introduced to propose
learning resources to users. Such systems could potentially
play an important educational role, considering the variety
of learning resources that are published online and the
benefits of collaboration between tutors and learners [8].

The recommender systems support a number of relevant
user tasks within some particular application content.
Generally speaking, most of recommendation goals and
user tasks in other areas, such as e-commerce, are valid in
the case of TEL recommender systems as well. However,
recommendation in a TEL context has many particularities
that are based on the richness of the pedagogical theories
and models [9].

Most recommendation systems are designed either based
on content-based filtering or collaborative filtering (CF).
Content-based filtering techniques suggest items similar to
the ones that each user liked in the past, taking into account
the object content analysis that the user has evaluated in the
past [10]. On the other hand, based on the assumption that
users with similar past behaviors have similar interests, a
collaborative filtering system recommends items that are
liked by other users with similar interests. Both types of
systems have inherent strengths and weaknesses. Table 1
presents an overview of the recommendation strategies in a
TEL context. We briefly explain some of the important
research works here.

2.1 Content-Based Filtering

This strategy uses the features of items for recommenda-
tion. As Table 1 indicates, these features may be used by
case-based reasoning (CBR) or data mining techniques for
recommendation. CBR assumes that if a user likes a certain
item, she/he will probably also like similar items. This
approach recommends new but similar items. However,
data mining techniques recommend items based on the
matching of their attributes to the user profile. CBR
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mechanisms have to evaluate all the cases in the case base to

retrieve those most similar case(s), which makes their

efficiency strongly and negatively related to the size of the

applicable case base [11]. The performances of CBR

mechanisms are closely related to the case representation

and indexing approach, so their superior performances are

unstable and cannot be guaranteed. Semantic and multi-

criteria recommender systems also consider attributes of

items. Semantic recommender systems, instead of using

syntactic matching techniques, use inference techniques

borrowed from the Semantic Web. This approach uses

reasoning about the semantics of items and user preferences

to discover complex associations between them [12]. Rating

systems can model a user’s utility for a given item with the

user’s ratings for each individual criterion [13]. Since

more people will lurk in a virtual community than will

participate, they usually do not spend time to rate based on

each individual criterion in multicriteria recommenders.

Khribi et al. [14] used learners’ recent navigation histories,

similarities, and dissimilarities among the contents of the

learning resources for online automatic recommendations.
In fact, the existing metrics in content-based filtering

only detect the similarity between items that share the same
attributes. Indeed, the basic process performed by a
content-based recommender consists of matching up the
attributes of a user profile in which preferences and
interests are stored with the attributes of a content object
(item) to recommend to the user new interesting items [10].
This causes overspecialized recommendations that only
include items very similar to those the user already knows.
To avoid the overspecialization of content-based methods,
researchers proposed new personalization strategies, such
as collaborative filtering and hybrid approaches mixing
both techniques.

2.2 Collaborative Filtering

Collaborative filtering is regarded as one of the important
and useful strategies in recommender systems [15]. CF
approaches used in e-learning environments focus on the
correlations among users having similar interests and can
be divided into three categories that are shown in Table 1.
Neighbor-based CF finds similar items or users based on
rating data and predicts ratings using the weighted average
of similar users or items. Model-based techniques predict
the ratings of a user by learning from complex patterns
based on the training data (rating matrix). In the demo-
graphics approach, users with similar attributes are
matched; then, this method recommends items that are
preferred by similar users.

The collaborative e-learning field is strongly growing
[16], [17], converting this area into an important receiver of
applications and generating numerous research papers.

One of the first attempts to develop a collaborative
filtering system for learning resources was the Altered
Vista system [18]. The proposed system collects user-
provided evaluations from learning resources and then
propagates them into the form of word-of-mouth recom-
mendations about the qualities of the resources. Lemire
et al. [19] proposed a rule-applying collaborative filtering
(RACOFI) composer system. RACOFI combines two
recommendation approaches by integrating a collaborative
filtering engine, which works with ratings that users
provide for learning resources, with an inference rule
engine that is mining association rules between the
learning resources and using them for recommendation.
The questions sharing and interactive assignments (QSIA)
for learning resources sharing, assessing, and recommen-
dation were developed by Rafaeli et al. [20].

Manouselis et al. [21] tried to use a typical neighbor-
hood-based set of CF algorithms to support learning object
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recommendation. Their research considers multidimen-
sional ratings that users provide for learning resources.
According the results of this study, it seems that the
performance of the same algorithms changes depending
on the context where testing takes place.

Since, in an e-learning environment, learning resources
are provided in a variety of multimedia formats, including
text, hypertext, image, video, audio, and slides, it is difficult
to calculate the content similarities of two items [1]. In this
sense, since CF is completely independent of the intrinsic
properties of the items being rated or recommended, we
can use users’ preference information as a good indication
for recommendation in e-learning systems [22]. Regardless
of its success in many application domains, collaborative
filtering has two serious drawbacks.

First, its applicability and quality is limited by the so-
called sparsity problem, which occurs when the available
data are insufficient for identifying similar users. Therefore,
many research works have been run to alleviate the sparsity
problem using data mining techniques. For example,
Romero et al. [23] developed a specific web mining tool
for discovering suitable rules in a recommender engine.
Their objective was to recommend to a student the most
appropriate links/webpages to visit next.

Second, it requires knowing many user profiles to
elaborate accurate recommendations for a given user.
Therefore, in some e-learning environments, that number
of learners is low; recommendation results have no
adequate accuracy.

2.3 Hybrids

Combining several recommendation strategies can be
expected to provide better results than either strategy alone
[24]. Most hybrids work by combining several input data
sources or several recommendation strategies. Table 1 lists
some techniques that are used for hybrid recommendation.

Li et al. [25] discovered content-related item sets by CF,
then applied the item sets to sequential pattern mining and
generated sequential pattern recommendations for learners.
Nadolski et al. [26] created a simulation environment for
different combinations of recommendation algorithms in a
hybrid recommender system to compare them against each
other with regard to their impact on learners in informal
learning networks. Tang and McCalla [27] proposed an
evolving e-learning system, open to new learning resources
that may be found online, which includes a hybrid
recommendation service. A learning object recommenda-
tion model (LORM) was proposed by Tsai et al. [28] which
also follows a hybrid recommendation algorithmic ap-
proach and describes resources using multiple attributes,
but has not yet been reported to be implemented in an
actual system.

An appropriate recommendation technique must be
chosen according to pedagogical reasons. These pedagogical
reasons are derived from specific demands of lifelong
learning [29]. Therefore, some recommendation techniques
are more suitable for specific demands of lifelong learning
than others. One way to implement pedagogical decisions
into a recommender system is to use a variety of recom-
mendation techniques in a recommendation strategy. This
paper uses two recommendation techniques based on
explicit and implicit attributes of learners and resources.

3 EXPLICIT AND IMPLICIT ATTRIBUTES

The most important task of a recommendation system is
modeling the user’s preferences and computing the appro-
priateness degree of items for a target user. There are various
preference elicitation methods employed in current decision
support systems. Since the traditional methods are too time
consuming and tedious, computer-aided decision support
systems have appeared to simplify the task by making the
assumption of additive preferential independence.

To improve the accuracy of preferences elicited as well
as to save the decision maker’s effort, another research
branch on preference elicitation has aimed at releasing all
assumptions on preference structure by matching a new
user’s preferences to other users’ preference models.
Collaborative filtering is also based on a similar idea, but
the preferences matched are item ratings provided by
different users [34]. Currently, the CF method uses a rating
matrix that is the result of interaction between users and
items. Each cell of this matrix can be illustrated as a triple
data set H ¼ fUi; Ij; Rj

ig, which represents a user’s histor-
ical preferences, where Rj

i is a user preference. These
algorithms assume that user ratings of items are deter-
mined by the attributes of user and item corporately. In
other words, if two items have similar attributes, users
would be likely to rate them similarly. On the other hand, if
two users have similar attributes, they are more likely to
choose the same items. In this research, we use this
reasonable assumption for the recommendation process.

Since ratings depend on the needs and attributes of
learners and also the attributes of resources, the rating
prediction function could be denoted as � ¼ fM;Ui; Ijg,
where M is a prediction model learned from the
historical rating data H, and Ui ¼ ðwi1; wi2; . . . ; wipÞ and Ij ¼
ðei1; ei2; . . . ; eiqÞ are attribute weights of learner i and
resource j, respectively. Based on this view, the objective
of the recommender system problem is to find a fitting
relationship between the space attributes of learners and
resources to generate an appropriate recommendation.
Unfortunately, in most cases, we cannot use the mentioned
model because the selection of all suitable attributes for a
learner and a resource is an almost impossible mission. Even
if the attribute set is chosen, it is nearly impossible to collect
the corresponding data because some data involves the
privacy of people and some attributes cannot be described
and coded formally. This leads to low prediction accuracy
because it is only based on limited observed attributes [35].

However, we can use historical rating data in a user-item
matrix for discovering some valuable implicit attributes,
which are reflected characteristics of the learning resource
and learner. The prediction models built based on observed
attributes plus latent (implicit) attributes should have
relatively higher prediction accuracy. In this research,
matrix factorization (MF) is used for implicit attribute
extraction. However, a GA is used to generate the initial
solution of matrix factorization.

Let UI
i and IIj denote the implicit attributes space for

users and items, respectively. Let vector UI
i ¼ ðwIi1; wIi2; . . . ;

wIiKÞ and IIj ¼ ðeIi1; eIi2; . . . ; eIiKÞ represent the user i and
item j implicit attributes’ weights, respectively. The predic-
tion function could be denoted as ’0 ¼ ðM;Ui; Ij; U

I
i ; I

I
j Þ and
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the historical rating data could be converted to H 0 ¼
fðUi; Ij; UI

i ; I
I
j ; R

j
iÞg. This research uses nearest neighbor-

hood as a prediction model and also uses a GA to discover
implicit attributes.

4 METHODOLOGY

The proposed framework shown in Fig. 1 is composed of
two main modules. In the explicit attribute-based (EAB)
module, using server usage logs of learners and ratings,
LPT is built for each learner. Then, according to the defined
similarity between LPTs, ratings are predicted. In the
implicit attribute-based (IAB) module, the weights of
implicit attributes for each learner are calculated using a
GA and MF. The proposed GA can calculate the interest of a
learner for each attribute of the learning resources.

4.1 Explicit Attribute-Based Module

The idea of using LPT to model the explicit interest of a
learner is useful because this approach can reflect learners’
complete spectrum of interests and can take into account
resources’ multidimensional attributes and learners’ rating
information simultaneously. This approach traces learner
preferences and can adapt recommendation results based
on changes in learner behavior. This tracing is performed
based on changes in the ratings of learners for multi-
dimensional attributes of resources.

4.1.1 Interest Learner Modeling

We can consider some attributes for each learning resource,
for example, a subject that has some value such as
literature or mathematics. In addition, since a learner’s
ratings for accessed resources that have certain explicit
attributes indicates the importance of these attributes to the
learner, they can be considered as base for weighting
explicit attributes for the learner. Therefore, the resource

attributes’ description model can be defined as a vector
C ¼ <ðA1; AW1Þ; ðA1; AW2Þ; . . . ; ðA1; AWmÞ>, where At de-
notes the tth dimensional attribute’s name of the resource,
AWt denotes the relevant weight value, AW1 � AW2 �
� � � � AWm, and

Pm
t¼1 AWt ¼ 1. Based on this description

model, the attributes of a certain resource Rj can be
defined as Rj ¼ ðKA1; KA2; . . . ; AKmÞ, where KAt denotes
the tth dimension attribute’s keyword of resource Rj. To
further clarify the explicit-based module, we use a running
example in this section. In this research, we consider

C ¼ ½ðPrimary subject; 0:4Þ; ðSecondary subject; 0:25Þ;
ðEducation level; 0:2Þ; ðPublisher; 0:15Þ�:

After registering each resource in the system, the system
developer must determine its attribute’s keywords, such as

R6 ¼ ðMathematic; statstic; PhD; TU=eÞ:

This research introduces a multidimensional attribute-
based framework for recommendation that involves the
explicit attributes of resources in the recommendation
process; however, the selection of appropriate attributes
may vary in the different systems. Relevant attributes of
learning resources, including type of object, author, owner,
terms of distribution, format, and pedagogical attributes,
such as teaching or interaction style, could be selected. In
this research, according to simplicity and usefulness, we
selected four attributes including: primary subject, second-
ary subject, education level (Bachelor’s Degree (B.D.),
Master’s Degree (M.D.), PhD Degree (PhD.D.)), and pub-
lisher of the resource. The most important attributes of a
learning resource for the interest modeling of learners are
the primary subject and secondary subject; therefore, in this
research, we use a weighting approach that allocates a
higher weight for the primary subject and secondary subject
and a lower weight for other attributes.

LPT is introduced to combine the multidimensional
attributes of accessed resources and the learner’s rating
information for making an information model of the learner’s
preferences. An LPT has a (mþ 1)-level (starting from 0), in
which m denotes the number of attributes of the resource. In
this tree, the leaf node that represents an accessed resource of
the learner is defined as LPTleaf ¼ fRID;RRg, where RID
denotes the accessed resource ID of the learner and RR
denotes the rating the learner gave to the resource (ratings
are between 1 and 5). The nonleaf node can be defined as
LPTnonleaf ¼ fKA;RR; levelg, where KA is the keyword of
the levelth attribute of the resource and level denotes the layer
number of this node. A typical LPT that has four levels
(corresponding with the four attributes of the resource) is
shown in Fig. 2. In this tree, each accessed resource
corresponds to a unique path from the root to the relevant
leaf node, and the keywords of all nodes located in this path
correspond to the relevant keywords of the resource’s
attributes. The corresponding route of R6 has been high-
lighted in red.

As we can see in Fig. 2, the RR of nonleaf node k is
defined as the mean of RR values of all leaf nodes that
belong to ks subtree. For example, for the information
technology node in the first level, we have 2 ¼ ð3þ 1Þ=2.
Using this definition, the tree can transfer preferences of the
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learner from accessed resources to the highest level of
attributes and indicate the importance of each attribute for
the learner.

The system updates LPTs using the following strategy:

1. Search the keywords of the latest accessed resource
attributes in the LPT from top to bottom. If the
keywords of the ith attribute cannot be matched, the
m� iþ 1 nodes with latter m� iþ 1 attribute key-
words of the resource will be created.

2. Add a leaf node for the latest accessed resource in
level mþ 1 at the proper position.

3. Calculate RR of the new node’s all predecessors.

If learner Ua visits R3 ¼ ðMathematic; probability; B:D;
UT Þ, to update the tree in Fig. 2, search the “Mathematic”
keyword at the first level. Since there is this keyword at the
first level of the tree, it is matched. Then, search the
“probability” keyword at the second level. As you can see,
we do not have a match event at this level; therefore, we add
the remaining nodes with their attributes’ keywords to the
next levels. R3 is also added to level mþ 1, and then, the RR
of the mathematic keyword is updated (changed from 3 to 4).

4.1.2 Rating Prediction

As a logical assumption, two learners with similar
attribute keywords in their LPTs can be considered similar
neighbors. Based on this assumption, we can solve the

sparsity problem. To define the similarity degree, two
rules are implemented:

1. The more similar the attributes of learner Ua and
learner Ub’s accessed resources, the larger the
similarity between them.

2. The more similar the rating data of learner Ua and
learner Ub, the larger the similarity between them.

Therefore, the similarity degree between two learners can
be calculated based on the attributes’ intersection subtree
(AIS) between two relevant LPTs. The AIS between learner
Ua and Ub, AISðUa; UbÞ, is defined as the maximum
connected intersection between LPTa and LPTb with the
same node’s keyword. We generated the AIS between Ua
and Ub, shown in Fig. 3. The AIS is generated as follows: The
traversing process is started on the most left nodes of LPTa
and LPTb. If the attributes’ keywords of two trees are the
same, then the two trees are matched at this level. At this
time, a new node will be added into the proper position in
the AIS. Then, the traversing process is continued from the
most left node of the immediate successors. If the attributes’
keywords of two trees are different, the process is continued
from the right node, and if we reach the bottom of the tree,
then we backtrack to the last matching node between the
two LPTs and continue the process from the right node. This
process is continued until all nodes are traversed.

Fig. 3 shows how we can obtain AISðUa; UbÞ. To predict
ratings for learners, we calculate the EAB similarity
between two learners that reflects the similarity between
them based on explicit attributes. Therefore, inspired from
cosines similarity [38], this similarity can be defined by (1).

simEABðUa; UbÞ

¼
X

i2AISðUa;UbÞ
AWi:RRi:levelðUaÞ:RRi:levelðUbÞ

0
@

1
A,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i2LPT ðUaÞ

AWi:RRi:levelðUaÞ2
s0@

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i2LPT ðUbÞ

AWi:RRi:levelðUbÞ2
s 1

A;

ð1Þ
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simEABðUa; UbÞ
¼ hð0:4� 3:5� 2:75þ 0:25� 4� 2:5þ 0:2� 4� 2:5Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:4� 3:52 þ 0:25� 42 þ 0:2� 42

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:4� 2:752 þ 0:25� 2:52 þ 0:2� 2:52

p
� 0:411;

where RRi:levelðUaÞ indicates the rating of user Ua at level i
of LPTa, corresponding with level i in the AIS. We used this
similarity for our example between Ua and Ub. The result
has been shown above.

The predicated rating of learning resource i by Ua using
the explicit attribute-based method, Pi

EBA:Ua
, is obtained

by the rating of Ua neighborhood, NEBAðUaÞ, which rated i
before. The computation formula is as follows:

Pi
EBA:Ua

¼ RUa þ
P

j2NEBAðUaÞ simEBAðUa; UjÞ �
�
Ri
Uj
�RUj

�
P

j2NEBAðUaÞ simEBAðUa; UjÞ
;

ð2Þ

where RUa and RUj denote the rating average of learning
resources rated by active learners Ua and Uj, respectively,
and simEABðUa; UbÞ is the similarity between active learners
Ua and Uj , which is a member of NEABðUaÞ. However, if a
learner does not have enough similar learners, traditional
algorithms will generate a lot of dissimilar learners which
will definitely decrease the prediction accuracy of the active
learner. Thus, to enhance the efficiency of the calculation,
the neighborhood set should be preliminarily filtered via
setting a similarity matching threshold � . The two learners
are effectively similar neighbors only if the similarity
between them is at least � . Therefore, the top k learners,
which have the largest k similarity between them and Ua
and meanwhile satisfy the effective requirement, are
defined as Ua’s neighbors. After rating prediction, we rank
resources according to their ratings and recommend the
top N resources to the active learner. In our example, if we
consider Ub and Uc (we assume simEABðUa; UcÞ ¼ 0:380;
RUc ¼ 3:80; R7

Uc
¼ 3) as neighbors of Ua, the predicted rating

for R7 will be

P 7
EBA:Ua

¼ 3:167þ 0:411� ð3� 2:667Þ þ 0:38� ð3� 3:8Þ
0:411þ 0:38

¼ 2:92:

4.2 Implicit Attribute-Based Module

The time complexity of executing the collaborative filtering
algorithm grows linearly with the number of items and the
number of users. Therefore, if the number of users and
resources grows tremendously for learning environments,
recommendation algorithms will suffer serious scalability
problems, with computational resources going beyond
practical or acceptable levels [38]. In general, GAs are
believed to be effective on NP-complete global optimization
problems, and they can provide good near-optimal solutions
in reasonable time. Therefore, this research uses a GA for
optimization of implicit attributes’ weight.

4.2.1 Implicit Attribute Optimization

In the attribute space, different people may place different
emphases on interrelated attributes. The goal of a GA is
to find the relationship between the overall rating and

the underlying attributes’ rating for each learner. More
specifically, given the rating data of a learner, a GA
computes his/her preference model in terms of the implicit
attributes’ weight. Truly, we use a GA as a supervised
learning task whose fitness function is the mean absolute
error (MAE) of the RS.

Coding strategy. The chromosome scheme shown in Fig. 4

represents the implicit attributes’ weights for users and

items, whereUI
i ¼ ðwIi1 ; w

I
i2
; . . . ; wIiKÞ and IIj ¼ ðeIj1 ; e

I
j2
; . . . ; eI

jK
Þ

indicate the implicit attributes’ weight vector for user i and

item j, respectively, and where K is the number of attributes

and
PK

j¼1 e
I
ij ¼ 1,

PK
j¼1 w

I
ij ¼ 1. Each chromosome has N þ

M rows corresponding with N users and M items, and also

has K � 10 columns corresponding with K implicit attri-

butes. Each attribute weight is coded in the form of a binary

string. Since the value of the weight is continuous and also

between 0 to 1, to express them with 1/1,000th precision,

10 binary bits are used for each attribute weight because

512 ¼ 29 < 1;000 < 210 ¼ 1;024. Therefore, the length of the

chromosome will be �10. These 10-bit binary numbers are

transformed into decimal floating numbers, ranging from 0

to 1 by applying the following equation:

x0 ¼ x

210 � 1
; ð3Þ

where x is the decimal number of the binary code for each
attribute’s weight. For example, the binary code for the
weight of the first feature of user 1 in Fig. 4 is ð1110000100Þ2.
The decimal value of it is ð900Þ10 and it is interpreted as

x0 ¼ 900

210 � 1
¼ 0:8797653 � 0:880:

Fitness function. Two matrixes, WU ¼ ðwI1; wI2; . . . ; wINÞ
and WI ¼ ðII1 ; II2 ; . . . ; IIMÞ that indicate the implicit attri-
butes’ weight vectors for N users and M items, respec-
tively, become the optimizing targets. Their initial solution
could be some random values. The fitness function will be
the MAE of the RS (indeed we only use the training rating
since we are trying to find two optimal latent attributes’
weight matrixes) for particular matrixes, WU and WI . The
MAE is obtained by comparing the real ratings with the
predicted ratings made based on two matrixes. To calculate
the MAE of the RS for particular matrixes, WU and WI ,
which have been generated in one of the generations of GA,
we use the following equation:

fitness ¼
XN
i¼1

XM i

j¼1

XK
k¼1

wik:ejk �Rj
i

�����
�����; ð4Þ
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Fig. 4. Representation of implicit attributes’ weight vectors in a
chromosome.



where Rj
i is real rating of item j by user i, wik and ejk are the

weight of attribute k for user i and item j, respectively, and
Mi is the number of rated items by user i. It must be noted
that, since we only use the training rating in the learning
stage of the model, some rated items by each user are
selected as the training set and the remaining rated items
are considered the test set. When the fitness is lower, the
rating prediction accuracy will be higher.

Selection. A probabilistic selection is performed based on
the individual’s fitness such that the better individuals have
an increased chance of being selected. Therefore, the
selection probability for each string is calculated by

pc ¼ 1� fitnesscPPS
C¼1fitnessC

; ð5Þ

where fitnessc denotes the value of the fitness function for
chromosome c, PS is number of individuals in the
population or population size, and pc denotes the selection
probability for chromosome c. Since the sum of the fitness in
a population is constant, an individual with lower fitness
(higher prediction accuracy) has a larger probability to be
chosen. We find that the universal sampling method
scheme yields a good individual to be selected for
reproduction of the next population.

Crossover and mutation. This study performs crossover
using a uniform crossover routine. The uniform crossover
routine uses a fixed mixing ratio between two parents.
Single-point and two-point crossover methods may bias the
search with the irrelevant position of the attributes.
However, the uniform crossover method is considered
better at preserving the schema and can generate any
schema from the two parents. A single-point mutation
technique is used to introduce diversity.

4.2.2 Rating Prediction

After the implicit attributes’ weight optimization, the
similarity between learners using the IAB method can be
calculated by the following formula, which is a cosine
similarity [36]:

simIABðUa; UbÞ ¼
PK

i¼1 wai:waiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
i¼1 w

2
ai

q
:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

i¼1 w
2
bi

q : ð6Þ

To clarify our approach and run our example, we assume
that Table 2 indicates the optimized implicit attributes’
weight by GA for Ua and Ub. Therefore, the implicit
attribute-based similarity between Ua and Ub is as follows:

simIABðUa; UbÞ ¼
0:38� 0:42þ 0:23� 0:2þ 0:13� 0:117ffiffiffiffiffiffiffiffiffiffiffi

0:282
p

�
ffiffiffiffiffiffiffiffiffiffiffi
0:268
p ;

simIABðUa; UbÞ ¼ 0:803:

The predicted rating of learning resource i by Ua using
the implicit attribute-based method is Pi

IAB:Ua
, which is

obtained by the rating of Ua neighborhood NIBAðUaÞ, which
has rated i before. The computation formula is as follows:

Pi
IBA:Ua

¼ RUa þ
P

j2NIBAðUaÞ simIBAðUa; UjÞ � ðRi
Uj
�RUjÞP

j2NIBAðUaÞ simEBAðUa; UjÞ
;

ð7Þ

where �RUa and �RUj denote the average rating of learning
resources rated by active learners Ua and Uj, respectively,
and simIBAðUa; UjÞ is the similarity between active learners
Ua and Uj, which are members of NIBAðUaÞ. In this module,
neighbors are determined similarly to the explicit-based
attribute module. After rating prediction, we rank resources
according to their ratings and recommend the top N
resources to active learners.

In our example, similar to the explicit attribute-
based method, if we consider Ub and Uc (we assume
simIABðUa; UcÞ ¼ 0:530) as neighbors of Ua, the predicted
rating for R7 will be

P 7
IBA:Ua

¼ 3:167þ 0:803�ð3� 2:667Þþ 0:40�ð3� 3:8Þ
0:803þ 0:40

¼ 3:19:

4.3 Recommendation

We proposed two methods for learning resource recom-
mendation: explicit attribute-based collaborative filtering
(EAB-CF) and implicit attribute-based collaborative filtering
(IAB-CF). To improve the quality of recommendations, we
create a hybrid of two methods by the weighted combina-
tion method. A linear combination of EAB-CF and IAB-CF
is used for recommendation (EB-IB-CF). Therefore, for
rating prediction, the following formula is used:

Pi
Ua
¼ �:P i

IBA:Ua
þ ð1� �Þ:P i

EBA:Ua
; ð8Þ

where Pi
Ua

denotes final predicted rate for learning resource
i by Ua. For our example, we have (we assume � ¼ 0:7):

P 7
Ua
¼ 0:7:P 7

IBA:Ua
þ 0:3:P 7

EBA:Ua
� 3:11:

Finally, the top N learning resources with the higher
predicted rate are considered as the recommendation results.

5 EXPERIMENTS

We have conducted a set of experiments to set parameters
and examine the effectiveness of our proposed recom-
mendation approach in terms of recommendation accu-
racy and quality.

5.1 Simulation Environment and Data Set

Finding appropriate data sets for experimentation can be a
challenging task in TEL, as there are various sources of data
that have not been identified and documented exhaustively.
This research uses a real-world data set in its experiment. The
MACE1 data set is a Pan-European initiative to interconnect
and disseminate digital information about architecture used
for experiments. This data set was issued the from MACE
project that was done from September 2006 to September
2010. MACE enables architecture students to search through
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and find learning resources that are appropriate for their
context. This data set contain 1,148 learners and 12,000
resources. These objects hold together about 47,000 tags,
12,000 classifications terms, and 19,000 competency values.
Tags were assigned by logged-in users and the classification
and competency terms were assigned by domain experts.

Most user actions within the MACE portal were logged,
including search activities using faceted search, social tags,
geographical locations, classifications and/or competencies,
accessing learning resources, downloading resources, social
tagging (including the options to add a tag, add a comment,
and add a rating), and accessing user pages. The time of
each user activity was recorded. In addition to explicit
rating feedback, access time, downloads, tags, and com-
ments provide useful implicit indications that can be used
to gain knowledge about user interests.

Data sets that can be used by the new proposed algorithms
must include some features about learners, their action types,
learning resources, and also some features about the context
of learning and results [37]. Learners must log-in, search
appropriate learning resources, and also rate them. Our
approach does not use special information about learners,
but it uses available attributes from learning materials. The
presented framework in this research can use different
attributes for learning resources based on simplicity and
usefulness. Therefore, according to our data set, the relevant
attributes of learning resources (including the type of object,
author, owner, terms of distribution, format, and pedagogi-
cal attributes, such as teaching or interaction style), can be
used. It must be noted that some data sets do not have explicit
relevance indicators in the form of ratings that are relevant
for research on recommendation algorithms for learning.

5.2 Evaluation Metrics

In this paper, the evaluation metrics of recommendation
algorithms are divided into three categories.

Decision support accuracy metrics assume the prediction
process as a binary operation; either items are predicted
(good) or not (bad). Precision and recall are the most
popular metrics in this category. When referring to
recommender systems, recall and precision can be defined
as follows:

Recall ¼ tp

tpþ fp ; ð9Þ

Precision ¼ tp

tpþ fn ; ð10Þ

where tp stands for true positive, fp stands for false
positive, and fn stands for false negative. The threshold for
determining a true positive is set to 3.5, meaning that if an
item is rated 3.5 or higher, it is considered to be accepted by
the user.

Since increasing the size of the recommendation set leads
to an increase in recall, but at the same time a decrease in
precision, we can use the F1 measure [38], which is a well-
known combination metric, with the following formula:

F1 ¼ 2:
Precision � Recall

PrecisionþRecall
: ð11Þ

The other metrics that we use are predictive accuracy
metrics. These statistical metrics measure how close
the recommender system’s predicted ratings are to the true
user ratings. In this category, MAE is used with following
formula:

MAE ¼
Pi¼S

i¼1 Ri � Pij j
Sj j ; ð12Þ

where Pi is the predicted rating for resource i, Ri is the
learner given rating for resource i, and S is the total number
of the pair ratings Pi and Ri.

Since most recommendation algorithms have been
developed based on accuracy measures, the recommenda-
tion lists produced by them contain similar items. Going to
Amazon.com for a book by Isaac Asimov, for example, will
give you a recommendation list full of his other books. In
this case, the Item-Item collaborative filtering algorithm can
trap users in a “similarity hole,” only giving exceptionally
similar recommendations. Since accuracy metrics are de-
signed to judge the accuracy of individual item predictions,
they cannot see this problem.

The recommendation list should be judged for its
usefulness as a complete entity, not just as a collection of
individual items. Therefore, in this research, we introduce a
new measure to compute the similarity between recom-
mended items in the recommendation list. The lower the
similarity between the items in the recommendation list, the
more diversity there is between them. An intra-list
similarity metric (ISM) [39] is defined as follows:

ISMðListÞ ¼
P

Ri2list
P

Rj2list;i 6¼j fðRi;RjÞ
#List

2

� � ; ð13Þ

where

fðRi;RjÞ ¼
matðRi;RjÞ

m
; ð14Þ

where the mat function indicates the number of matched
attributes (similar attributes) between resource Ri and Rj,
and, as it was said before, m is number of explicit
attributes for resources. Higher similarity denotes lower
diversity. This measure is used to evaluate the quality of
recommendations.

5.3 Performance Evaluation

In this section, the proposed recommendation approaches
are compared with a content-based recommendation algo-
rithm [36], collaborative-based recommendation algorithm
[40], and hybrid recommendation algorithm [41]. A content-
based recommendation algorithm extends the state-of-the-
art in recommender systems by using multiple TF-IDF
vectors to keep track of user interests in different domains.
This approach uses the feature of resources in the
recommendation process. A collaborative-based recommen-
dation algorithm does not use multidimensional attributes
of resources. This algorithm is based on the memory-based
CF to extend the state-of-the-art in two ways. First, it uses
the enhanced Pearson correlation coefficient (PCC) algo-
rithm to add one parameter which overcomes the potential
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decrease of accuracy when computing the similarity of
users or items. Second, it uses an effective missing data
prediction algorithm, in which information about both
users and items is taken into account. While both content-
based and collaborative filtering methods have their own
advantages, individually, they fail to provide good recom-
mendations in many situations. The hybrid recommenda-
tion algorithm used in this research applies an effective
framework for combining content and collaboration. It uses
a content-based predictor to enhance existing user data and
then provides personalized suggestions through collabora-
tive filtering.

To increase the number of records in a test set as much as
possible, so as to eliminate the effect of an accidental factor,
the top 60 percent of the access records for each learner in an
ordered data set are used as the training set and the remaining
40 percent of the access records are used as the test set.

In relevant input parameters, l denotes the number of
recommendation resources and p denotes the number of
participating users that are selected from the data set to
build the simulation data set. We select only users that have
rated at least 30 items in the data set. #NEAB and #NLAB

denote the number of neighborhoods in the explicit and
implicit attribute-based recommendation module, respec-
tively. The value ranges of #NEAB, #NLAB, l, and p are set
in Table 3.

5.3.1 Parameter Setting

First, we analyze how some parameters affect the recom-
mendation performance of the proposed algorithms. The
goal of the following experiments is to determine the values
of these parameters (as different data sets may correspond
to different optimal values of these parameters). For the GA
search, we examine the impacts of various combinations of
crossover rate and mutation rate on the precision of the
implicit attribute-based approach. According to the experi-
ments, a crossover rate = 0.8 and a crossover rate = 0.15 give
favorable results for our problem.

To compare the effect of changing the initial size of the
population on the GA efficiency and results while l ¼ 20,
p ¼ 200, NIAB ¼ 15, and K ¼ 8, an experiment was set up.
Generated numbers were chosen from 0 (initial generated
data without running the algorithm) to 800 generations with
a step size of 50 generations. The algorithm has been run
50 times for each population size and each generation value.
Fig. 5a shows the results. The figure only compares the
average of the best found solutions (in population). The
results show that a higher population size provides a higher
diversity and, as a result, converges to better solutions

sooner than smaller population sizes. On the other hand, a

higher population size needs more time for the algorithm to

run. In this experiment, a population size of 20 lost diversity

before reaching an acceptable solution. However, a popula-

tion size of 200 does not provide much benefit over the

population size of 100. We will therefore use a population

size of 100 in four experiments. The GA stops when there is

an individual in the population with a fitness value lower

than a constant �. We use � ¼ 1:5. We have used this value

according to the optimal values found in our experiments.
Fig. 5b shows the results obtained for the implicit

attribute-based approach with a different number of

implicit attributes while l ¼ 20, p ¼ 200, and NIAB ¼ 15. It

can be seen that the performance improves steadily with the

number of attributes increasing. To have good efficiency in

the computation, we set K ¼ 8.
Fig. 5c shows the impact of � on the F1 of EB-IB-CF,

while l ¼ 20, p ¼ 200, #NIAB ¼ #NIAB ¼ 15, and K ¼ 8. It
indicates that taking into consideration a combination of
EAB-CF and IAB-CF to predict ratings will play a positive
role in the recommendation process, but � does not
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acknowledge the “larger the better” rule. The best precision
can be obtained with � ¼ 0:7.

5.3.2 Performance Comparison

Fig. 6a compares the proposed recommendation algorithms

with three traditional algorithms according to the number of

similar neighbors while l ¼ 20, K ¼ 8, and p ¼ 250. As the

number of similar neighbors increases, the F1 of each

algorithm increases, except for the content-based algorithm.

When this number is increased to a certain point, the

precision of each algorithm begins to decrease. The reason is

that, with an increasing number of neighbors to a certain

point, several dissimilar users may be denoted as similar

users by the collaborative-based algorithm; therefore, the

corresponding recommendation accuracy will decrease. For

the hybrid algorithm, which also considers the content-

based mechanism, there is less performance degradation.

However, our proposed methods will set a threshold for the

similar users calculation process to guarantee their quality.

Meanwhile, the resources’ attributes are taken into account

based on the traditional collaborative-based mechanism.

Therefore, they can effectively find similar users more

accurately with only a little performance degradation.
Fig. 6b compares algorithms with respect to the number

of recommendation resources while #NIAB ¼ #NIAB ¼ 15,

K ¼ 8, and p ¼ 250. As l increases, the F1 of each algorithm

decreases. Moreover, EB-IB-CF always produces better

performance than any other algorithm, especially when l

is small. This is because the proposed method makes good

use of the advantages of the content-based and collabora-

tive-based recommendation mechanism while integrating

three kinds of information—multidimensional attributes of

a resource, users’ ratings, and implicit attributes—hence,

the actual preferences and interests of users are reflected
accurately.

Statistical performance analysis. To evaluate our proposed
method, we implemented some statistical tests and compared
the EAB-CF and EB-IB-CF algorithms with the best results
from the traditional algorithms (the result of the hybrid
algorithm) using the original educational data on MSE.

The results are shown in Tables 4 and 5, along with
indications of statistical significance. The P-value indicates
the strength of significance as measured by a large-sample-
paired hypothesis test. With the exception of one data point
(for l ¼ 10) in Table 4, there is no statistical difference
between EAB-CF and the hybrid algorithm. But as Table 5
indicates, EB-IB-CF performs significantly better than the
hybrid algorithm.

Performance evaluation under the sparsity problem. To
evaluate our proposed approach for sparsity data, we
change the minimum number of ratings required for test
users from 25 to 70 and compare the results of EB-IB-CF
with the traditional algorithms. As Fig. 7a shows, with
increasing sparsity in the data or decreasing the value of the
minimum numbers of ratings required for test users, the
performance superiority of EB-IB-CF increases.

Performance evaluation under the diversity problem. As
shown in Fig. 7b, the proposed algorithm has lower ISM
than any other algorithms, which means higher diversity. By
increasing the number of recommendations, diversity
decreases for all algorithms. This result proves improvement
in the quality of recommendations by the proposed method.
Content-based filtering has the lowest diversity, and
diversity in collaborative and hybrid recommendations is
approximately equal.

This approach can calculate similarity based on partial
matching between the attributes of visited resources by
users, and it is not necessary to have an exact matching
between their attributes. This property can diversify the
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Fig. 6. (a) Comparison of different algorithms with respect to the number
of neighbors. (b) Comparison of different algorithms with respect to the
number of recommendations.

TABLE 4
Result of the Comparison Statistical Tests

between the EAB-CF and Hybrid Algorithms

TABLE 5
Result of the Comparison Statistical Tests

between the EA-IB-CF and Hybrid Algorithms



recommendation list because it allows establishing corre-
spondences between the user preferences and other items
appealing to him/her that do not necessarily share the
same attributes.

Performance evaluation under the cold-start problem. To test
the proposed method for the new item cold-start problem,
we selected 500 random samples of item/user pairs from
the test set. To make a prediction for a target item, we kept
the number of users in the training set who have rated
target items 1, 2, 5, and 10 and considered the correspond-
ing MAE from MAE1, MAE2, MAE5, and MAE10.
According to Table 6, the proposed method works well in
the new item cold-start problem, as it does not solely
depend on the number of users who have rated the target
item for finding similarity.

Like the new user cold-start problem, we selected
500 random samples of item/user pairs from the test set.
To make a prediction for a target user, we considered the
number of rated items by the target user in training sets 5, 10,
and 20. Then, we calculated the corresponding MAE using
different algorithms. According to Table 7, the proposed
method also works well in the new user cold-start problem.

The proposed algorithms were introduced to address the

drawbacks of recommender systems in TEL. However,

since some drawbacks in RecSys are common, the proposed

new algorithms can be adapted and used in another area.

However, there is a tradeoff between the complexity of

algorithms and the required accuracy in the application

area. Since getting more accuracy in the e-learning area is

more important than the e-commerce area, these new

algorithms that are based on the attributes of learning

resources and learners are more suitable for the learning

environment.

6 CONCLUSION

One of the most important applications of recommendation
systems in an e-learning environment is personalization
and recommendation of learning resources. To address the
sparsity and cold-start problems and have a more diverse
recommendation list for each learner, this paper presents a
novel personalized recommendation framework that uti-
lizes explicit and implicit attributes of resources in the
unified model. The explicit attribute-based recommender
which uses LPTs for modeling the multipreferences of
learners can alleviate the sparsity and cold-start problems
and also generate a more diverse recommendation list than
traditional recommender systems. In addition, the implicit
attribute-based recommender which uses GAs for the
weight optimization of implicit attributes can increase the
accuracy of recommendations. In addition, our approach
considers the knowledge concept in the recommendation
process implicitly. We can infer the knowledge level from
the preferences because the learner preference tree is
formed based on ratings and the behavior of the learner.
Since a learner gives higher ratings to resources that are in
her/his knowledge scope (primary subject and secondary
subject) and also in her/his knowledge level (education
type), the system traces this rating and automatically
recommends appropriate resources based on user knowl-
edge. If a learner gives a higher rating to a special resource
in a certain scope and level of knowledge, it means this
resource can improve her/his knowledge better than other
resources. For example, if a leaner has knowledge in the
applied mathematical area and wants to improve her/his
knowledge and read more resources in the route of
improving knowledge, she/he will give a higher rating to
applied mathematical resources rather than pure mathema-
tical resources; therefore, the system traces this behavior
and automatically recommends appropriate resources.

However, there are some limitations that can determine

some possible directions for further research work:
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First, many systems need to react immediately to online
requirements and make recommendations for all users
regardless of ratings history on visited resources, which
demands a high scalability of a CF system.

Second, there are some access rules for learners that this
research does not use. For example, the learning processes
(resource access processes) usually have some time-depen-
dence relationship, including repeatability and periodicity.
Therefore, the time-dependence relationship between learn-
ing resources in a learning process can reflect a learner’s
resource access latent pattern and preference.

Therefore, for further research, we can implement some
techniques to increase the scalability of systems. For example,
clustering algorithms are good choices that can cluster users
based on their behaviors and address the scalability problem
by seeking users for recommendation within smaller and
highly similar clusters instead of the entire database.

In addition, we can mine learner’s historical access
records for discovering resource access sequential patterns.
Then, using these sequential patterns, we can predict the
most probable resource that a learner will access in the near
future to further improve the quality of recommendations
and solve the new user problem. In addition, the use of real-
coded GAs can be investigated for further research work.
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