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#### Abstract

This paper presents an intelligent tutoring system (ITS) for the learning of arithmetical problem solving. This is based on an analysis of a) the cognitive processes that take place during problem solving; and $b$ ) the usual tasks performed by a human when supervising a student in a one-to-one tutoring situation. The ITS is able to identify the solving strategy that the student is following and offer adaptive feedback that takes into account both the problem's constraints and the decisions previously made by the user. An observational study shows the ITS's accuracy at emulating expert human supervision, and a randomized experiment reveals that the ITS significantly improves students' learning in arithmetical problem solving.
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## 1 InTRODUCTION

THERE are many tasks a teacher has to address when tutoring a student in solving story problems, e.g., check the validity of each solution step, identify the learner's weaknesses, provide explanations and feedback, generate learning sequences, manage time, etc. Although some of these tasks are independent of the rest, the determination of the validity of the student's actions is critical. This is so because the student's errors and difficulties are the basis to determine the student's profile, provide adaptive feedback and remediation, and generate an appropriate sequence of problems. This kind of feedback requires that the tutor be able to identify different ways of solving a given problem, when this is possible.

In fact, the capacity to support multiple solution paths has been claimed as necessary to yield a more effective learning in technological environments [1]. Thus, remediation in word problem solving could be improved by considering the solution scheme that the student is currently following (or has in mind), which can be worked out from his/her previous actions.

Some attempts have been made to build computer systems that facilitate the learning of arithmetical word problem solving (e.g., HERON [2], Story Problem Solver [3], WORDMATH [4], MathCAL [5] and AnimalWatch [6]). These systems emulate some of the tasks that a human tutor carries out to support the students' learning by, for example: 1) providing conceptual schemes that are required
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to interpret problem statements, (e.g., Story Problem Solver, WORDMATH); 2) supervising the validity of the problem solving process (e.g., HERON and MathCAL); or 3) building a student model to provide a problem sequence adapted to his/her characteristics (e.g., AnimalWatch).

The main technical difficulty when building interactive environments for the learning of word problem solving has been to combine the flexibility of supporting all potentially valid user actions with the ability to provide adequate remediation. Usually, system designers have preferred to provide supervision at the expense of restricting potentially valid solution paths. This has been commonly achieved by, e.g., 1) limiting the complexity of the problems; 2 ) breaking the problem down into simpler sequential steps that users necessarily have to follow; and/or 3) using hard coded help and error messages specifically designed for each problem.

By contrast, the design of most of these systems has been mainly focused on the user interface, in an attempt to promote some solver's cognitive processes. For example, HERON or MathCal force students to use tree diagrams to organize the problem solving process, and AnimalWatch attempts to engage students by using a teaching sequence based on narratives about endangered species. However, neither of the three support the possibility that a user starts several simultaneous solution paths.

From a technological and educational point of view, fundamental consequences of these approaches are that they impose important restrictions on the range of problems that can be used, significantly increase the difficulty of dynamically adding new problems, and make it harder to determine an accurate student model.

The necessity of analyzing the human tutoring in order to implement their behaviors in interactive learning environments has been highlighted in several studies [7], [8], [9]. In this paper, we present an intelligent tutoring system (ITS) that is able to supervise a student when solving an arithmetic word problem, without imposing any restriction on the solution path. The system is based on a careful analysis of the usual tasks performed by a human when supervising the student in a one-to-one tutoring situation. This ITS is
able to identify the solution path that the solver is following and provide adaptive remediation by taking into account both the problem's constraints and the decisions previously made by the user while solving the problem. We also describe two experimental studies that support the following hypotheses: (a) expert and novice teachers provide different advices; (b) the aids provided by the ITS are consistent with those offered by expert teachers; (c) the system helps students solve problems that they had not been able to solve previously with paper and pencil; and (d) the ITS contributes to improving the students' capacity of solving word problems in an arithmetical way.

## 2 Theoretical Framework

### 2.1 Arithmetical Problem Solving

From a cognitive perspective, arithmetical problem solving involves an analytical-synthetic process [10]. The purpose of the analytical part is to reduce the problem statement to information of a mathematical kind, where quantities are identified and connected by proceeding from unknown to known ones. During synthesis, the structure generated is used to calculate unknown quantities from other known quantities.

In principle, an ideal arithmetical problem solving can be described in terms of two independent sequential processes: a complete analysis of the problem is done first and then a synthesis is carried out. However, the demand for a complete analysis previous to the synthesis "is difficult for pupils of nine or 10 since it artificially cuts the pupils off from concrete numbers, without giving them a chance to rely on numerical data" [11, p. 63], . Hence, in reality, students alternate between analysis and synthesis, rather than carrying out both processes in a sequential fashion.

As the relations among quantities are rarely offered in an explicit way, the recognition of the situation described in the problem is especially important. This allows the evocation of schemes associated with the particular scenario [3], [12], [13], [14]. For example, a problem in which the present and future ages of a person are mentioned makes the student evoke a scheme that relates these two quantities, e.g., the future age is equal to the current age plus the time elapsed. These schemes allow one to establish relationships among quantities. These relationships may involve quantities mentioned in the statement and others evoked while solving the problem. The identification and use of these schemes requires that they have been previously found in other situations. Moreover, the success at solving a problem depends on the schemes a person can refer to [3]. For this reason, it is usual to use graphical representations to describe situations when a student is initiating at arithmetic word problem solving. This intends to consolidate the relation between certain verbal propositions (or contextual clues) and a scheme. However, as the students make progress and the complexity of the problems increases, this analysis needs to be automated so that schemes can be identified straight away from the text in the statement.

### 2.2 Analytical Reading of a Word Problem

To represent the knowledge about the mathematical structure of a problem we use the idea of an analytical reading
[15], [16], [17]. An analytical reading can be defined as the result of the interpretation of a problem statement by an individual, and includes sufficient declarative knowledge to be able to solve the problem. From an algorithmic point of view, an analytical reading is composed of a set of independent relations among quantities that satisfy the following three conditions: (1) the number of relations is the same as the number of unknown quantities; (2) the unknown quantities include the ones that the problem statement asks for; and (3) all the quantities are necessary to work out the solution to the problem. Different individuals, with different knowledge and/or intentions, may generate different analytical readings. Next, we exemplify the idea of an analytical reading by using the problem Oranges: "We have stored 180 oranges in two baskets of different sizes. In the big basket we have put 30 oranges more than in the other one. How many oranges do we have in each basket?".

A possible solution would start by mentally setting the 30 extra oranges apart; then make an equal sharing to calculate the number of oranges in the small basket; and finally determine the oranges in the big one. This particular solution can be explained by an analytical reading (R1) that reduces the problem to three known and three unknown quantities. Known quantities are: the number of oranges, $N$ (180); the excess of oranges in the big basket, Mbs (30); and the number of baskets, $B(2)$. Unknown quantities are: oranges if we remove the excess, $N r e$; oranges in the big basket, $B b$; and oranges in the small basket, $B s$. These quantities are related by: $N=B b+B s, N=N r e+M b s$ and $N r e=B s \cdot B$.

Although relations have been represented by using algebraic language, this does not imply that the solution be also algebraic. In fact, the above structure of relations among quantities can give raise to an arithmetical solution. To achieve this, it is necessary to find at least one relation with just an unknown quantity. Such relations are called entries. An entry allows the calculation of an unknown quantity by using the values of other already known ones. For example, the relation $N=N r e+M b s$ in R1 is an entry, and allows the calculation of Nre. The use of this relation causes that $N r e=B s \cdot B$ becomes an entry. By repeatedly applying this process, it is possible to determine the quantity (or quantities) asked for in the statement. An analytical reading is said to be arithmetical when all unknown quantities in the problem statement can be calculated by iteratively using entries (see [16], [17], [18]).

It is convenient to point out that this problem has several other analytical readings. In order to make the presentation clearer, we only take into account another arithmetical one. This different analytical reading (R2) for the problem above consists in dividing the oranges into two identical groups, and then mentally transferring half of the excess from one group to the other. This analytical reading implies using three known and four unknown quantities. The known quantities are the same as in R1. The unknown quantities in this case are: oranges in the big basket, $B b$; oranges in the small basket, $B s$; half of the oranges, $N h$; and half of the excess of oranges, $E h$. These quantities would be related by: $N=N h \cdot B, M b s=E h \cdot B$, $B b=N h+E h$ and $N=B b+B s$.

Analytical readings are not necessarily represented in this way at a mental level, but this is a convenient and
schematic representation that is useful to track the students' actions with the ITS, suggest a next suitable step, and provide adaptive remediation.

### 2.3 Human Tutoring of Word Problem Solving

To be able to supervise a student when solving a story problem, a human tutor needs to be able to identify alternative solution paths and determine which one the student is following. This is equivalent to identifying the analytical reading that the student is using and it allows the tutor to detect mistakes, spot unnecessary operations and provide adequate feedback and support. The information required for this task mainly comes from direct observation of the sequence of steps that the learner has already taken.

In principle, a human tutor would consider as incorrect any solution step that does not match a relation in any of the analytical readings he/she is able to generate. This means that, if a tutor is not able to solve a problem in a certain manner, he/she may interpret a right calculation as a wrong step. In the problem above, an inexperienced human tutor may consider the operation 180/2 as incorrect, while it is a right step according to the analytical reading R2. Hence, the ability to identify all potential ways to solve a problem has a large impact on the tutoring quality.

Another important issue is related to the detection of unnecessary operations. An operation is unnecessary when, despite being correct, it does not match a relation in the solution path supposedly followed by the learner. However, apparently unnecessary operations may correspond to a legitimate deviation from the current reasoning. For example, a student may have realized of a fact that allows for a shorter solution, and hence switched to a different analytical reading. A human tutor would judge the convenience of the action by analyzing the advantages and disadvantages of changing reasoning.

Again, feedback quality heavily depends on the tutor's ability to determine the student's intentions, i.e., the particular solution scheme that the student is using. Suggestions that are not consistent with the analytical reading that the learner has in mind can potentially cause confusion, and lead to frustration or conceptual misunderstandings. Moreover, this form of supervision in which the tutor adapts feedback to the student's line of reasoning is a necessary skill. This is so because the initial determination of the student model has to be done with a minimum intrusive intervention, to let the student reveal his/her cognitive tendencies, strengths and weaknesses as a problem solver.

Still, providing aids which do not alter the solution path followed by the student may not always be the best teaching strategy. To make appropriate decisions, the tutor may combine multiple criteria, e.g., the current skills of the student, difficulties previously identified when observing other students' solutions, or the number of operations that would be left under the current and other analytical readings.

## 3 ITS Characteristics

### 3.1 ITS Architecture and Graphical User Interface (GUI) Features

According to [19], model-tracing tutors are recommended when the solutions contain low level information or when
help and / or error management are required during problem solving. Consequently, the ITS follows a model-tracing architecture, and its functioning is supported by both procedural and declarative knowledge.

Declarative knowledge needs to be specified for each problem in XML format. The XML specification contains the quantities and relations that appear in all potential analytical readings for a problem, and a series of descriptions that allow the system to communicate with the student in natural language, e.g., when generating personalized feedback. Optionally, the XML can also include a list of incorrect relations among quantities to help respond to known typical mistakes. These are included as ErroneousPath elements in the XML description. Fig. 1 shows an XML specification for the problem Oranges described in Section 2.2. KnownQuantity and UnknownQuantity elements are used to specify the quantities that may appear in the different analytical readings associated with the problem. All quantities are given a name, which is used to refer to them when stating existing relations among quantities. Analytical readings are represented by using Graph elements. Each Path child element represents a relation among quantities. The attributes type, result and nodes are used to specify the relation. The type of a relation can be either Addition or Multiplication; the value of the attribute result corresponds to the name given to one of the KnownQuantity or UnknownQuantity elements; and the attribute nodes contains a comma separated list with the names of all other quantities that take part in the relation. For example, the first element in the analytical reading R1 represents the relation $N=B b+B s$.

The procedural knowledge, which is needed to supervise the student and decide on the most adequate tutoring actions, is embedded in the program. This independence between procedural and declarative knowledge allows one to add new problems to the system by just providing their corresponding XML specification. There are no limitations regarding the complexity of the arithmetical problems that the system is able to handle, other than the expert's ability to provide a complete XML specification.

When a user selects a problem, the ITS displays the statement and generates a calculator-like component. This component contains a button for each known quantity that appears in any of the available analytical readings. It also includes buttons for the four basic arithmetical operations. Users can only introduce arithmetical expressions by using this calculator. Each time that a new quantity is defined, a new button is created. This allows the user to employ the new quantity to define others. In addition, defined quantities are displayed on a table that includes both their values and descriptions. Descriptions may be introduced by users in the Description input field (see Fig. 2). If the user leaves this field empty, the program automatically extracts the description from the XML definition. The ITS considers that a problem has been solved when the learner has used all the relations, and hence determined all the unknown quantities in one of the analytical readings. When the ITS detects that the student has solved the problem, a final score is calculated and a report is shown. The final score is in the range from 0 to 10, and depends on several factors, such as the number of errors and hints requested or the number of unnecessary quantities that have been calculated. This

```
<?xml version="1.0" encoding="UTF-8"?>
<Wrapper>
<Exercise name="Oranges">
<Text>We have stored }180\mathrm{ oranges in two baskets of different sizes. In the big
basket we have put 30 oranges more than in the other one. How many oranges are
there in each one?</Text>
<KnownQuantity name="N" value="180">
    <Description>NUMBER OF ORANGES</Description>
</KnownQuantity>
<UnKnownQuantity name="Bb">
    <Description>ORANGES IN THE BIG BASKET</Description>
</UnKnownQuantity>
<UnKnownQuantity name="Bs">
    <Description>ORANGES IN THE SMALL BASKET</Description>
</UnKnownQuantity>
<KnownQuantity name="Mbs" value="30">
                            <Description>EXCESS OF ORANGES IN THE BIG BASKET</Description>
</KnownQuantity>
<KnownQuantity name="B" value="2">
    <Description>NUMBER OF BASKETS</Description>
</KnownQuantity>
<UnKnownQuantity name="Nre">
                            <Description>ORANGES IF WE REMOVE EXCESS</Description>
</UnKnownQuantity>
<UnKnownQuantity name="Nh">
    <Description>HALF OF THE ORANGES</Description>
</UnKnownQuantity>
<UnKnownQuantity name="Eh">
    <Description>HALF OF THE EXCESS OF ORANGES</Description>
</UnKnownQuantity>
<Graph name="R1">
    <Path type="Addition" result="N" nodes="Bb,Bs"></Path>
    <Path type="Multiplication" result="Nre" nodes="B,Bs"></Path>
    <Path type="Addition" result="N" nodes="Nre,Mbs"></Path>
</Graph>
<Graph name="R2">
    <Path type="Multiplication" result="N" nodes="Nh,B"></Path>
    <Path type="Multiplication" result="Mbs" nodes="Eh,B"></Path>
    <Path type="Addition" result="Bb" nodes="Nh,Eh"></Path>
    <Path type="Addition" result="N" nodes="Bb,Bs"></Path>
</Graph>
<ErroneousPath type="Addition" result="Bb" nodes="Nh,Mbs" description="As you have divided the total of oranges in two parts, in each part there will be half of the excess of oranges"></ErroneousPath>
```

</Exercise>
Fig. 1. XML for the problem Oranges presented in the text.


Fig. 2. A screenshot of a typical error dialog that includes a pre-defined help message.


Fig. 3. An example of the final report displayed once a problem has been correctly solved, providing performance information.
information is all displayed on the report (see Fig. 3). The final score was introduced in response to the gaming behavior observed in previous experiments as a consequence of students being able to request hints at no expense.

The graphical user interface has been carefully designed to enforce a systematic approach to arithmetical word problem solving. First, it forces users to follow the same sequence of steps as they would do when solving the problem by using paper and pencil. Second, it allows solvers to start a new solution path while still keeping other previous solution lines active. Third, the ITS is powered by a domain-specific inference engine that is able to tutor algebraic problem solving [18], [20]. However, to avoid trial and error or algebraic approaches, the GUI does not offer the possibility to assign a numeric value or a letter to an unknown quantity.

The approach used to process the input allows the system to handle numerical distractors seamlessly. A distractor would cause the creation of a button that represents the given value, but the quantity would not appear as part of a relation in any of the analytical readings. Therefore, any attempt to use the distractor would result in an invalid expression.

### 3.2 ITS Emulation of Human Tutoring

To emulate the behavior of a human tutor, the fundamental actions identified in Section 2.3 need to be appropriately modeled and realized into procedural knowledge that can be incorporated into the system.

To process a user's input, the ITS needs to search for a matching entry in all the analytical readings associated with the problem. This is done in two stages. First, unused relations that contain the same operands as the user's input are identified. Then, the operations and the order of the operands are checked. If at least one matching instance is
found, the ITS marks the relation as used. Then, the unknown quantity in the entry is marked as known and assigned the result of the calculation posed.

When a user's input does not match a relation in any of the analytical readings, the input is assumed incorrect. In this case, the system is able to generate automatic and consistent remediation (see Fig. 2). Feedback messages include a verbal description of the incorrect operation, which explains the lack of consistency of the calculation in the context of the problem. If the mistake matches an ErroneousPath element, the predefined text in the description field is added to the message. For example, the dialog window in Fig. 2 includes the text in the description field of the ErroneousPath element in Fig. 1.

The system is also able to provide hints on demand, according to the solution path that the student is hypothetically following. The criterion used to identify this path is to consider the analytical reading with the highest proportion of relations used. To this end, the system keeps track of which relations have already been used in each analytical reading. In the case of a draw, the analytical reading with the smallest number of unused relations is chosen. Fig. 4 shows an example of a hint message. This example assumes that the student had already calculated Nre, by using a relation that only appears in R1, and $N h$, by using a relation that only appears in R2. The ITS uses the criterion above to determine that R1 is the most likely line of reasoning. The program then looks for an entry in R1 and generates a verbal hint message suggesting an operation using the values 150 (Nre) and 2 (B). This is done by filling a template with the descriptions and values of the known quantities, and the description of the unknown quantity that can be calculated by using the entry.

The criterion we have used tries to respect previous decisions made by the learner. Other criteria would lead


Fig. 4. A screenshot of a typical automatically generated hint provided on a student's request.
to offer more interventionist hints, e.g., conducting the solver to the analytical reading with the lowest number of relations.

## 4 Empirical Study 1: Emulating Human Tutoring

### 4.1 Participants, Material and Procedure

This first empirical study aims to test the hypotheses that there are differences between the hints provided by expert and novice teachers; and that the aids provided by the ITS are consistent with those offered by human experts.

A group of expert teachers and another composed of novice teachers participated in this observational study. Despite that there is no standard criterion to identify teachers with expertise in a mathematical task [21], it is quite common to use measures such as years of experience, personal academic background or educational outcomes of their students as expertise estimators [22]. In our experiment, the group of experts consisted of 19 university lecturers that teach aspects related to the learning of arithmetical problem solving. All of these teachers had from 10 to 30 years of teaching, combining both practical experience and a solid academic background. The group of novices consisted of 56 pre-service teachers, which were coursing a Bachelor degree in Education at a public university in Spain. All subjects in this group had successfully completed a course on teaching arithmetic and problem solving.

Both groups were administered a test composed of eight items. Each item consisted of a word problem statement and a solution fragment, representing an unfinished student solution for the problem at hand. Subjects were given instructions to provide a suggestion for the next operation, by taking into account the calculations already undertaken. They were informed that only arithmetic operations were
allowed and also that suggestions had to be aimed at 1011 years old students.

All problems could be solved by using several different analytical readings. Four solution fragments contained operations from a single analytical reading. These represent cases in which the student is following a consistent solution path. The remainder four solutions contained operations from at least two different analytical readings. These represent real situations in which the solver may have performed unnecessary steps or changed his/her strategy at some point. An illustrative example of each type of situation is provided in Table 1.

Hints provided by all subjects were classified as correct or incorrect. To this end, only answers that did not match a valid relation in any potential solution path were considered incorrect. For example, suggestions to use either $12 \cdot 400=4,800$ or $31-12=19$ as a next step in the first problem in Table 1 would both be considered correct, despite that the former expression is not consistent with the current line of reasoning. In addition, the correct aids provided by experts and novices were compared to the ones offered by the ITS and classified as an agreement when the suggestion was the same as the one that the ITS would have provided.

### 4.2 Analysis of Results

Table 2 shows that all aids provided by the expert group were correct. This is in contrast to the hints provided by novice teachers, which were incorrect in 17.86 percent of the cases. Moreover, correct suggestions made by the expert group were closer to the ones offered by the ITS. The average and standard deviation of the number of agreements were $M=6.74(S D=0.87)$ in the expert group and $M=4.34$ ( $S D=1.39$ ) in the novice group. Note that a complete agreement with the ITS would have meant a score of eight points.

TABLE 1
An Example of Two of the Items Used in Experiment 1

| Type of situation | Problem statement | Incomplete solution |
| :---: | :--- | :--- |
| Single analytical <br> reading | Car problem. We have bought a car and already paid 12 installments of $\$ 400$ each. <br> Knowing that the car costs $\$ 12400$, how much do we have left to pay? | $12400 / 400=31$ |
| Multiple analytical <br> reading | Rabbits problem. A farmer keeps 180 rabbits on two farms. One farm has 30 more rabbits <br> than the other. How many rabbits are there in each farm? | $180 / 2=90$ <br> $180-30=150$ |

The first problem includes a single operation from one analytical reading. The second contains operations from two different analytical readings.

To judge whether the difference in agreements between the expert and the novice group were significant, a MannWhitney's $U$ test was performed. The selection of a nonparametric test was justified by the non-normal distribution of the variable number of agreements in the expert group. This was a consequence of the little variation of scores. The Mann-Whitney's U test showed significant differences ( $U=85.00, p<0.001, r=0.64$ ) between the mean ranks of concordances in the expert ( $M d n=7.00$ ) and novice group ( $M d n=4.00$ ).

In the particular case of the solution fragment $180 / 2=90$ and $180-30=150$ in the problem Rabbits, which is isomorphic to the problem Oranges, 84.21 percent of the experts provided the same suggestion as the ITS (150/2). Meanwhile, 15.79 percent gave another different but also valid help (namely, $30 / 2$ ). Within the novice group, 46.43 percent provided 150/2; 23.21 percent, $30 / 2$; and 30.36 percent gave an incorrect hint (the most common mistakes were $90-30$ and $90+30$ ).

All these results allow us to state that there are significant differences between the help provided by expert and novice teachers; and also that the ITS behaves similar to human experts when providing suggestions.

## 5 Empirical Study 2: Evaluation of the ITS as a Learning Tool

### 5.1 Participants, Material and Procedure

This second experimental study aims to test the hypotheses that the system helps students solve problems that they had not been able to solve previously with paper and pencil; and that the ITS contributes to improving the students' capacity of solving word problems in an arithmetical way.

Participants were two groups of students in their fifth year of primary education (ages from 10 to 11) at a Spanish state school. Randomly, a group was identified as the control group ( 22 students) and the other one as the experimental group ( 20 students). Individuals who had previously been diagnosed a mathematics level two years behind the standard, and others who did not attend some of the sessions, were excluded from the analysis.

TABLE 2
Experts versus Novices

|  | Incorrect | Correct |  |
| :--- | :---: | :---: | :---: |
|  |  | Disagreements | Agreements |
| Expert Group ( $n=19$ ) | $0.00 \%$ | $15.79 \%$ | $84.21 \%$ |
| Novice Group ( $n=56$ ) | $17.86 \%$ | $27.90 \%$ | $54.24 \%$ |

Second column shows the percentage of incorrect suggestions. Third and fourth columns show the percentage of disagreements and agreements with the aids provided by the ITS.

This finally resulted in 19 students in the control group and 17 in the experimental group.

In order to ensure a controlled environment, the experiment was carried out in the school premises during six 1-hour sessions, in the last term of the academic year. During the first session, a pre-test composed of 10 word problems was handed out to the students. The problems had a similar level to the ones in the Maths textbook used in class. The students had to solve them by using paper and pencil. Each participant was assigned a score in the pre-test according to the number of problems that they had been able to solve correctly. To dissociate problem solving abilities from calculation skills, students were always allowed to use a calculator.

The four central sessions (second to fifth) were organized as a differentiating training stage, to determine the potential of the ITS as a solving tool. During the second and third sessions, students in both groups had to solve a collection of 22 arithmetical word problems (11 per session) by only using paper, pencil and a calculator. The problems were extracted from other textbooks at the same educational level. For example, the problems in Table 1 were part of this collection. No teaching assistance was given to any of the students during this stage, recreating a similar environment as when students do their tasks at home and have no human help. Each student was assigned a score according to the number of problems that he/she solved correctly (first attempt score). In this way, the problems that a student was not able to solve were identified. At the beginning of the fourth session, two problems which had not been used so far were employed to demonstrate the operation of the ITS. This demonstration did not involve any student interaction with the system. To avoid the potential bias due to the students in the experimental group being trained with two more problems than the students in the control group, this was done in the presence of the students in both groups. Next, the students were handed a copy of each problem that they were not able to solve correctly during the second and third sessions. These copies included the incorrect solutions that they had previously submitted, and the correct answers expressed as a numerical value. In this way, the support offered was similar to that of a textbook with an answer key. Students in the control group were asked to reattempt the problems by using paper, pencil and a calculator. Students in the experimental group retried the problems by using the ITS. To this end, the collection of problems employed in the previous two sessions was loaded on the ITS and the students selected the problems that they had solved incorrectly. Apart from processing the student's input and providing hints on demand in the way described in Section 3.2, the ITS gathered information about the problems selected, and whether or not they were solved

TABLE 3
Differences in Performance Obtained by Using the ITS in the Treatment Stage

|  | $\mathbf{1}^{\text {st }}$ attempt $M(S D)$ | $\mathbf{2}^{\text {nd }}$ attempt $M(S D)$ | Accumulated $M(S D)$ |
| :---: | :---: | :---: | :---: |
| Control Group $(n=19)$ | $11.37(5.58)$ | $1.53(1.35)$ | $12.89(6.23)$ |
| Experimental Group $(n=17)$ | $10.41(5.66)$ | $7.65(3.86)$ | $18.06(3.15)$ |

correctly. All students, both in the control and the experimental group, were assigned a score according to the number of problems that they were able to solve correctly during the fourth and fifth sessions (second attempt score).

At the sixth (last) session, a post-test composed of ten problems was handed out to the students. One to one, the problems in the pre- and post-tests had the same mathematical structure: i.e., the same number of isomorphic analytical readings. The instructions and conditions were the same as in the pre-test. Each participant was assigned a score in the post-test reflecting the number of problems solved correctly.

### 5.2 Analysis of Results

### 5.2.1 Potential of the Aids Offered by the ITS

To test the first hypothesis above and determine whether the ITS allows the students to solve problems that they were not able to solve on their own by just using paper and pencil, we compare the number of problems that the students solved in the four central sessions during the training stage.

As the value of the second attempt score could be a consequence of the number of problems that a student was not able to solve in his/her first attempt, the variable accumulated score was used instead. This was defined as the total number of problems that the student was able to solve after his/her first and second attempts. First attempt scores were previous to the training stage, and play the role of the pretest in the previous analysis. Table 3 shows that the average score for the first attempt score was higher in the control group. On the other hand, the average accumulated score was substantially higher in the experimental group. A Kolmogorov-Smirnov test with a significance level of 0.05 did not ensure normality for the variables. Hence, nonparametric tests were used. A Mann-Whitney's U test did not yield significant differences $(U=136.50, p=0.426)$ between the mean ranks of first attempt scores in the control $(M d n=12.00)$ and the experimental $(M d n=11.00)$ groups. On the contrary, the application of this test on the accumulated score showed significant differences $(U=76.00$, $p=0.007, r=0.453$ ) between the mean ranks of scores in the control $(M d n=13.00)$ and the experimental ( $M d n=18.00$ ) groups. A global consideration of the data shows that students in the control group were able to solve 14.36 percent of the problems that they had not been able to solve in their first attempt. This percentage goes up to 65.99 percent in the experimental group. These results support the hypothesis that the ITS helps students solve problems
that they had not been able to solve previously with paper and pencil.

### 5.2.2 Effect on the Arithmetical Problem Solving Competence of the Students

The comparison of the pre- and post-test scores obtained by the control and the experimental groups in Experiment 2 aims to determine the effect of using the ITS in the variation of the competence at solving problems in an arithmetical way. Table 4 shows the means and standard deviations of the pre- and post-test scores for both the experimental and control groups. An ANCOVA on the post-test scores with the pre-test as covariate was carried out. A significance level of 0.05 was adopted. We checked normality and homoscedasticity. A preliminary analysis evaluating the homogeneity-of-regression assumption indicated that the relationship between pre-test and posttest scores did not differ significantly as a function of the group, $F(1,32)=1.062, p=0.310$. The ANCOVA revealed a significant difference in post-test scores between both groups after controlling the effect of pre-test scores, $F(1,33)=4.373, p=0.044, \eta^{2}=0.117$. The finding that the experimental condition shows significantly higher means at the post-test after controlling for pretest is in line with the hypothesis that the ITS has a positive effect in the competence in solving word problems when the students come back to paper and pencil.

## 6 Conclusions and Further Work

In this paper, the idea of an analytical reading has been exploited to build an ITS that supports multiple solution paths and is able to provide adaptive help messages. The ITS has been designed around the main actions that an expert human tutor would do when supervising a student at solving an arithmetical problem. In this case, the system attempts to simulate the behavior of a teacher that offers remediation according to the user's intentions, i.e., a noninterventionist teacher that tries to support the solution scheme that the student has in mind despite that it may not be the optimum. This is done by inferring the current reasoning that the student is following, and generating help and feedback messages in consequence. The system is able to communicate by using natural language. The messages generated try to trigger the analytical process that leads to a feasible next action. To do this, they include verbal descriptions of the quantities, in an attempt to activate particular conceptual schemes.

TABLE 4
Differences between Groups in the Scores Before and After the Treatment Stage

|  | Pre-test $M(S D)$ | Post-test $M(S D)$ |
| :---: | :---: | :---: |
| Control Group $(n=19)$ | $4.79(2.27)$ | $5.32(2.67)$ |
| Experimental Group $(n=17)$ | $5.24(2.22)$ | $6.65(2.26)$ |

The ability of the system at providing human-like expert support has been assessed through an experimental study. In addition, learning benefits of the ITS in the students' competence at solving problems in an arithmetical way have been empirically validated in a real educational setting. Results of this study suggest a significant improvement on students who have used the ITS, and also show that the ITS allows students to solve problems that they were not able to solve on their own by just using paper and pencil.

Effective help seeking is associated with better learning in educational technologies [23]. The ITS is able to build a user model by using the previous learner's interactions with the system (see [20] for implementation details). However, the ITS is not able to adapt the supervision style (intrusive or non-intrusive) to the student's characteristics. At present, we are working on strategies that support more flexible adaptive tutoring decisions, by taking into account the student model. We are also trying to expand the type of feedback and hints provided, incorporating messages with metacognitive purposes. A potential improvement of the ITS would consist in processing the student model in a better manner to determine whether giving a hint at a particular moment is appropriate. For example, the ITS could determine that a student does not need detailed help regarding a particular conceptual scheme if he/she commonly applies it in a correct way.

Another system limitation that is worth mentioning is related to the type of data used to build the user model. One-to-one interactions provide other sources of information that human tutors generally use at convenience to improve learning. For example, a human tutor may identify frustration situations by observing facial expressions or body language. Recent advances in the field of affective computing suggest that it is possible to detect some affective and/or mental states by using non-intrusive sources of information, e.g., video [24]. This kind of data could also be modeled and used by the recommendation engine to adapt help messages to specific user needs.

Currently, potential solution schemes for a given word problem need to be specified by the expert. This is a key issue because the system would only able to provide guidance according to the analytical readings that the expert has provided. Missing entries may result in misleading hints or misinterpretations of correct learner's steps as invalid actions. We are working on a system that computes all potential solution schemes from the problem quantities and the existing relations among them. Such a system would facilitate the production of problem collections, and help reduce development time further.
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