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1 INTRODUCTION

IN recent years, recommender systems have become popu-
lar in the technology enhanced learning (TEL) domain to

identify suitable learning objects for users that are for exam-
ple offered by learning web portals. Such recommender sys-
tems often require extensive additional information about
the learning objects, e.g. the competencies/knowledge they
impart and information about the users, e.g. existing knowl-
edge and learning goals [1]. Such additional information is
often not available and expensive to create, thus, we need
new ways to gather new information about users and items
that is implicitly given in their behaviour and usage,
respectively.

The special interest group dataTEL1 (data-driven
research and learning analytics) was created to increase
research on educational data sets and make educational sys-
tems more transparent and predictable. Several educational
institutions are already part of the dataTEL group and pro-
vided data sets collected in educational settings. In a first
study of these data sets, Verbert et al. [2] found that a main
challenge to be tackled is the sparsity of the available data.
Therefore, they conclude that further research on implicit
relevance indicators and similarity measures is required to
compensate the lack of data and enable the finding of rele-
vant items and/or users.

In this paper, we present a new way of detecting similari-
ties between learning objects by considering their usage
contexts, i.e. the learning objects they most significantly
often co-occur with in the same user sessions and evaluate
the approach on two data sets submitted to dataTEL, i.e. the

usage data collected in the MACE2 and in the Travel well3

web portals. We claim that usage context-based similarity
gives rise to content similarity and can thus be used for rec-
ommendations. This way, we are able to compensate the
lack of semantic information for the learning objects as well
as sparsity of the rating data.

Other approaches that measure the similarity of data
objects based on their usage and, thus, might appear similar
at a first glance are item-based collaborative filtering (CF)
and association mining. However, item-based collaborative
filtering [3] only takes the objects’ users and their ratings
into account and not the specific sessions in which the
objects were used. Furthermore, our approach differs from
association mining [4] in that we do not assume two items
to be related if they co-occur with each other, but if they sig-
nificantly often co-occur with the same items. Thus, in con-
trast to association mining, two items can be highly related
even if they were never used together.

The paper is structured as follows: In Section 2, we give
an overview of existing recommendation strategies and in
Section 3, we describe the principles of the usage context-
based approach we propose. In Section 4, we present the
data sets gathered from the educational web portals MACE
and Travel well that are used in the experimental evalua-
tions presented in Section 5 (usage context-based similarity
versus content-based similarity) and Section 6 (usage con-
text-based similarity for enhancing existing recommender
systems). In Section 7, we give a conclusion and present
ideas for further work.

2 RELATED WORK: RECOMMENDATION

STRATEGIES

2.1 Content-Based Filtering

Content-based systems use the items’ attributes and the
users’ preferences for recommendations. Item profiles can

1. http://ea-tel.eu/sig-datatel/
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be created automatically, e.g. through keyword extraction for
text documents, or manually, e.g. for restaurants holding
attributes like style and location. User profiles can be built
explicitly by asking the users about their interests or implicitly
by analysing the users’ given ratings. For the creation of rec-
ommendations, the user profiles are matched against the item
profiles and the most suitable unknown items are recom-
mended. Several systems are developed that use content-
based filtering (CBF) to help users find information, e.g. PRES
(personalised recommender system) [5] and ITR (item recom-
mender) [6]. Since content-based recommender systems only
exploit the user profiles of the active users and compare them
to the items’ profiles to calculate recommendations, it is inde-
pendent from the completeness of other user profiles. Addi-
tionally, when a new item is added to the database, its content
is analysed and based thereupon it can directly be recom-
mended to a user and does not need to be rated by other users
first. However, recommender systems relying on content-
based filtering suffer from problems like the new user prob-
lem and overspecialisation. Additionally, it can be time-con-
suming and expensive tomaintain the itemprofiles.

2.2 Collaborative Filtering

2.2.1 Neighbourhood-Based Filtering

Systems based on collaborative filtering do not consider the
items’ attributes but make use of the users’ ratings on items
that can be explicit (e.g. rate a book with three stars)
or implicit (e.g. visit a site, listen to a song). The neighbour-
hood-based CF approaches comprise user-based and item-
based techniques. In user-based CF (UBCF), each user is
represented by a vector holding her rated items [3]. In order
to compare two users, the similarity of their representing
vectors is calculated, e.g. by using the cosine similarity.
Finally, a user gets recommendations based on the ratings
of the users that are most similar to her. A prominent exam-
ple for such a system is MovieLens.4 Item-based CF (IBCF)
approaches do not compare users but calculate the similar-
ity of items by comparing their users’ implicit and explicit
ratings [7]. A system relying on this approach is Amazon.
com in which products often bought by the same users get a
higher similarity value than products that do not share so
many users [8]. Advantages of neighbourhood-based CF
approaches are that no semantic information is needed to
create item profiles, cross-genre niches can be identified,
and the subjectively felt quality of the items is incorporated
in the evaluation process. However, user and item profiles
first need to evolve before sufficient recommendations can
be produced.

2.2.2 Matrix Factorisation

Matrix factorisation models map both users and items to a
joint latent factor space, i.e., each item is associated with a
vector q that measures the extent to which the item bears
the factors of the space and each user is associated with a
vector p that measures the extent of interest the user has in
items that are high on the corresponding factors. The result-
ing dot product of p and q represents the user’s overall inter-
est in the item’s characteristics [9]. Matrix factorisation

methods have become popular since they combine a high
predictive accuracy with good scalability. In recent years,
several approaches have been created to deal with the major
challenge of matrix factorisation, which is computing the
mapping of each item and user to factor vectors (see [10],
[11]). Similarly to the neighbourhood-based CF, the more
ratings are given for users and items, the more accurate are
the predicted ratings.

2.3 Hybrid Systems

Hybrid systems are implemented to exert the advantages
from more than one technique while the drawbacks of sin-
gle techniques can be compensated. Burke [12] describes
several approaches to combine recommenders, e.g. Ranked
Hybrids that combine the ratings from different recommen-
ders using a weighting scheme (see [13], [14], [15]), Switch-
ing Hybrids that select the rating prediction from the
recommender with the highest confidence value (see [16],
[17]), and Feature Augmentation Hybrids in which each
contributing recommender adds features to the items’
descriptions, so that the actual recommender has a better
base (see [18], [19]).

2.4 Recommender Systems in TEL

The creation of recommendations in a TEL scenario partly
differs from the typical item recommendation task in that
for example the existing knowledge of the user and her
goals as well as the knowledge the items aim to impart ide-
ally are taken into account [20]. Hence, a number of recom-
mender systems that focus on TEL scenarios have been
introduced in the last decade [21], [22], [23], [24], [25].

A promising approach is for example the use of multi-cri-
teria input where learners and teachers can rate learning
objects according to several attributes (e.g. their level of
complexity and their curriculum alignment) [20]. Another
possibility is the inclusion of the user’s context (e.g. location
or mood) in the recommendation process [26].

However, in most scenarios as for example in the learn-
ing platforms MACE and Travel well considered in this
paper, such detailed data is not available. Thus, the
approach presented in this paper focusses on utilising the
users’ knowledge and context, which is inherent in their
activities, in order to reveal item relations without forcing
the users to explicitly share their knowledge.

3 USAGE CONTEXT-BASED SIMILARITY

3.1 Background of the Notion Usage Context

This paper investigates if usage context-based similarity
gives a hint at the content similarity of learning object pairs
and if this usage context-based similarity can be utilised to
enhance recommender systems. The notion of usage context
was inspired by the concept of word contexts successfully
applied in linguistics. Words stand in linear orders, e.g. in
speech or in written texts. The context of a word can thus
easily be defined by the words that occur before and after it.
If two words have very similar contexts (e.g. words they
often co-occur with in sentences), they are said to be para-
digmatically related [27]. For example: In many contexts,
the word car can be replaced by the word vehicle, i.e., they
share a similar context containing e.g. the words driver and4. http://movielens.umn.edu
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highway. Thus, paradigmatic relations lead to semantic rela-
tions or, as [28] states, context similarity correlates with con-
tent relatedness.

Similar to words used in sentences, data objects are
accessed in user sessions, see Fig. 1. Thus, we take up the
insight from linguistics and form our hypothesis that the
usage context-based similarity of data objects provides an
indication for content relatedness. However, the definition
of a usage context or user session depends on the condi-
tions. In web mining, a user session comprises all page
references made by a user during a single visit to a site [29].
In this paper, the definition of a user session is expanded to
hold all events including the event types conducted by a
user in one visit. However, a user might leave the site or the
portal (which is commonly not logged) and return some
minutes or hours later. Thus, it must be defined, when a
new visit and, thus, a new user session starts. One possibil-
ity is to define a new user session to start after a new log-in
of a user or after a pre-defined time in which the user did
not conduct any events. The user session definitions applied
in this paper are discussed in the sections describing the
respective data sets, i.e., Sections 4.1 and 4.2.

Thus, the usage context of an object is the result of the
objects accessed before or after it in the same user sessions,
i.e., by its (significant) co-occurrences. When comparing
two data objects, they are assumed to be semantically
related, if their usage contexts’ significantly overlap. Please
note that two objects can have highly similar usage context,
even though they were never used together.

3.2 Defining Significant Co-Occurrences

We define two objects to be co-occurrences if they co-occur
in at least one user session. However, not every co-occur-
rence is statistically significant, rather most co-occurrences
are assumed to be coincidental [28]. Basic association meas-
ures calculate a significance score by comparing the
observed frequency O of a co-occurrence with its expected
frequency E, examples are mutual information (MI, equa-
tion 1) and z-scores [30]. These simple association measures
often give close approximation to the more sophisticated
association measures (as described below) and are therefore
sufficient for many applications. They also have some limi-
tations as they, for instance, tend to fail when calculating
the significance value for an object pair in which one object
is very often and the other object is only rarely used [31].

MI ¼ log2
O

E
: (1)

In statistical theory, association measures and indepen-
dence tests are always based on a cross-classification of a set
of objects, e.g. using contingency tables. These measures

compare the expected and the observed frequencies as well.
In contrast to the more simple approaches, they do not only
consider the expected co-occurrence frequency of the two
objects but compute the expected frequencies for all cells in
the contingency table [31]. Table 1 shows the contingency
table for the objects i and j which co-occured O11 times.
Additionally, i was accessed in O12 sessions in which j was
not accessed, j was accessed in O21 sessions in which i was
not accessed, and O22 session hold neither of these two
objects. The expected values for these observed values are
E11, E12, E21, and E22, respectively. In order to calculate the
value of E11 (i.e., the expected number of sessions holding
the objects i and j) the number of sessions holding i (i.e., R1)
is multiplied with the number of sessions holding j (i.e., C1)
and then divided by the total number of sessions (i.e., N).
The other expected frequencies are calculated analogously.

Commonly used association measures that are based on
contingency tables are the x2-test and log-likelihood (LL)

[30]. The x2-test adds up the squared z-scores for each cell
in the contingency table and puts them in relation to the
expected frequencies. Since the normal approximation
implicit in the z-scores becomes inaccurate if any of the
expected frequencies is small [31], the Yates’ continuity cor-
rection [32] shown in equation 2 offers a better approxima-

tion (corrected x2-test or cor-x2). Equation 3 shows the log-
likelihood measure [33]

cor-x2 ¼ O11O22 �O12O21j j � N
2

� �2
R1R2C1C2

(2)

LL ¼ 2
X
ij

Oijln
Oij

Eij
: (3)

After the calculation of the co-occurrences’ significance
values, the most significant ones must be selected for
each object. There are two ways to do so, i.e., by ranking
or by using a threshold. Ranking means that the co-occur-
rences are sorted by their significance values and only the
n most significant co-occurrences are selected. When
using a threshold, only co-occurrences with a significance
value higher than the threshold are selected. However,
there is no standard scale of measurement to draw a clear
distinction between significant and non-significant co-
occurrences [34]. Therefore, the calculation of a suitable n
or a suitable threshold (depending on the approach) is an
exploratory investigation.

3.3 Object Similarity Calculation

We calculate the similarity for each object pair using the
cosine similarity inwhich each object i is described by a vector
Vi that holds themost significant co-occurrences of object i

cosine-sim ¼ Vi � Vj

jjVijj jjVjjj : (4)

Fig. 1. Analogy of words used in sentences and data objects accessed in
user sessions.

TABLE 1
Contingency Table
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The cosine similarity measures the angle between two vec-
tors, thus, the significance values of the co-occurrences are
considered.

3.4 Computational Complexity

The computational complexity of this approach depends
mainly on the number of items given by n and the average
co-occurrence vector size given by k. First, the co-occurrence
vectors must be calculated, i.e., for each co-occurring item
pair a significance score must be calculated. This is to say,
up to n � ðn� 1Þ=2 significance scores must be calculated.
However, the actual complexity is usually much smaller
because the significance values only need to be calculated
for those item pairs that were actually used together.
Finally, the pair-wise similarities of the n co-occurrence vec-
tors need to be calculated with n � ðn� 1Þ=2 comparisons
each requiring up to k steps. Thus, the overall computa-

tional complexity adds up to Oðn2kÞ.

4 DATA SETS

4.1 MACE

The MACE5 (Metadata for Architectural Contents in
Europe) project relates digital learning objects about archi-
tecture, stored in various repositories, with each other
across repository boundaries to enable new ways of finding
relevant information [35]. While interacting with the MACE
portal, users are monitored and their activities are recorded
as CAM (Contextualised Attention Metadata [36]) instances.
The event types considered for creating the user sessions are
accessing the metadata of a learning object in the MACE
portal, e.g. its ratings or user tags and accessing the learning
object in its origin repository. All other events that involve
learning objects, e.g. tagging and rating, require the access
of the learning object’s metadata, thus, the learning object is
already part of the user session without considering these
events. Each CAM instance comprises at least the event
type, the identifier of the user who conducted the event, a
timestamp, and the identifier of the involved object. The
CAM instances used for the evaluation were collected in a
period of three years from September 2009 to October 2012.
Overall, we considered CAM events for 12,176 learning
objects conducted by 620 users in 4,291 user sessions. A
user session comprises on average 6.28 distinct learning
objects and each learning object is used in 2.18 user sessions
on average.

MACE offers users and domain experts the possibility of
editing parts of the metadata, e.g. tags and classifications.
We use the tags and classifications to create semantic simi-
larities between learning objects as baselines to compare
our results to. The tags are free text and can be assigned to
learning objects by logged in users. The classifications are
defined in a controlled vocabulary consisting of 2,884 terms
and can only be set by domain experts. 78.69 percent of the
used learning objects hold such additional semantic meta-
data, 70.8 percent hold tags, 14.83 percent hold classifica-
tions, and 8.82 percent hold both. Each tagged learning
object holds on average 6.59 tags and each classified
learning object holds on average 2.27 classifications.

Additionally, logged in users are able to rate learning
objects. We use the provided ratings to test and evaluate
our recommender system. In total, 230 learning objects were
rated by 73 users, each of these learning objects was rated at
least once and at maximum four times (on average 1.2
times), and each of the 73 users rated 1-19 learning objects
(on average 3.79). This results in a user-item-rating matrix
with a sparsity of 98.35 percent.

4.2 Travel Well

The Travel well data set6 [37] was collected on the learn-
ing resource exchange (LRE) portal that makes open edu-
cational resources available from more than 20 content
providers in Europe and elsewhere. The data set contains
information about the rating and tagging behaviour of 98
registered users over a period of six months (August
2008-February 2009). For each user activity, the date, user
identifier, object identifier and the tag, respectively the
rating is stored. As there is no timestamp but only the
date, a user session comprises all activities conducted by
a user in one day.

Overall, 14,248 events took place in 255 user sessions in
which each user session comprises 55 distinct learning
objects on average. Additionally, 79 users tagged 1,838
unique objects with 12,041 tags in total; consequently each
object was assigned with 6.5 tags on average. Similarly to
MACE, the learning objects can hold classification key-
words from a controlled vocabulary additionally to the free
text tags. 97.97 percent of the learning objects hold tags or
classification, 95.53 percent hold tags, 69.04 percent hold
classifications and 66.6 percent hold both. Additionally, 75
users rated 1,838 learning objects, each learning object was
rated 1-10 times (on average 1.34 times) and each user rated
1-108 learning objects (on average 29.29) which results in a
user-item-rating matrix with a sparsity of 98.17 percent.

5 EXPERIMENT 1: USAGE CONTEXT

AND CONTENT SIMILARITY

5.1 Methodology

5.1.1 Creating Usage Context-Based Similarities

We calculate the usage context-based similarity for all learn-
ing object pairs in the MACE and in the Travel well data set,
respectively, as described in Section 3. We start with calcu-
lating the co-occurrences and their significance values for
each object using the association measures mutual informa-
tion, log-likelihood, and the corrected x2-test (cor-x2). We
use two ways to select the most significant co-occurrences
for each object. First, we vary the co-occurrence vector sizes
from 1-150 for Travel well and from 1-1,000 for MACE. The
vector sizes for MACE get bigger as for Travel well since
the MACE data set comprises more learning objects.
Second, for each object, we calculate an object-specific
threshold by averaging the significance values of all its co-
occurrences. We calculate one threshold for each object and
not one threshold for all objects, because the significance
values vary depending on the times an object was used.

5. The MACE usage data set can be obtained from the authors.
6. A description on how to obtain the Travel well data set can be

found at http://www.teleurope.eu/pg/pages/view/50630
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Thereafter, we calculate the usage context-based similarity
of each object pair by comparing their co-occurrence vectors
using the cosine similarity.

5.1.2 Creating Semantic Metadata-Based Similarities

We calculate the semantic metadata-based similarity of all
object pairs in MACE and Travel well to get a reference
value for evaluating the usage context-based similarities.
We do so by taking the tags and classifications into account.
Since an object cannot be tagged more than once with the
same keyword, we create a binary vector for each object and
use the Jaccard similarity [38] for calculating the pair-wise
semantic metadata-based similarity.

5.1.3 Calculating the Correlation of Both

Similarity Measures

We use the semantic metadata-based similarity as tentative
gold standard. Even though the semantic metadata-based
similarity cannot be a perfect representation of the real simi-
larity, e.g. because some learning objects only hold one or
two tags, we assume it to be a good approximation. In order
to prove our hypothesis that usage context similarity
implies content similarity, we calculate the Pearson correla-
tion coefficient [39] between the semantic metadata-based
and the usage context-based similarity distribution, see
equation 5 with X being the set containing all n usage con-
text-based similarities with �x as mean value and Y being
the set containing all metadata-based similarities in the
same order with �y as mean value

rXY ¼
Pn

i¼1ðxi � �xÞðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðxi � �xÞ2 Pn

i¼1ðyi � �yÞ2
q : (5)

We only calculate the Pearson correlation coefficient for
learning objects that hold at least one semantic metadata-
based and one usage context-based similarity to another
learning object (not necessarily the same learning object)
that is greater than zero. Thus, we exclude learning objects
that do not hold a) sufficient amount of semantic metadata
and/or b) a sufficient number of significant co-occurrences
to establish semantic metadata- and usage context-based
relations, respectively, to other learning objects. Even if a
learning object holds semantic metadata, it might not be

possible to create a semantic metadata-based similarity to
another object greater than zero since 72.96 percent of the
tags assigned to MACE objects and 73.87 percent of the tags
assigned to Travel well objects are unique and cannot be
used to compare objects. The same holds true for the usage
context-based similarity, the less objects a co-occurrence
vector holds, the less is the chance to find similarities to
other objects. However, when at least one similarity was
found for a learning object, the object is used for the calcula-
tion of the Pearson correlation coefficient with all possible
object pair combinations.

5.2 Results for MACE

Fig. 2 shows a) the Pearson correlation coefficients for the
semantic metadata-based and the usage context-based
similarities that are calculated with different association
measures (MI, LL, and cor-x2) and varying vector sizes
(fixed-n means that a fixed number of co-occurrences was
chosen, avg means that an object specific threshold, i.e.,
its average significance value, was used) as well as b) the
number of object pairs that can be considered for each
combination of association measure and vector size for
the MACE data set.

As could be assumed, the more co-occurrences are con-
sidered as significant and, thus, are used to describe an
object, the more usage context-based similarities can be
detected between object pairs. Additionally, the correlation
with the semantic metadata-based similarity increases
with the co-occurrence vector size, whereas from a certain
vector size on (here: 1,000), the number of similar object
pairs found and the correlation gets stable. This is due to
the fact, that most objects hold less than 1,000 co-occur-
rences and are already described to their full extend. With
vector size 1,000 (which means at maximum 1,000) the real
average vector size is 213 (LL), 255 (MI), and 261 (cor-x2).
Interestingly, at vector size 1,000, LL performs best in
terms of correlation (0.4973), followed by MI (0.4844) and

cor-x2 (0.4487), which shows that the more, the better does
not hold true, but the insignificant co-occurrences which
can be considered as noise must be filtered to reach suffi-
cient results.

The LL measure with the average threshold performs
best in terms of correlation with a value of 0.629. However,
it can only calculate similarity values for a subset of the

Fig. 2. MACE: a) Pearson correlation coefficient and b) number of considered object pairs.
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available objects (14,707,176 object pairs). When comparing
the association measures MI and cor-x2 with the average
threshold, MI performs significantly better with a correla-
tion value of 0.4653 (compared to 0.4079) and 42,067,378
object pairs (compared to 39,121,435).

5.3 Results for Travel Well

Fig. 3 shows a) the Pearson correlation coefficients for the
different association measures and varying vector sizes as
well as b) the number of object pairs that can be considered
for the calculation of the Pearson correlation coefficient for
the Travel well data set. Similarly to MACE, the number of
objects for which usage context-based similarities can be
established with other learning objects increases with the
vector size, but the results stabilise between vector size 100
and 150. This is due to the fact that the Travel well data set
only holds 1,925 learning objects whereas the MACE data
set holds 12,176 objects.

Apart from the outliers when using very small vector
sizes (10-25), the correlation coefficient increases with the
vector size. For vector size 150, the association measure
LL performs best with a correlation coefficient of 0.3432,
followed by MI (0.3324) and cor-x2 (0.3235). When using
the average threshold, LL performs significantly better
than the other measures in terms of correlation (0.4506)
but only for a subset of objects (180,300 object pairs). MI

outperforms cor-x2 with a correlation coefficient of
0.3317 (compared to 0.3227) and 1,326,006 object pairs
(compared to 1,140,805).

5.4 Result Interpretation

The resulting correlation coefficients can be described as
medium [40]. Since the similarity values do not follow a
bivariate normal distribution, no statement can be made
concerning the significance of the correlation coefficients.
However, because of the large sample of object pairs that
is considered, the correlation coefficients can be regarded
as a good indicator for an existing relationship between
the usage context- and the semantic metadata-based
similarities.

A further important point is the fact that the considered
metadata can only be interpreted as a shallow content repre-
sentation. Thus, it is possible that the correlation between
semantic metadata- and usage-based similarity represents a

lower bound for the real correlation between content and
usage context.

For the MACE data set, the reached correlation coeffi-
cients are significantly higher than for the Travel well data
set; we assume this is due to the fact that the MACE data
set holds more detailed usage data, e.g. each learning
object access is tracked and not only the metadata provi-
sion activities rating and tagging as in Travel well. Addi-
tionally, the MACE usage data offer precise timestamps for
the collected events, whereas Travel well only provides the
date; thus, the user sessions are more accurate in the
MACE data set.

The three association measures MI, LL, and cor-x2

behave quite similarly compared among each other for the
MACE and the Travel well data set. For both data sets, the
best performing set-up in terms of correlation coefficient
and number of object pairs is LL in combination with a large
vector size, in which the meaning of large must be defined
depending on the data set. For MACE and Travel well, a
vector size of about 7 percent of the number of distinct
objects in the data set is recommended. This set-up is fol-
lowed by the association measure MI in combination with
the average threshold which has the advantage that no
parameter for the vector size must be defined, thus, we use
this set-up in the following experiment.

5.5 Manual Analysis for MACE

The considered metadata can only be interpreted as a shal-
low content representation that suffers from the sparsity
problem and the resulting similarity values only serve as a
tentative gold standard for evaluating the usage-based
approach. Thus, it is possible that the correlation between
the semantic metadata-based and the usage context-based
similarity only represents a lower bound for the real correla-
tion between content and usage context. Therefore, it seems
reasonable to manually compare a chosen subset of learning
objects. If the semantic metadata-based similarity does not
sufficiently represent the content, it can be assumed to find
a higher congruence between the content of the learning
objects and usage-based similarity. In order to do so, the 100
learning object pairs with the highest usage context-based
similarities are chosen. Since this manual analysis does not
produce explicit similarity values that are comparable, the
focus is on finding a content overlap of two learning objects.

Fig. 3. Travel well: a) Pearson correlation coefficient and b) number of considered object pairs.
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For example, two learning objects are assumed to be seman-
tically related if they show different buildings that were
designed by the same architect or if they discuss different
concepts for fire safety.

Overall, 92 percent of the considered learning object pairs
show similarities, 4 percent are not accessible due to permis-
sion rights, and only 4 percent show no similarity at all.
Many of the checked object pairs show content similarities
that are not entailed in the metadata. For text documents,
these similarities are in most cases related to the topics such
as risk factor analysis or low energy construction. Several
object pairs are found that show pictures, e.g. photos,
sketches, or models of the same building or construction
activity like panel cladding. Often, learning object pairs
describe or depict similar buildings in which the similarity
is given by different attributes like similar architectural
style, building type (e.g. commercial buildings like banks),
or the construction system containing the building material.
Even though the MACE application profile offers the possi-
bility to store such information, they are most often not con-
tained in the semantic metadata. Furthermore, object pairs
are identified that hold a similarity of the displayed content
in terms of location and construction date, e.g. pairs which
represent web sites containing pictures or articles of differ-
ent historical buildings in the same town. Additionally,
some pairs complement each other, e.g. a lecture and an
exercise to the same topic. In one case a pair is found with
both objects referring to web sites about graphical algo-
rithms. One of these web sites provides the opportunity to
browse through descriptions of existing shape generating
algorithms (including pictures), while the other one pro-
vides the possibility to create and test such kinds of algo-
rithms. Thus, using an object’s usage contexts, content
similarities to other objects can be found that are not
entailed in the objects’ semantic metadata. This also shows
that the objects’ descriptions are not the (only) reason that
certain object pairs exhibit similar usage context profiles.
Instead, the users’ knowledge about the objects’ contents is
incorporated in the data analysing process without requir-
ing the users to explicitly share it [41]. It was not possible to
conduct a similar analysis for the Travel well data set as
most resources were not accessible.

6 EXPERIMENT 2: USAGE CONTEXT-BOOSTED

RECOMMENDATIONS

6.1 Methodology

6.1.1 Usage Context-Based Filtering

The usage context-based recommender system computes
the expected rating pðu; iÞ on an object i for a user u by
averaging the ratings rðu; iÞ given by the user to the
other objects in her profile P ðuÞ while each rating is
weighted by the corresponding similarity simði; jÞ, see
equation 6

pðu; iÞ ¼
P

j2P ðuÞ;i 6¼jðsimði; jÞ � rðu; jÞÞP
j2P ðuÞ;i6¼j jsimði; jÞj : (6)

This formula is commonly used in item-based collabora-
tive filtering to predict missing ratings. The difference,
though, lies in how the similarity of two items is calculated.

6.1.2 Usage Context-Boosting of CF Approaches

Melville et al. [18] introduced content-boosted collaborative
filtering, i.e., a feature-augmented hybrid recommender sys-
tem (see Section 2.4) that uses the given rating history of
users and content information of objects to predict the miss-
ing ratings in a user-item-rating matrix using a content-
based recommender. This enhanced matrix is then used as
input for traditional collaborative filtering.

In the previous section we show that the usage context-
based similarity gives an indication for the semantic similar-
ity of learning objects pairs. Here, we use the usage context-
based recommender to predict the missing ratings in
the user-item-rating matrix. This matrix is then used as
input for several recommendation approaches which are
described in the next section. Thus, the usage context-based
boosting is similar to the content-based boosting but does
not require any content information which are often not
given in a sufficient number for learning objects.

6.1.3 Baseline Recommendation Approaches

In order to create a baseline to evaluate our approach
against, we use the neighbourhood-based collaborative fil-
tering methods IBCF (with adjusted cosine similarity) and
UBCF (with Pearson correlation based similarity). Addition-
ally, we tested the matrix factorisation methods (MF)
offered by the PREA toolkit [42] (i.e., single value decompo-
sition (SVD), Non-negative MF, Probabilistic MF, and
Bayesian Probabilistic MF) as well as the MF methods
offered by the Java port of the MyMediaLite Recommender
System Library [43] (i.e., a standard MF as well as a Biased
and a Factorised MF). Based on the performances of the dif-
ferent methods on our test sets and to not overload the dia-
grams, we choose to present the SVD [44] method from the
PREA toolkit and the biased matrix factorisation (BMF) [45]
from the MyMediaLite toolkit.

6.1.4 Experimental Set-Up

We perform a five-fold cross evaluation to compare the rec-
ommendation approaches using prediction and classifica-
tion accuracy metrics. Prediction accuracy metrics measure
the deviation between a predicted rating pðu; iÞ and the
user’s u true rating rðu; iÞ of the item i for all users U and
their ratings P ðuÞ in the test set. The most commonly used
prediction accuracy metrics are the mean absolute error
(MAE) and the root mean squared error (RMSE). The MAE
measures the average absolute deviation of the expected rat-
ings and the users’ true ratings, whereas RMSE squares the
deviations before they are averaged. Thus, the RMSE gives
a higher weight to large errors, see equation 7. In the follow-
ing evaluations, the RMSE is used and additionally, because
of the data sets’ sparsity, the coverage, i.e., the percentage of
user-item pairs in the test set for which a rating can be pre-
dicted, is calculated

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2U
P

i2P ðuÞðpðu; iÞ � rðu; iÞÞ2P
u2U jP ðuÞj

s
: (7)

Though, in many applications, it is not important
whether a recommender system is able to predict if the user
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will rate an item with one or two stars on a scale from 1 to 5,
but that the system is able to predict that the user will not
like the item and vice versa. The ability of a recommender
system to distinguish between items the user will most
probably like (i.e., relevant items) and items the user will
most probably not like (i.e., irrelevant items) can be evalu-
ated by measuring the precision and the recall [46]. The pre-
cision is calculated as the fraction of the number of items
that are correctly identified as relevant and the number of
all recommended items, see equation 8. The recall is calcu-
lated as the fraction of the number of items that are correctly
identified as relevant and all relevant items, see equation 9.
Thus, the precision reveals how pure the recommendations
are while the recall shows how many of the relevant items
are found. These measures often hold an inverse relation-
ship, i.e., it is possible to increase the precision at the cost of
decreasing the recall and vice versa. The fb score combines
precision and recall in which the value of b allows to weight
the score of one of the measures more than the other, see
equation 10. When the harmonic mean of both is consid-
ered, b has a value of 1 [47]. All three evaluation metrics
can reach any value between 0 and 1 with a result of 1 being
the best.

precision ¼ jrelevant items \ recommended itemsj
jrecommended itemsj (8)

recall ¼ jrelevant items \ recommended itemsj
jrelevant itemsj (9)

fb score ¼ ð1þ b2Þ � precision � recall
ðb2 � precisionÞ þ recall

: (10)

6.2 Results for MACE

This section first discusses the results for the baselines, i.e.,
the CF approaches IBCF, UBCF, SVD, and BMF, as well as
their content-boosted versions and the pure content-based
approach. Thereafter, the results for the usage context-based
and -boosted approaches are presented and compared to
the baselines.

6.2.1 Baselines

Table 2 shows the RMSE, the coverage (Cov.), the preci-
sion (Prec.), the recall (Rec.), and the f1 score (F1) that are
achieved using the CF approaches IBCF, UBCF, SVD, and
BMF on the MACE data set. The neighbourhood-based
approaches perform similarly according to the number of
predicted ratings, i.e., 20.57 percent (IBCF) and 24.15 per-
cent (UBCF). Though, the IBCF clearly performs worse in
terms of RMSE with a value of 1.0814 (IBCF) compared to
0.5770 (UBCF). This is due to the fact that each user rated
on average 3.79 learning object while each object is only

rated by on average 1.11 users. Thus, the similarities
between users can be calculated with more confidence
than the similarities between objects. In fact, the UBCF
achieves the lowest RMSE of all CF approaches which is
also reflected by the high precision it reaches (i.e., 0.9664).
The SVD predicts 30 percent of the ratings which is
slightly more than the NH-based approaches and its
RMSE lies in the middle with a value of 0.8303. However,
its precision (i.e., 0.9511) is almost as high as the one
achieved by the UBCF and because of its higher recall
(i.e., 0.3302) it also reaches a higher f1 score (i.e., 0.4902).
The BMF always predicts a rating, even if the user or the
object of a user-object pair is not part of the associated
training set which is also reflected by the comparatively
high recall of the BMF (i.e., 0.3394). Thus, the BMF
reaches the highest f1 score (i.e., 0.4916) even though it
performs worst in terms of RMSE and worse than UBCF
and SVD in terms of precision.

Table 3 shows the results for the content-based filtering
that uses the available semantic metadata to establish rela-
tions between the objects. The CBF reaches a medium RMSE
(i.e., 0.8877) while it predicts ratings for 56.60 percent of the
user-object pairs in the test sets. The only CF approach that
predicts more ratings is the BMF which in return has a
much higher RMSE. Furthermore, even though the CBF pre-
dicts less ratings, its recall is higher. Consequently, the CBF
achieves a higher f1 score than the BMF.

Table 4 shows the results for the content-boosted ver-
sions of the CF approaches. It can be seen that with a user-
item-matrix that is filled in using content similarities, i.e.,
with a less sparse matrix, the results of the different CF
approaches are converging. For example, the RMSE
increases for the UBCF and the SVD, whereas it decreases
for the IBCF and the BMF. However, all approaches benefit
from the content-boosting which clearly can be seen by
means of the f1 scores that increase by at least 35.84 percent
(for the UBCF) and up to 76.64 percent (for the IBCF). This
increase can mainly be ascribed to the increased recall
which in turn is forced by the higher coverage for the IBCF,
the UBCF, and the SVD. For the BMF, that predicts a rating
for each user-object pair, the increased recall can be
explained by the smaller RMSE (i.e., 1.0169 instead of
1.1947), which causes more objects to be recognised as rele-
vant. Overall, the BMF still produces the worst RMSE and

TABLE 2
MACE: Collaborative Filtering

RMSE Cov. Prec. Rec. F1

IBCF 1.0814 20.57% 0.7267 0.2082 0.3237
UBCF 0.5770 24.15% 0.9664 0.2981 0.4556
SVD 0.8303 30.00% 0.9511 0.3302 0.4902
BMF 1.1947 100% 0.8912 0.3394 0.4916

TABLE 3
MACE: Content-Based Filtering

RMSE Cov. Prec. Rec. F1

CBF 0.8877 56.60% 0.7895 0.4383 0.5637

TABLE 4
MACE: Content-Boosted Collaborative Filtering

RMSE Cov. Prec. Rec. F1

IBCF 0.9456 68.49% 0.7769 0.4524 0.5718
UBCF 0.9156 69.25% 0.8060 0.5023 0.6189
SVD 0.9260 70.94% 0.8276 0.5614 0.6690
BMF 1.0169 100% 0.7641 0.6471 0.7007
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also the lowest precision (i.e., 0.7641) of the four content-
boosted CF approaches but also the highest recall (i.e.,
0.6471) which results in the highest f1 score (i.e., 0.7007).

This section shows that the CBF performs better regard-
ing the recall and the f1 score than the un-boosted CF
approaches. On the contrary, the CF approaches tend to
achieve higher values for the precision. Thus, a combination
seems reasonable and in fact, all approaches benefit in terms
of quantity and recall from the feature augmentation that
helps to compensate the sparsity of the user-item-rating
matrix. The precision decreases in most cases since the
filled-in values are not completely accurate but this is
balanced by the increasing recall as shown by the f1 scores
that increase for all CF approaches using the content-boost-
ing. Overall, the UBCF performs best in terms of RMSE on
both the original and the filled-in matrix while the SVD
always reaches the highest precision. However, when con-
sidering the quantity, the recall, and the f1 score, the BMF is
the best performing approach on both matrices (i.e., the
original and the content-boosted one).

6.2.2 Usage-Based Filtering

Table 5 shows the results for the usage context-based filter-
ing approaches that utilise different association measures
and the average threshold. The approaches differ not as
much from one another in their performance as for example
the CF approaches. However, the MI-based one is the best
approach according to all evaluation metrics. This is consis-
tent with the findings of the first experiment, i.e., the object
similarities calculated using the MI-based approach show
the highest correlation to the content-based similarities and
additionally, it finds relations for more objects than the
other approaches. Interestingly, the LL-based approach
almost predicts as much ratings as the MI-based one and
more than the approach using cor-x2, even though the LL-
based approach creates relations for less objects. However,
those objects that hold relations to other objects according to
the LL-based approach also hold more relations. For exam-
ple, the MI-based approach creates relations for 9,173
objects on which each object holds on average 944 relations
to other objects whereas the LL-based one only creates
relations for 5,423 objects, however, each object holds an
average 1,966 relations.

Summing up, the MI-based approach is the best perform-
ing UC-based filtering. It achieves a value of 0.9818 for the
RMSE and, thus, it also performs better than the IBCF and
the BMF. Furthermore, this approach returns predicted
ratings for 57.17 percent of the user-object pairs in the test
sets which is slightly more than the CBF produces and
approximately twice the number of ratings that can be pre-
dicted by the IBCF, the UBCF, and the SVD. Finally, it

achieves a slightly higher recall than the BMF. Thus, in com-
bination with the precision of 0.7637, it achieves an f1 score
of 0.4787 which approximates to the one of the un-boosted
BMF (i.e., 0.4916).

6.2.3 Usage-Boosted Filtering

This section describes the evaluation of the usage-boosted
filtering approaches. Therefore, the UC-based filtering that
utilises MI is used to fill in the user-item-matrix which then
serves as input for the different CF approaches. This combi-
nation is chosen because it performs bests when used in
standalone recommender systems and they also receive the
best appraisals in experiment 1. The associated results for
the UC-boosted CF approaches are given in Table 6. Simi-
larly to the content-boosted CF approaches, the RMSE
increases for the UBCF and the SVD whereas it decreases
for the IBCF and the BMF. However, all RMSE values are
smaller than for the content-boosted versions. Furthermore,
the number of predicted ratings approximately triples com-
pared to the un-boosted IBCF, UBCF, and SVD to an even
slightly higher value than for their content-boosted ver-
sions. Furthermore, while the precision decreases on aver-
age by 10.57 percent, the recall increases on average by
104.40 percent compared to the un-boosted versions. Thus,
all approaches with IBCF as exception, achieve a higher f1
score than the CF approaches including their content-
boosted versions and the CBF. Again, the BMF reaches the
worst RMSE (i.e., 1.0009) and precision (i.e., 0.7013) but the
highest recall (i.e., 0.7476) and f1 score (i.e., 0.7237).

6.3 Results for Travel Well

6.3.1 Baselines

Table 7 shows the results of the baseline approaches for the
Travel well data set. The NH-based approaches and the
SVD perform similarly in respect to all evaluation metrics.
They are able to predict ratings for about a third of the user-
item pairs in the test sets with 0.8946 as their median RMSE.
Thus, their precision is rather high with 0.8844 as their
median value and their recall is rather low with 0.3116 as
their median value. The BMF reaches better values regard-
ing all evaluation metrics except for the precision (i.e.,

TABLE 5
MACE: Usage Context-Based Filtering

RMSE Cov. Prec. Rec. F1

MI 0.9818 57.17% 0.7637 0.3486 0.4787
x2 1.0312 50.00% 0.6945 0.2855 0.4047
LL 1.0627 41.51% 0.7278 0.3359 0.4597

TABLE 6
MACE: Usage Context-Boosted Collaborative Filtering

RMSE Cov. Prec. Rec. F1

IBCF 0.9201 69.62% 0.7858 0.4892 0.6030
UBCF 0.8948 70.00% 0.7922 0.5699 0.6629
SVD 0.8831 70.75% 0.8390 0.5652 0.6754
BMF 1.0009 100% 0.7013 0.7476 0.7237

TABLE 7
Travel Well: Collaborative Filtering Approaches

RMSE Cov. Prec. Rec. F1

IBCF 0.8909 31.48% 0.8485 0.3116 0.4558
UBCF 0.8946 31.48% 0.8844 0.2920 0.4390
SVD 0.9063 35.83% 0.8957 0.3169 0.4681
BMF 0.8651 100% 0.7922 0.9617 0.8688
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0.7922) where the other approaches reach values that are
higher by 7.11 percent (IBCF) and up to 13.06 percent
(SVD). However, due to its high recall (i.e., 0.9617) the
BMF reaches the by far best f1 score (i.e., 0.8688). The next
best approach is the SVD with an f1 score of 0.4681, fol-
lowed by the IBCF (with 0.4558) and the UBCF (with
0.4390). The ordering of the approaches according to their
f1 score is similar to the one for the MACE data set, how-
ever, the performance of the BMF differs strikingly from
the other approaches on the Travel well data set. The
explanation for this lies most probably in the rating value
distribution. In the Travel well data set, 77.96 percent of
the rated objects hold a value of at least four out of five
stars and are thus regarded as relevant for the associated
users. This is to say, if a recommender system assumes
all objects in the Travel well test sets to be relevant for
the associated users, it would achieve a precision of
0.7796, a recall of 1, and an f1 score of 0.8756. Thus, in the
following, the evaluation focusses more on the precision
than on the recall.

Table 8 shows the results for the content-based filtering
on the Travel well data set. This approach predicts ratings
for 86.90 percent of the user-item pairs and reaches a RMSE
of 0.8094, i.e., its ratings are strikingly more accurate than
those of the CF approaches. Overall, it reaches a recall of
0.8140 which is 15.36 percent lower than the one of the
BMF, though, it reaches a 3.98 percent higher precision (i.e.,
0.8237) which is in the focus here.

Similarly to the MACE data set, the utilisation of the con-
tent-boosting leads to a convergence of the CF approaches’
results as can be seen in Table 9. The RMSE slightly
decreases for all approaches (by 2.17-4.66 percent) while
they predict ratings for over 93 percent of the user-object
pairs in the test sets which forces a strong increase of the
recall for all approaches except for the BMF (which already
predicted all ratings). Thus, the f1 score rises only by 0.07
percent for the BMF, but it rises by 78.08 percent (SVD) up
to 92.73 percent (UBCF) for the other approaches. Overall,
the BMF is the best performing approach on the content-
boosted user-item-rating matrix in terms of RMSE, quantity,
recall, and f1 score. Additionally, it performs comparably to
the other content-boosted CF approaches regarding the pre-
cision. Finally, its f1 score is slightly higher than the one of
the original BMF while it also reaches a lower RMSE and a
higher precision.

6.3.2 Usage-Based Filtering

Table 10 shows the results for the usage context-based filter-
ing approaches using the different association measures on
the Travel well data set. Apart from LL, the measures per-
form relatively similar with MI being the best in terms of
RMSE, quantity, recall, and f1 score. This is similar to the
MACE data set and also consistent with the findings of the
first experiment. In contrast to the MACE data set, LL does
not perform well and receives the worst values in all catego-
ries which is due to the fact that it finds fewer object rela-
tions than the other approaches. All UC-based filtering
approaches perform clearly better than the content- and un-
boosted CF approaches regarding the RMSE and outper-
form the un-boosted IBCF, UBCF, and SVD in terms of
the f1 score. The UC-based filtering using MI achieves a
value of 0.8468 for the f1 score which approximates to the f1
score of the BMF (i.e., 0.8688). Additionally, its RMSE is
smaller (i.e., 0.8145 compared to 0.8651) and the precision is
higher (0.8266 compared to 0.7922). Finally, it performs bet-
ter than the content-based approach in terms of precision,
recall, and f1 score.

6.3.3 Usage Context-Boosted Filtering

This section holds the results for the usage context-
boosted approache. Similarly to the MACE data set, the
association measure MI is used in combination with the
UC-boosted approaches because this combination reaches
the best results when used as a standalone recommender
system. Table 11 shows the results for the usage context-
boosted CF approaches. The precision of the IBCF, the
UBCF, and the SVD decreases by 6.67 percent (IBCF) up
to 8.51 percent (SVD) compared to their un-boosted ver-
sions. In return, the recall of these approaches increases
by 171.22 percent (SVD) up to 190.44 percent (UBCF).
Thus, they achieve f1 scores between 0.8336 (UBCF) and
0.8443 (SVD). For the BMF, the precision increases by 4.03
percent whereas the recall decreases by 4.13 percent.
Overall, the UC-boosted BMF achieves a slightly higher f1
score than the un-boosted BMF (i.e., 0.8703 compared to
0.8688) and holds a higher precision (i.e., 0.8241 com-
pared to 0.7922) and a lower RMSE (i.e., 0.8196 compared
to 0.8651). Concluding, the UC-boosted BMF even reaches

TABLE 8
Travel Well: Content-Based Filtering

RMSE Cov. Prec. Rec. F1

CBF 0.8094 86.90% 0.8237 0.8140 0.8188

TABLE 9
Travel Well: Content-Boosted Collaborative Filtering

RMSE Cov. Prec. Rec. F1

IBCF 0.8494 93.26% 0.8095 0.8964 0.8507
UBCF 0.8537 93.26% 0.8151 0.8795 0.8461
SVD 0.8714 93.41% 0.8238 0.8436 0.8336
BMF 0.8463 100% 0.8181 0.9275 0.8694

TABLE 10
Travel Well: Usage Context-Based Recommendation

RMSE Cov. Prec. Rec. F1

MI 0.8145 94.20% 0.8266 0.8680 0.8468
x2 0.8166 88.63% 0.8329 0.7901 0.8109
LL 0.8606 53.60% 0.8223 0.5253 0.6411

TABLE 11
Travel Well: Usage Context-Boosted Collaborative Filtering

RMSE Cov. Prec. Rec. F1

IBCF 0.8769 94.67% 0.7919 0.8963 0.8409
UBCF 0.9255 94.67% 0.8196 0.8481 0.8336
SVD 0.8849 94.81% 0.8296 0.8595 0.8443
BMF 0.8196 100% 0.8241 0.9220 0.8703
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a slightly better precision than the content-boosted BMF
which results in a slightly better f1 score.

6.4 Interpretation

The data set collected in the MACE portal offers more usage
data (i.e., more tracked event types) than the data set col-
lected in the Travel well portal. Furthermore, the events in
the MACE data set hold timestamps and, thus, a more spe-
cific user session definition can be applied when analysing
the data. Therefore, as shown in the first experiment, the
MACE usage data is better suited to create usage context-
based similarities that imply semantic relations. In contrast,
the objects in the Travel well data set hold more content
information than the objects in the MACE data set (i.e.,
about 97 percent of the learning objects in the Travel well
data set hold tags or classifications which only holds true
for about 79 percent of the MACE objects, see Section 4). As
a result, all usage context-boosted approaches perform bet-
ter than the content-boosted approaches for the MACE data
set, whereas for the Travel well data set, the content-boosted
approaches perform better.

For both data sets, the MF methods SVD and BMF
profit from the usage context-based and the content-based
boosting approach. The standard collaborative filtering
approaches IBCF and UBCF are more sensible concerning
expected ratings in the user-item-rating matrix that differ
from the true user ratings.

To conclude, boosting can be recommended for the use in
learning portals, especially in combination with the biased
matrix factorisation approach. If the collected usage data is
fine-grained, i.e., all events concerning a learning object are
stored and the timestamp is given, the use of usage context-
based similarity can even outperform the use of semantic
metadata-based similarity.

7 CONCLUSION

In this paper, we introduce a new way to calculate similari-
ties between learning objects by considering their usage
contexts. The usage context of a learning object is defined
by the objects it significantly often co-occurs with in user
sessions. This way, learning objects are similar if they co-
occur with the same learning objects. This also means, two
learning objects can be similar even if they were never used
together in the same user session. Our hypothesis that usage
context-based similarity is an indication for content similar-
ity is supported by the experimental evaluation using the
data sets MACE and Travel well. This means that the pre-
sented approach is able to utilise the users’ knowledge and
context, which is inherent in their activities, in order to
reveal item relations without forcing the users to explicitly
share their knowledge.

The usage context-based similarity can be used in several
ways. Here, we create a usage context-based recommender
and use it to boost existing recommendation approaches by
filling up the underlying user-item-rating matrix with
expected ratings that are calculated using the usage context-
based similarity. We evaluate this approach against the
original recommendation approaches and their content-
boosted equivalents. The evaluation shows that the usage
context-based similarity is able to even outperform the

content-based similarity. This is due to the fact that by ana-
lysing an object’s usage contexts, a system can be enabled to
profit from the users’ knowledge without forcing them to
explicitly share it. Thus, simple log files of systems provid-
ing learning objects are sufficient to calculate similarities
between the objects that can be incrementally updated.

The results motivate us to further develop this approach.
First, we will try to find a suitable way to combine usage
context and content-based similarities to not waste any
available information. Additionally, we plan to evaluate our
approach in a running system to gather more insights about
the usefulness of the created recommendations.
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