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Abstract—New technologies enable novel types of learning activities that differ radically from traditional approach of visiting lectures

and doing homework assignments. Namely, these technologies support transforming our everyday environments into learning

environments. This concept is referred to in the literature as ubiquitous learning. Enriching ubiquitous learning systems with adaptive

functionality facilitates personalization of learning activities by adapting them to learners’ progress and situation. In this article, we

identify needs of four user roles in ubiquitous learning systems, i.e., learner, instructor, developer, and researcher. We analyze the

state of the art in ubiquitous learning and find that roles other than learners have not received much attention in the literature. Finally,

we propose supporting different needs identified for four user roles by adding meta-level functionality to ubiquitous learning systems.

This proposal adds self-introspective capabilities to such systems to serve their users better.

Index Terms—Adaptive and intelligent educational systems, ubiquitous computing, context-aware computing
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1 INTRODUCTION

RECENT advances in technology facilitate significant
changes in performing everyday activities. Computa-

tional resources can be embedded in human surroundings,
enabling services that support users in their everyday life.
Such environments are called ubiquitous environments
capable of providing users with right services, at the right
place and time [1]. Many fields benefit from ubiquitous
computing technologies, especially from properties like
context-awareness and personalization that allow systems
to adapt to user goals and situations.

Ubiquitous computing has high potential in the field of
education as well [2]. Information and communications tech-
nology (ICT) not only provides convenient tools for teaching
and learning, but also solves a number of challenges faced by
traditional learning methods. Constraints set by limited
resources, like time and scale, can be tackled with e-learning
[3], in which tools based on Internet technologies are offered
for learning activities. Development of mobile devices has
enabled learning on the go [4]. This has led to the concept of
m-learning, i.e., “learning across multiple contexts, through
social and content interactions, using personal electronic
devices” [5]. Ubiquitous learning goes even further by inte-
grating e-learning, m-learning, and ubiquitous environ-
ments together [6] into “ubiquitous learning environment”.

The concept of Ubiquitous learning environment (and
consequently Ubiquitous learning) is not clearly defined in
the literature. We accept to some extent Yangs’ definition: “A
ubiquitous learning environment provides an interoperable,

pervasive, and seamless learning architecture to connect,
integrate, and share three major dimensions of learning
resources: learning collaborators, learning contents, and
learning services” [7]. Ubiquitous learning systems focus on
the learning activity itself, not on use of tools and technolo-
gies, and aim at open, easy to access, natural, and social
learning [8]. Furthermore, the integration of the physical
environment into the learning process facilitates new forms
of interactions, e.g. enhancing physical objects with digital
content (digital augmentation) has been shown to promote
active learning, to encourage collaboration among children
and to enrich experience [9].

Ubiquitous learning systems have potential to support
instructors as well. Due to sensing technologies of ubiqui-
tous learning environments, they can give comprehensive
information about how learners perform learning activi-
ties. Moreover, the system may offer a different kind of
support depending on the teacher’s selected learning strat-
egy (e.g. inquiry-based learning, problem-based learning
or project-based learning). Characteristics of ubiquitous
learning may facilitate also orchestration of tasks carried
out by the instructor. Orchestration is referred to as
“educational practices that organize and arrange learning
activities and learning environments to guide learners
through learning processes” [10]. Finally, with advanced
use of technologies, ubiquitous learning systems can pro-
vide significant support not only for learners and instruc-
tors, but also for other actors participating in learning
activities: developers and researchers.

In ubiquitous learning environments, the physical envi-
ronment is enriched with networked computational technol-
ogies, sensors and actuators. This gives great means for
applications running in such environments to capture the
situation, analyse it and modify their behaviour accordingly.
Applications like that are called adaptive applications.
Adaptive applications of a ubiquitous learning environment
can adapt to different context types, like location, or student
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needs and progress (that is, integrating properties of intelli-
gent tutoring systems [11]).

Some researchers separate ubiquitous learning and adap-
tive functionality, e.g. [12]. Others consider adaptive func-
tionality as one of the core properties of ubiquitous learning
[13], [14]. In this article, we use the term adaptive ubiqui-
tous learning system to emphasize that a ubiquitous learn-
ing system has adaptive functionality, i.e., it adapts its
behaviour based on context.

The purpose of this article is to study how recent adap-
tive ubiquitous learning systems support different user
roles, reveal challenges, and suggest solutions for tackling
them. We review the literature published between the years
2009 and 2014. Analysis of these works provides the foun-
dation for our solutions. We suggest viewing adaptive ubiq-
uitous learning systems as feedback loop systems. Such
systems adapt themselves based on how they are used
along with different quantitative and qualitative properties
of the situation, environment (i.e., these systems are con-
text-aware). This is related to the field of autonomic com-
puting, and properties like self-configuration, self-
optimization, self-healing, and self-protecting [15].

We suggest including mechanisms for monitoring and
controlling in ubiquitous learning systems. This would
enrich ubiquitous learning systems further with adaptive
functionality if they do not have one. For adaptive ubiqui-
tous learning systems, in turn, it will provide clarity of sys-
tem design, customizability, and reusability benefits [16].
For this purpose, we propose a meta-level control frame-
work [17] to be applied to ubiquitous learning systems. This
framework adds a controlling and monitoring layer to such
systems. Moreover, it monitors the overall interaction to
gather feedback on how well the system supports its users
in their tasks. With this kind of functionality, a learning sys-
tem can, for example, detect that a learner constantly
receives bad marks on essay related tasks and suggest the
instructor to try group work for this learner. Hence, this
extra controlling and monitoring layer adds introspection
functionality. This improvement, in turn, facilitates support-
ing needs of all actors participating in learning processes.

The contribution of the article can be summarized as fol-
lows: First, we review recent adaptive ubiquitous learning
systems with respect to how users are supported and iden-
tify the gaps. Second, we propose a conceptual solution to
overcome some of the gaps revealed. We consider ubiqui-
tous learning from the system architecture perspective.
Hence, we do not provide details on pedagogical considera-
tions. Furthermore, our focus is not on the learner, which
has been widely considered in the literature already.

The rest of the paper is structured as follows: Back-
ground on ubiquitous learning systems is provided in
Section 2 and the state of the art is analyzed in Section 3.
Then, our proposal to improve support for instructors,
developers, and researchers is presented in Section 4. An
overview of the related work is given in Section 5. Finally,
Section 6 contains discussion and concludes the article.

2 UBIQUITOUS LEARNING SYSTEMS

This section gives background information on ubiquitous
learning. Since the pioneering work of Rogers et al. in the

beginning of 2000 [18], ubiquitous learning has adopted sev-
eral technologies, also used in other ubiquitous computing
fields like digital augmentation [19]. Ubiquitous learning is
different from immersive learning as learners perform
learning activities in a real physical environment enriched
with technology, instead of virtual worlds, not connected to
any specific physical place, as immersive learning suggests
[20]. Ubiquitous learning is natural evolution of e-learning
and m-learning and uses diverse sensing and actuating
devices of physical environment to enhance the learning
experience. Some researchers focus on creating seamless
transitions between formal and informal learning environ-
ments (called seamless learning) [2]. In contrast, our view is
that ubiquitous learning systems support users in their
learning and teaching activities by utilizing embedded and
networked computational technologies, sensors and actua-
tors [6].

A rich stream of research is related to adaptive learning
and intelligent tutoring systems [11] offering individualized
teaching methods that help students learn at faster pace,
more effectively, and with greater understanding [12].
Hence, adaptive learning systems are capable of monitoring
and interpreting the activities of their users, understanding
user requirements and preferences, and acting upon gained
knowledge on their users to dynamically facilitate the learn-
ing process [21]. Integrating the functionality of intelligent
tutoring systems into ubiquitous learning applications facil-
itates achievements of highly personal learning experiences
that adapt to learners’ abilities, learning progress, and per-
sonal interests. Moreover, technological capabilities of ubiq-
uitous learning environments allow adapting learning
systems to the situation at hand, considering not only users
but the state of environment, as well.

The information characterizing the situation can be gen-
eralized as context. In turn, applications which adapt their
behavior based on context are called context-aware [22].
Context-awareness facilitates adaptation to the situation at
hand and facilitates adaptive learning functionality. Con-
text-awareness research supporting adaptive learning is
very active in the fields of m-learning and e-learning [21],
[23]. Ubiquitous environments are able to grasp the
learners’ situation in greater details by using diverse sens-
ing and actuating technologies. Hence, context-awareness is
a key feature for adaptive ubiquitous learning applications.

Since ubiquitous learning is evolution of m-learning, we
extend the components presented by Ozdamli and Cavus
[4] and decompose a ubiquitous learning system into three
main components: User, Environment, and Content (Fig. 1).

Environment component includes the context in which
the system operates and consists of physical environment,
infrastructure, and tools. In ubiquitous learning, a learning
activity is integrated in the environment via use of environ-
ment properties, resources and tools, whereas in m-learn-
ing, the environment is considered as either as a tool or just
a location where the learning activity takes place [4]. Also,
ubiquitous learning environments might utilize their exist-
ing objects as part of an application’s user interface, e.g. by
digital augmentation [9].

Physical environment is the physical space where the
learning activity occurs, e.g. a classroom or a garden. These
spaces have qualities which need to be considered, like light
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and noise level. Infrastructure covers all the equipment and
technological solutions together with software, connectivity
and available appliances. Moreover, the environment
includes available special learning tools and equipment,
like smart boards.

Content component covers all information presented to a
user. This information can be generated both at design-time
and at run-time. Here, content can be categorized into edu-
cational resources, personal profiles, official regulations
(like study plans), and assessments.

User component includes all main actors of the system. In
our previous work, we have developed several technology
enablers for ubiquitous learning [24], [25]. This work has
been carried out in a multidisciplinary environment with a
close collaboration among teachers, education and technol-
ogy researchers, and software developers. We have fol-
lowed an ethnography methodology using fast prototyping
cycles, adapting Millen’s Rapid Ethnographic [26] to our
needs. Each implementation cycle was followed by a discus-
sion among all researchers participating in the study to
identify the problems to be solved in the next iteration. We
have also used participatory design techniques to identify
the requirements for a ubiquitous learning environment
from the teachers’ perspective. Based on all this work, we
have identified the following user roles for ubiquitous
learning systems: Learner, Instructor, Developer, and
Researcher, not only Teachers and Learners as in [4]. This
multidisciplinary research has helped us in identifying the
needs of different user roles in ubiquitous learning.

To be more specific, Learner uses the learning system to
learn a specific subject, whereas Instructor designs and con-
trols learning paths and learning activities. A learning path
defines the sequence of learning activities for a learner to
effectively build up knowledge and skills [27]. Instructors
have changed their traditional role with the incursion of
technology in learning environments. The teacher has
become “conductor of an orchestra” that must “conduct”
students to achieve their learning goals using learning
instruments available in the environment [28]. More con-
cretely, instructors create content and arrange learning
activities, monitor and evaluate learners’ progress. Hence,
their role is essential for useful ubiquitous learning experi-
ence. Developer is the one implementing the learning sys-
tem, as well as providing run-time support. Researcher
performs overall system analysis and evaluates the system

and learning process against certain criteria. Researchers
can represent different fields, like pedagogy, learning sci-
ence, ubiquitous computing, and user experience. These dif-
ferent roles have quite different requirements, as seen from
Table 1.

Current research on ubiquitous learning systems is
highly focused on learners [29], [30]. After all, the learner is
the most important actor since he or she is the one for
whom a learning system is created. Instructors are mostly
considered to create learning content and evaluate progress.
Several content authoring tools have been proposed for
instructors [31]. Moreover, different aspects are considered
for student progress evaluation, like learning goals and

TABLE 1
Requirements Set by Four User Roles

User role Requirement

Learner 1. Provide access to learning material
2. Provide tools to gain knowledge (learn)
3. Allow following the learning path and activities
4. Allow adapting the learning path and activities
5. Provide tools to create learning outcome, make
annotations/notes to learning material

6. Provide tools to share the learning material,
notes, learning outcome

7. Provide tools to get/give feedback from/to
Instructor

8. Provide tools to get/give feedback from/to other
learners

9. Allow collaborating with peers to perform
learning activities

10. Allow monitoring and evaluating own progress
11. Allow applying the knowledge in real-life

situations
12. Motivate the learner during learning

Instructor 1. Provide tools to create learning material,
learning path and learning activities

2. Allow controlling and modifying the learning
path and learning activities

3. Allow monitoring learners’ progress during
learning activity

4. Allow analysing the learner’s progress
5. Allow observing/evaluating results of the
learning activity

6. Allow evaluating the learner’s progress
7. Provide tools to give/get feedback to/from
learners

8. Provide tools to support learners’ motivation

Developer 1. Facilitate development of system components
2. Facilitate installation and configuration of the
system

3. Facilitate monitoring the system status (e.g.
performance, HW/SW components)

4. Allow evaluating system status
5. Facilitate modification and reconfiguration of the
system

Researcher 1. Facilitate setting up and modification of
evaluation criteria

2. Facilitate monitoring and evaluation of the
system and learning process against the set
criteria

3. Allow tuning system variables and analyzing
their effect

4. Provide tools to support Instructors in creation of
content and learning activities.

Fig. 1. Main components of a ubiquitous learning system, generalized
from Ozdamli and Cavus [4].
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learning activity performance [32]. Developers are consid-
ered as system implementers and are supported with mid-
dleware and development frameworks. Researchers are not
directly supported by the reported ubiquitous learning sys-
tems, although usually researchers perform all the analysis
after real-world testing.

Adaptive ubiquitous learning systems adapt their behav-
iour to components presented above to serve users better.
Moreover, different components cannot be analyzed indi-
vidually but as a whole. Learners, instructors, technology,
learning activities and learning environment must interplay
together in a harmonious way (orchestration) conducted
generally by the instructor with the support of technology.

3 STATE-OF-THE-ART ANALYSIS

To review how users are actually supported by recent adap-
tive ubiquitous learning systems, we searched relevant liter-
ature with IEEE Xplore, Scopus, and Science Direct libraries,
and with the Google search engine. Key-words for the
search contained both ubiquitous computing and learning
terminology, for example: “ubiquitous learning system”,
“context-aware learning application”, “pervasive learning
system”, and “adaptive learning application”.

We set the following additional criteria: 1) Work was
published between the years 2009 and 2014. This allows
selection of the most recent articles. 2) Actual learning activ-
ity involves or is affected by interaction with physical envi-
ronment and its objects. This criterion allows inclusion to a
survey the learning applications which are not classified by
authors as ubiquitous, but can be considered as such, e.g.
Heimonen et al. [33].

The analysis is summarized in Table 2. For each system,
we identify how users are supported according to their
requirements taken from Table 1. Moreover, we also con-
sider what context the system uses for adaptation, adapta-
tion type and the adaptation mechanism used. The
abbreviations used are explained below the table.

User support. To explore how different users are sup-
ported in reviewed projects, we identify the user roles and
their requirements these systems address. As seen in
Table 2, learners are well supported by the reviewed sys-
tems. Learners are able to access content, follow learning
paths, and perform activities in authentic environments
(Fig. 2). Actually, majority of the reviewed literature concen-
trates exclusively on learners and no support is provided for
other kinds of users.

Some analyzed systems target instructors as well, but
their role is often limited to content creation [33], [34], [35]
or result evaluation [36], [37], [38] (Fig. 3). More advanced
systems allow instructors to monitor learners’ progress, pro-
vide explanations, and recommendations during learning
sessions [39], [40], [41]. Chang et al. [39] store the trajectory
track of learners, including time information and other
learning activity details to help instructors to evaluate learn-
ers. Wei et al. [40] log the status of every learner throughout
the learning activity, allowing instructors to understand
obstacles experienced by an individual learner and provide
adaptive instruction and timely feedback. Blanco-
Fern�andez et al. [41] also log learners’ actions during learn-
ing activity and allow the instructor to reflect on them

afterwards during replay and debate sessions. These works
demonstrate capabilities of ubiquitous learning sensing
technologies for instructors. Indeed, capturing the overall
situation during learning activity helps instructors to under-
stand outcomes of learning activities at the required level of
detail. Chang et al. [39] also mention a need to identify
learners’ strengths and weaknesses in relation to learning
activities; however, no details are given whether and how
this functionality is implemented in their system. Generally,
Figs. 2 and 3 demonstrate lack of monitoring and analysis
functionality in reviewed systems.

Developer role is important for a system that is deployed
for a long time in a real environment. The reviewed systems
do not focus on developers, except [41] and [42]. Laine et al.
[42] provide a framework for developing ubiquitous learn-
ing games. However, no information is given whether
developers are supported during system operation in moni-
toring the state of resources and game progress. Researchers
are not supported at all in the surveyed research, although
researchers are important as they perform system analyses
in terms of its usefulness for learners and instructors. Only
Blanco-Fern�andez et al. [41] present some subtasks relevant
for researchers; their system supports analyses of system
usage from a technical point of view.

Context. An adaptive ubiquitous learning system should
sense the situation and act accordingly to support users. We
explore what kind of context is considered important in the
reviewed projects.

As can be seen from Table 2, location context dominates
in learning applications [29], [34], [39], [41], [43]. Location
context covers both location of the learner, as well as loca-
tions of target objects. Other types of learners’ context are
considered important as well, like learners’ performance
[38], [40], [43], [44], [45], which is directly calculated from
tests or tasks performed by learners. Some systems utilize
more general learner context like learners’ interests and
experience [46], and field of study [45], [47]. This context
should be prefilled by a learner and included in the
learner’s profile. A few systems keep a record of learners’
behavior for future analysis or for creation of the learner’s
model for adaptation [42], [43], [48], [49]. This behaviour
context is retrieved in a dynamic and unobtrusive fashion
when a learner uses the system. Some works consider the
context of environment and infrastructure [30], [43], [45],
[50]. This context is retrieved dynamically via sensors and
status reports. Cahill et al. [51] present a system which does
not use any context explicitly. However, learners’ knowl-
edge is encoded in advance into guiding questions which
the learners have to answer with supporting evidence.

Adaptation. Adaptation functionality characterizes capa-
bilities of an adaptive ubiquitous learning system to
respond to situation changes and to provide personaliza-
tion. We utilize the adaptation classification suggested by
Economides [55] for context-aware ubiquitous learning sys-
tems in our analysis. Below, we give a short introduction of
the categories used in this survey.

Content and course adaptation (CCA) deals with selection
and construction of individualized courses and course con-
tent based on context criteria, such as learners’ knowledge.
Hence, this category is about structural adaptation of
courses. If a system supports course (re)organization based
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on user knowledge, needs and preferences, we mark that it
supports CCA.

Navigation and sequencing adaptation (NSA) rearranges the
order of the material presented to a learner to create indi-
vidual learning paths depending on context. Not to mix
NSA with CCA, we mark that a system possesses NSA if it
supports course (re)organization based on the situation at
hand, like user performance, location.

Presentation adaptation (PA) indicates presenting content
depending on context, such as available digital resources
(e.g. mobile screen versus wall display), and competencies
of learners (easier and less detailed version versus full and
deep explanation).

Assessment adaptation (AA) deals with adaptation of
assessments depending on context, like the learner’s perfor-
mance. For instance, a capable learner can be challenged
with more difficult assessments.

Adaptive feedback (AF) deals with giving appropriate feed-
back and hints to a learner based on his actions.

Adaptive communication and collaboration (ACC) addresses
communication capabilities of an application with respect
to both other learners and available tools. For instance, the
application can recommend other people nearby with a sim-
ilar learning goal.

As seen from Table 2, all systems implement either CCA
or NSA. NSA dominates in reviewed articles, as systems are
mainly targeted to acquire concrete learning outcomes;
hence, not much attention is paid to issues of constructing
and adapting learning activities based on learning needs of
students. NSA systems use location context as the main
source for adaptation [29], [34]. Many systems perform
NSA adaptation by fusing location context and learner’s
context, like activity [50]. Some works utilize learners’ per-
formance to arrange learning activities [38], [44], [45], [52].
In addition, some systems fuse environmental context to
adapt content [30], [43].

To implement CCA, user needs and preferences should
be analysed. For example, El-Bishouty et al. [46] infer the sit-
uation at hand and provide the required learning content
based on situation information and user knowledge. Chiou
and Tseng [48] consider learners’ preferences for creating

learning activities. Wang and Wu [49] analyze user needs
and interests in order to provide relevant learning activities.
Hsu and Ho [47] establish learning paths suitable for
learners’ competencies.

Few works demonstrate PA explicitly by considering
physical resources of devices [30], [45], [47]. For instance,
content can be played on a wall display instead of the user’s
mobile phone [47]. Different focus of PA is explored by
Hwang et al. [43], they consider learners’ knowledge and
experience to select the level of detail.

AA is not very clearly described in the reviewed work.
Only Cheng and Huang [38] demonstrate explicitly adapta-
tion of questions and tasks based on learners’ performance.
AF helps learners to get timely and explanative feedback on
activities performed. Most works provide adaptive feed-
back based on results of tests and tasks [34], [36], [42], [48].
However, mostly visual feedback is used, other modalities,
like sound or tactile, are not used much [38], [40].

ACC is presented mostly with mechanisms to involve
peers to collaborate in learning activity. El-Bishouty et al.
[46] suggest peers to learners with experience in the studied
topic, based on the recognized situation. Shih et al. [44] pro-
vide mechanisms to share and evaluate the solutions of
other team members. Tools to arrange collaborative activi-
ties are also demonstrated [30], [50]. Sometimes, it is diffi-
cult to distinguish whether a system possesses ACC or just
instruments for collaborative activities without adaptation
functionality, like in [35], [40], [42], [45].

Adaptation provided by a learning application highly
depends on goals and type of application. Available context
plays a crucial role in adaptation support. Detailed under-
standing of situation of learning process and learning activ-
ity is still missing from the surveyed works, although it
could help to achieve some forms of adaptation: CCA and
FA adaptation can be improved by monitoring how the
learner performs learning activity; PA and ACC adaptation
could be improved by sensing the overall situation, e.g. in
order to address learner privacy.

Adaptation model and mechanism. We consider also
whether all the adaptive behavior of a learning system is
encoded into the system at design-time (static adaptation
model) or whether the system is capable of learning new
adaptation patterns during operation (dynamic adaptation
model). Most works are based on the static adaptation

Fig. 2. Percent of reviewed articles supporting learner requirements.

Fig. 3. Percent of reviewed articles supporting instructor requirements.
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model approach, e.g. [29], [34], [43]. Only two systems dem-
onstrate dynamic adaptation [47], [49]. Wang and Wu [49]
propose a system which dynamically adapts the recom-
mended learning material based on learners’ personal
requirements, preferences, and learning experience. Hsu
and Ho [47], in their turn, evaluate knowledge deficiency
that a learner must overcome and use this information to
identify appropriate learning paths and objects.

An adaptation mechanism determines how the desired
adaptation functionality is actually achieved by the adap-
tive ubiquitous learning system. Many mechanisms are
implemented with the manual coding approach, meaning
that adaptation is hard-coded into an application and
authors do not report other details [29], [42], [52]. Benefits of
manual coding are detailed control of the application and
optimization of response delays. On the other hand, manual
coding limits system maintenance and functionality exten-
sion. Among other adaptation approaches, the rule-based
approach is common [30], [43], [50]. Rules provide advan-
tages of modularity, expressivity, and system maintenance
support [56]. Proprietary solutions are demonstrated by
some systems [44], [47], [49].

To summarize our observations, most reviewed research
efforts demonstrate adaptive ubiquitous learning systems,
where learners are asked to complete certain tasks and tests
are given after the tasks have been performed. Later on, test
results or task performance are evaluated by an instructor.
Only a few systems provide other forms of evaluating out-
come of learning activities, such as creating a presentation
about a given topic. This demonstrates the fact that full power
of ubiquitous learning has not yet been explored, because the
systems mostly demonstrate moving “in-class lecture meth-
odology” to everyday environment. One great opportunity
the ubiquitous technology provides to learning is capturing a
learner’s experience while performing a learning activity in
an authentic learning environment. Such functioality sup-
ports developingmore blended evaluationmechanisms.

Only a few systems provide support for instructors.
Moreover, instructors have limited functionality at their
use, namely content creation and result evaluation. Few
works consider developers and even then they only facili-
tate system implementation. None of the surveyed works
address researchers. This may indicate still another obstacle
in realizing full potential of ubiquitous technologies in ubiq-
uitous learning research. Researcher support means provid-
ing monitoring, altering, tuning, and analyzing services. By
providing researchers support to modify and tune certain
system parameters and capabilities to analyze effects of
such modifications, it is possible to study and improve ubiq-
uitous learning systems iteratively without changes in their
core functionality.

Adaptative functionality allows ubiquitous learning sys-
tems to achieve personalization. Different forms of adapta-
tion are used in the related work; however, a detailed
understanding of the situation is still missing. Such an
understanding would extend adaptation possibilities. Most
of the related research presents a static adaptation model,
meaning that adaptation is defined in advance. This
approach may not work well for long learning scenarios,
where user preferences, interests, and background knowl-
edge may develop during system usage.

4 META-LEVEL FRAMEWORK APPLIED TO

UBIQUITOUS LEARNING SYSTEMS

4.1 Meta-Level Control Introduction

Ubiquitous applications can be represented as Action-Per-
ception loops (Fig. 4). Such a system senses environment
and user (Ground level) and infers actions to perform as a
response to changes in the environment and user behaviour
(Object level). These actions can change the environment
and trigger new system actions.

Meta-level adds self-introspective monitoring and con-
trol over the reasoning process, this is called metareasoning
[57], [58]. Metareasoning, in its turn, allows evaluating rea-
soning actions and modifying them as necessary. Hence,
the role of meta-level is to improve quality of decision-mak-
ing by spending some effort to decide what and how much
reasoning to do as opposed to what actions to do [57].

In addition, as quality of reasoning process needs to be
evaluated in terms of user satisfaction (how well reasoning
tasks support users), an extra monitoring link is needed
from Meta-level to Ground-level [17] (dashed arrow of
Fig. 4). This link also adds significant explanation support
on system behaviour for users [59]. Such system design
results in feedback loop system properties. Namely, the sys-
tem modifies itself based on its real use, performance crite-
ria, and user and environment context.

Implementing monitoring and control functionality at a
separate level (meta-level) provides clear design as each
layer is only responsible for certain types of tasks. This, in
its turn, improves modularization and facilitates system
maintenance. Reusability is another advantage. With well-
defined interfaces, meta-level components can be used by
several systems in ubiquitous environment. Another benefit
is customization. Meta-level has a broad view on a particu-
lar situation; hence, tailored decisions can be made about
objet-level tasks.

4.2 Reference Architecture for Meta-Level
Functionality of Ubiquitous Learning System

In our previous research, we outlined necessary components
to implement meta-level functionality to smart spaces, as
well as discussed the challenges to have a plug-in solution
for it [17]. This high-level architecture can be applied to ubiq-
uitous learning systems as well, with or without adaptive
functionality. We suggest reference architecture for meta-
level control for ubiquitous learning applications, see Fig. 5.
Meta-level framework improves adaptive functionality or
enables it if a ubiquitous learning system does not have one.

Ground level is presented with Actuators and Percep-
tors. Perceptors sense the environment (e.g. noise level) and
user (e.g. learning stage) and gather user commands to the

Fig. 4. Metareasoning concept visualization, modified from Cox and Raja
[57] and Gilman and Riekki [17].
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system (e.g. via graphical user interface). Actuators make
changes in environment (e.g. turning on the light) and
deliver information to users (e.g. show a message). Object
level forms the functionality of ubiquitous learning applica-
tions. Namely, it implements adaptation functionality (like
in Economides [55]) if it exists, composition of application
components and their deployment, and task execution.
Adaptation encodes context-based changes of learning
activities, learning paths, and content presentation. Applica-
tion component composition and allocation defines how to
make ensembles from available parts of learning applica-
tions and on which resources (devices of learning environ-
ment) these parts should be deployed. Task execution is
responsible for real execution of the application.

Meta-level tasks monitor and control execution of object-
level tasks. All the components introduced in our previous
research participate in forming themeta-level of a ubiquitous
learning application [17]. Trigger component gathers events
of environment and delivers them to Control component,
which acts according to event types. Based on the incoming
event, Control component can alter execution of an object-
level task. For example, it may command to use a different
algorithm for adaptation task. Control component consults
Quality models when it makes control decisions. Quality
models present configurations of object-level tasks and strat-
egies for different contexts. For example, they contain infor-
mation on how the selected sequence of learning activities
support the student. Performance of Object-level tasks is
monitored against preset criteria by Monitor component. An
example of such criteria can be student performance. This
information, as well as information about user satisfaction, is
utilized by Learning component to construct Qualitymodels.
In addition, Control component estimates which user tasks
can be postponed and which should be executed immedi-
ately. For instance, certain learning activity fits better to cur-
rent student context. Waiting queue holds the tasks which
cannot be processed at the moment, but can be processed
when the context changes, e.g. a certain device becomes
available. Content and Resource repository contain informa-
tion about all learning content and resources available in the
learning environment. Feedback collector gathers feedback
from the user. This feedback can be collected from a user of
interest (by manual input via user interface or sensors) or
inferred (e.g. by getting a certain result from learning activ-
ity). Explanation component gives user cause-effect explana-
tions regardingwhy the system behaves in a certainway.

4.3 Meta-Level Framework to Support Four User
Roles in Ubiquitous Learning Applications

Applying meta-level concepts can improve ubiquitous
learning applications and facilitates the orchestration of
learning. Meta-layer functionality can help to support all
the users involved and fulfill some of their requirements
(Table 1). Moreover, the system can support a large amount
of features listed in Table 2. Let us now examine how the
proposed reference architecture supports different user
roles in a ubiquitous learning application. Please refer to
Fig. 5 for components.

Learner. Meta-level functionality can enrich a ubiquitous
learning system with individualization. For instance, when
the system prepares learning activity for a Learner,

involving different devices of the learning space, an alloca-
tion algorithm is applied to deploy different tasks of learn-
ing activity to the devices of learning space (Component
Composition and Allocation), e.g. use of wall display and
mobile phone as remote controller. Then, the system moni-
tors how user performs this learning activity (Task execu-
tion). The system collects all information available during
performing the learning activity (Perceptors). User satisfac-
tion and self-assessment can be requested from Feedback
collector component. All this information is then supplied
to Learning component, which is able to analyse it together
with available context. For example, a student had got not
very high scores and had commented that he did not like
that his answers were observable to others in the learning
space. The Learning component fuses and analyses the
available information and history information about this
student. In the given example, the analyses revealed that
student performed well previously in similar context and
deployment, the only difference was that he was alone in
the room. All this information is encoded into Quality mod-
els repository for future use. Hence, Control component
would advise Quality models next time the similar context
is observed for this particular Learner and would activate a
PA rule (Adaptation) to transfer content from a wall display
to a personal device when a user is not anymore alone in
the learning environment. Moreover, adaptation functional-
ity can be personalized. This is achieved with Learning
component collecting information on which learning strate-
gies work best for a given user in different contexts. Hence,
Control component could alter parameters of CCA or NSA
adaptation algorithms (Adaptation). Knowing what works
best is also very beneficial for Learner; here, Explanation
component is handy as it can give in-depth information,
especially if the component implements analytics. There-
fore, meta-level functionality can potentially provide bene-
fits for learners’ requirements 3, 4, 7, and 10 of Table 1. The
rest of requirements can be achived with Ground and Object
levels.

Instructor. Meta-level functionality could add significant
support for instructors, which is largely missing from the
related work. The framework proposed in this article facili-
tates guiding role of instructor in multiple ways. It facili-
tates the learning assessment by monitoring learners’
progress. While performing learning activities, meta-level
provides information on what works best for a certain

Fig. 5. Reference architecture for adding meta-level functionality to ubiq-
uitous learning systems (modified from Gilman and Riekki [17]).
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student and what does not work at all. This is facilitated by
Monitoring, Learning, and Feedback collector components,
similarly as for the case presented for Learner. Explanation
component for Instructors could be enriched with capabili-
ties to analyze all information available in Quality models
[60]. Analysis results could be used by instructors to recon-
figure, for example, CCA and NSA algorithms to produce
course structure and material that suits the learner better
(Adaptation). More thorough feedback can be generated for
the learner, as instructors would have advanced informa-
tion about performance.

Modular structure of meta-level framework provides
another advantage. Depending on the learning strategy (e.g.
inquire-based learning, problem-based learning or project-
based learning), the support required by the instructor from
the system is different. Actually, the whole system must
adapt to the strategy decided by the instructor, and it is
here where the flexibility provided by the meta-level frame-
work provides a unique advantage with respect to other
systems. The Meta level can modify dynamically object
level tasks to adjust them to requirements for the chosen
learning strategy, without modifying Ground level tasks.
While other systems only work for one concrete learning
strategy, a system using a meta-level framework can adapt
to different learning strategies.

Generally, meta-level functionality can potentially bring
benefits for instructors’ requirements 2, 3, 4, 5, 6, and 7 of
Table 1. The rest of requirements can be achived with
Ground and Object levels.

Developer. Meta-level functionality can facilitate adminis-
tration and maintenance tasks of such complex systems as
ubiquitous learning applications. GUI tools could be used
to define rules for adaptation algorithms, for example, for
PA adaptation rules can dictate which algorithms to use in
case of device failures (Adaptation). Another useful aspect
is controlling applications’ setup based on how the applica-
tions are used during learning activities. This is achieved
with Monitor, Learning, and Control components. For
example, some RFID tags might not be used by students
because of a difficulty to reach them. This information is
retrieved by Learning component from data supplied by
Monitor, collecting the necessary context about running
application or task (Task execution). Based on this informa-
tion, Control component may command task redeployment
(Component composition and allocation), so the content of
these poorly accessed tags could be associated with other
more popular tags in the system. Hence, meta-level func-
tionality could improve support for developers’ require-
ments 3, 4, and 5 from Table 1. The rest of requirements can
be achieved with Ground and Object levels.

Researcher.Meta-level monitoring and control would facil-
itate recognition of interesting patterns from performing
learning activities. Perceptors andMonitor component gather
information about performing learning activities. Learning
component fuses and analyses this information. Explanation
component provides details about patterns revealed. In fact,
Researcher also requires additional analytics functionality
from Explanation component. Control component could pro-
vide some altering and tuning functionality to the system, for
example, to change the algorithm for learning path sequenc-
ing to observe how this change affects learners’ performance.

Hence, meta-level functionality could provide benefits to ful-
fill all researchers’ requirements from Table 1.

Generally, a meta-level framework can improve adapta-
tion. Perceptors of the framework sense a rich set of context
and other components then operate with retrieved informa-
tion to achieve the desired functionality. CCA and NSA
adaptation can be improved based on monitoring of real
performance of the learner. System repository can contain
several algorithms to construct learning paths, involving
many different parameters. Meta-level may select adapta-
tion algorithm and parameters for a learning path for a cer-
tain learner and situation, either automatically or together
with the instructor. PA adaptation can be improved by
monitoring real usage of the system and controlling adapta-
tion mechanisms based on real system performance, as well
as user preferences. AA adaptation can be improved by
monitoring the overall student performance. The system
can support different assessment algorithms, and based on
learner performance, meta-level may select a suitable one
either automatically or by consulting the instructor. AF and
ACC can be significantly improved. As meta-level monitors
real usage of the system and performance of users, causal
relations may be inferred. Hence, the system would be able
to provide more thorough feedback to users about their
progress. Moreover, the search of students with similar
problems in performing learning activities could be facili-
tated. Also, meta-level functionality facilitates development
of dynamic adaptation mechanisms in ubiquitous learning
systems. This is because of rich capabilities in monitoring
different aspects of the system and mechanisms to use
diverse algorithms.

However, the level of autonomy should be considered
carefully. Users want to be in control of applications to
understand how the system makes decisions, and to affect
this as required [59]. The same applies for ubiquitous learn-
ing applications. Instructors have important contribution to
make in design of education technology and they should be
able to have control over the system to facilitate the learning
process [61]. However, more intelligent hints and explana-
tions are required to instructors, as the amount of students
can be very high and thorough analysis of each student’s
performance could require considerable effort. The same
tools should be given to researchers, so that they could
explore specific features of learning system and learning
process and effects from their modifications. Support for
the developer could be done in a more autonomous manner.
One approach would be to provide sets of rules describing
the actions to take for different situations.

5 RELATED WORK

This section presents the research related to the review
given in Section 3 and to our proposal on adding an extra
layer to monitor and control adaptation.

Several reviews and surveys have been published about
mobile and ubiquitous learning. Ozdamli and Cavus [4]
determine the main components for mobile learning and
present roles of learners and teachers. Benefits and chal-
lenges of mobile learning to learners and teachers are
reviewed in [62] and emerging trends in mobile and ubiqui-
tous learning are explored in [23], [63], [64].
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Lots of work has been reported about adapting learning
applications to recognized progress and situation of a
learner [65]. However, only a few works can be found that
cover also monitoring and controlling this adaptation. For
instance, Saccol et al. [66] provide a framework consisting
of a set of tools, supporting learners and teachers/coaches/
instructors. One of their tools (Diary) provides information
for monitoring the educational or instructional process,
allowing their improvements and redesigns. Li et al. [67]
developed a system allowing learners to log their learning
experiences with photos, audios, videos, location and other
sensor data, and to share and reuse them with others. The
goal of such a system is to support learners in recording
their learning experiences and recall them via the context,
finding out habits of individuals and support the learning
in accordance with these habits. Moreover, this system uses
context information to decide whether to continue generat-
ing recommendations, as well as the learner’s response to
improve the learning habit detection method.

Authors of these proposals are mainly concentrated on
technology, namely how to easily integrate different context
sensing solutions and services of the environment into per-
sonalized learning applications developed. However, no
instruments are reported to access quality of solutions pro-
vided by the system, for example how well the proposed
learning activity corresponds to user needs.

Such issues are addressed by self-adaptive systems, sys-
tems which are able to monitor and tune their performance
when required [68]. Researchers of self-adaptive systems pro-
pose different frameworks and solutions to achieve self-heal-
ing, self-configuration, self-optimization, and self-protection
properties. For instance, Ahmed et al. [69] propose a solution
to achieve a self-healing service with a ubiquitous computing
middleware. Trumler et al. [70] propose a middleware solu-
tion to self-organize the services that build the application.

The work presented in this article aims to connect ubiqui-
tous learning researchwith self-adaptive computing research.
Namely, we add introspection capabilities to adaptive ubiqui-
tous learning systems. Adaptive ubiquitous learning systems
having self-optimization and self-configuration capabilities
could provide more tailored user support bymonitoring own
performance, aswell as tuning own parameters.

6 CONCLUSION

The state-of-the-art analysis revealed that different user
roles in ubiquitous learning applications are not yet well
supported. Mostly, the same learning activities are offered
to learners as used in a classroom, but outside the class-
room. Support for instructors is limited to tools to create
content and to evaluate student performance. Support for
developers mostly includes development tools, and
researchers are not considered at all.

Also ubiquitous technologies are not fully utilized to
achieve adaptive functionality in the reviewed works.
Many works address location of student, as well as those of
objects as the only context captured by the system. Captur-
ing the learner’s learning process and detailed learning situ-
ation, not only progress, would greatly help to understand
what helps students to learn more efficiently. This observa-
tion also comes from the fact that many presented works

demonstrate static adaptation behavior, meaning that adap-
tation logic is encoded in advance. However, learning is a
highly dynamic activity and changes rapidly. Hence, we
consider that dynamic adaptation, where the system is able
to tailor itself to its users’ needs in a dynamic fashion,
would enhance user experience.

A majority of analysed systems were implemented and
tested with real users. As such, this is a positive sign, but in
order to make thorough system evaluation, longer deploy-
ments are necessary. Such deployments require tools to sup-
port and modify the system during run-time. Moreover, in
order to study the system, its effects on the learning process
and learning outcomes, tools to alter the system and to ana-
lyze the effects are required.

The meta-level framework suggested here attempts to
overcome these challenges. Monitoring the overall learning
situation could provide insights into the real system use
and facilitate discovering patterns leading to system optimi-
zation. Developers could reconfigure the system based on
real use of devices. Instructors could learn which method
works best for different students. Researchers would be
able to obtain detailed data from field trials and modify the
system easily. Learners would get full potential from
personalization. Hence, the proposed framework aims to
support all user roles in ubiquitous learning systems.

Separating the tasks of ubiquitous learning system to
Object and Meta level provifdes maintenance advantages
for the system, as each layer encapsulates only the tasks it is
responsible for. Moreover, the system can be tailored to dif-
ferent environments and users without changes in core
Object-level tasks. This, in its turn, can be achieved by set-
ting the rules Meta level uses for controlling object-level
tasks. Also Meta-level layer can be shared between different
systems in ubiquitous environment, improving reusability.

Ubiquitous learning is not a very established research
domain yet. Researchers are working to integrate the best
learning practices and ubiquitous technology. More research
needs to be done together, by education researchers and
researchers of ubiquitous computing. Recent works report
first attempts to go beyond classroom learning, to place
learners into real-life situations to practice skills and knowl-
edge to be learnt.Morework still needs to be done to propose
blended, unobtrusive, and long-life learning solutions.

This article concentrated on user support in adaptive
ubiquitous learning systems. We identified main compo-
nents of ubiquitous learning systems. Specifically, we
focused on different user roles of such systems, namely
learners, instructors, developers and researchers. We iden-
tified requirements for each of the identified user roles. To
see how these requirements are supported by current
research, we conducted a review of recent adaptive ubiqui-
tous learning systems. This analysis revealed that current
research is mainly focused on satisfying the needs of learn-
ers. Instructors lack support in on-line monitoring and
analysis of student performance, as well as tools to modify
learning activity and learning path on the fly. Developers
lack maintenance support; only development support is
provided. Finally, researchers are not considered at all in
recent research. To overcome these gaps, we have pre-
sented a meta-level framework which potentially could
overcome some of the presented challenges. We described
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concept, reference framework, as well as its benefits for
ubiquitous learning systems and their users. As for the
future work, we seek for possibilities to evaluate the theo-
retical concepts presented in this article in real ubiquitous
learning systems.

ACKNOWLEDGMENTS

This work was supported by TEKES (Finnish Funding
Agency for Technology and Innovation) as part of the Digi-
tal Services program of DIGILE (Finnish Strategic Centre
for Science, Technology and Innovation in the field of ICT
and digital business). E. Gilman is the corresponding
author.

REFERENCES

[1] M. Weiser, “The computer for the 21st century,” ACM SIGMO-
BILEMobile Comput. Commun. Rev., vol. 3, no. 3, pp. 3–11, Jul. 1999.

[2] T. W. Chan, J. Roschelle, S. Hsi, K. Kinshuk, M. Sharples,
T. Brown, and U. Hoppe, “One-to-one technology-enhanced
learning: An opportunity for global research collaboration,” Res.
Practice Technol. Enhanced Learn., vol. 1, pp. 3–29, 2006.

[3] S.-C. Wang, “University instructor perceptions of the benefits of
technology use in E-learning,” in Proc. 2nd Int. Conf. Comput. Elect.
Eng., Dec. 28–30, 2009, pp. 580–585.

[4] F. Ozdamli and N. Cavus, “Basic elements and characteristics
of mobile learning,” Procedia—Social Behavioral Sci., vol. 28,
pp. 937–942, 2011.

[5] H. Crompton, “A historical overview of mobile learning: Toward
learner-centered education,” Handbook of Mobile Learning, Z. L.
Berge and L. Y. Muilenburg Eds. Florence, KY, USA: Routledge,
pp. 3–14, 2013.

[6] C. Marinagi, C. Skourlas, and P. Belsis, “Employing ubiquitous
computing devices and technologies in the higher education class-
room of the future,” Procedia—Social Behavioral Sci., vol. 73,
pp. 487–494, Feb. 27, 2013.

[7] S. J. Yang, “Context aware ubiquitous learning environments for
peer-to-peer collaborative learning,” Educational Technol. Soc.,
vol. 9, no. 1, pp. 188–201, 2006.

[8] L. Li, Y. Zheng, H. Ogata, and Y. Yano, “Ubiquitous computing in
learning: Toward a conceptual framework of ubiquitous learning
environment,” Int. J. Pervasive Comput. Commun., vol. 1, no. 3,
pp.207–216, 2005.

[9] S. Price and Y. Rogers, “Let’s get physical: The learning benefits of
interacting in digitally augmented physical spaces,” Comput.
Educ., vol. 43, pp. 137–151, 2004.

[10] M. R. Gruber, C. Glahn, M. Specht, and R. Koper, “Orchestrating
learning using adaptive educational designs in IMS learning
design,” in Proc. 5th Eur. Conf. Technol. Enhanced Learn. Conf. Sus-
taining Tel: From Innov. Learn.Practice, 2010, pp. 123–138.

[11] N. J. Ahuja and R. Sille, “A critical review of development of intel-
ligent tutoring systems: Retrospect, present and prospect,” Int. J.
Comput. Sci. Issues, vol. 10, no. 4, pp. 39–48, 2013.

[12] V. Jones and J. H. Jo, “Ubiquitous learning environment: An adap-
tive teaching system using ubiquitous technology,” in Beyond
Comfort Zone: Proc. 21st Australasian Soc. Comput. Learn. Tertiary
Educ. Conf., 2004, pp. 468–474.

[13] G.-J. Hwang, C.-C. Tsai, and S. J. H. Yang, “Criteria, strategies and
research issues of context-aware ubiquitous learning,” Educ. Tech-
nol. Soc., vol. 11, no. 2, pp. 81–91, 2008.

[14] B. Bomsdorf, “Adaptation of learning spaces: Supporting ubiqui-
tous learning in higher distance education,” in Proc. Dagstuhl
Semin. Mobile Comput. Ambient Intell.: Challenge Multimedia, 2005,
no. 05181, http://drops.dagstuhl.de/volltexte/2005/371/

[15] A. G. Ganek and T. A. Corbi, “The dawning of the autonomic
computing era,” IBM Syst. J., vol. 42, no. 1, pp. 5–18, Jan. 2003.

[16] P. K. McKinley, S. M. Sadjadi, E. P. Kasten, and B. H. C. Cheng,
“Composing adaptive software,” Computer, vol. 37, no. 7,
pp. 56–64, Jul. 2004.

[17] E. Gilman and J. Riekki, “Is there meta-level in smart spaces?,” in
Proc. IEEE Pervasive Comput. Commun. Workshops (PERCOM
Workshops), Mar. 19–23, 2012, pp. 88–93.

[18] Y. Rogers, M. Scaife, E. Harris, T. Phelps, S. Price, H. Smith,
H. Muller, C. Randell, A. Moss, I. Taylor, D. Stanton, C. O’Malley,
G. Corke, and S. Gabrielli, “Things aren’t what they seem to be:
Innovation through technology inspiration,” in Proc. 4th Conf. Des.
Interactive Syst.: Process., Practices, Methods, Techn., 2002,
pp. 373–378.

[19] Y. Rogers, S. Price, G. Fitzpatrick, R. Fleck, E. Harris, H. Smith,
C. Randell, H. Muller, C. O’Malley, D. Stanton, M. Thompson,
and M. Weal, “Ambient wood: Designing new forms of digital
augmentation for learning outdoors,” in Proc. Conf. Interaction
Des. Children: Building Community, 2004, pp. 3–10.

[20] K. Getchell, A. Miller, J. R. Nicoll, R. Sweetman, and C. Allison,
“Games methodologies and immersive environments for virtual
fieldwork,” IEEE Trans. Learn. Technol.,vol. 3, no. 4, pp. 281–293,
Oct.-Dec. 2010.

[21] A. Paramythis and S. Loidl-Reisinger, “Adaptive learning envi-
ronments and e-learning standards,” Electron. J. eLearning, vol. 2,
no. 1, pp. 181–194, 2004.

[22] A. K. Dey, “Understanding and using context,” Personal
Ubiquitous Comput., vol. 5, no. 1, pp. 4–7, 2001.

[23] K. Verbert, N. Manouselis, X. Ochoa, M. Wolpers, H. Drachsler,
I. Bosnic, and E. Duval, “Context-aware recommender systems
for learning: A survey and future challenges,” IEEE Trans. Learn.
Technol., vol. 5, no. 4, pp. 318–335, Fourth Quarter 2012.

[24] J. Riekki, M. Cort�es, M. Hyt€onen, I. S�anchez, and R.-L.
Korkeam€aki, “Touching nametags with NFC phones: A playful
approach to learning to read,” Trans. Edutainment, vol. 7775 of
Lecture Notes in Computer Science. Springer Berlin Heidelberg,
pp. 228–242, 2013.

[25] M. Pyykk€onen, J. Riekki, M. Jurmu, and I. M. S�anchez, “Activity
pad: Teaching tool combining tangible interaction and affordance
of paper,” in Proc. Int. Conf. Interactive Tabletops Surfaces, 2013,
pp. 135–144.

[26] D. R. Millen, “Rapid ethnography: Time deepening strategies for
HCI field research,” in Proc. 3rd Conf. Des. Interactive Syst.: Process.,
Practices, Methods, Tech., Aug. 2000, pp. 280–286.

[27] F. Yang, F. W. B. Li, and R. W. H. Lau, “A fine-grained outcome-
based learning path model,” IEEE Trans. Syst., Man, Cybern.:Syst.,
vol. 44, no. 2, pp. 235–245, Feb. 2014.

[28] M. Sharples and S. Anastopoulou, “Designing orchestration for
inquiry learning,” in Orchestrating Inquiry Learning: Contemporary
Perspectives on Supporting Scientific Inquiry Learning. Abingdon,
U.K.: Routledge, 2012.

[29] K.-Y. Chin and Y.-L. Chen, “A mobile learning support system for
ubiquitous learning environments,” Procedia - Social Behavioral
Sci., vol. 73, pp. 14–21, Feb. 2013.

[30] S. G�omez, P. Zervas, D. G.Sampson, and R. Fabregat, “Context-
aware adaptive and personalized mobile learning delivery sup-
ported by UoLmP,” J. King Saud University—Comput. Inform. Sci.,
vol. 26, no. 1, supplement, pp. 47–61, Jan. 2014.

[31] R. Mugwanya and G. Marsden, “Mobile learning content author-
ing tools (MLCATs): A systematic review,” in Proc. 1st Int. ICST
Conf., 2010, vol. 38, pp. 20–31.

[32] J. Ma and D. Zhou, “Fuzzy set approach to the assessment of stu-
dent-centered learning,” IEEE Trans. Educ., vol. 43, no. 2,
pp. 237–241, May 2000.

[33] T. Heimonen, M. Turunen, S. Kangas, T. Pallos, P. Pekkala,
S. Saarinen, K. Tiitinen, T. Keskinen, M. Luhtala, O. Koskinen,
J. Okkonen, and R. Raisamo, “Seek’N’Share: A platform for loca-
tion-based collaborative mobile learning,” in Proc. 12th Int. Conf.
Mobile Ubiquitous Multimedia, Article 38, 2013, pp. 1–4.

[34] Y.-M. Huang, Y.-M. Huang, S.-H. Huang, and Y.-T. Lin, “A ubiq-
uitous english vocabulary learning system: Evidence of active/
passive attitudes vs. usefulness/ease-of-use,” Comput. Educ.,
vol. 58, no. 1, pp. 273–282, Jan. 2012.

[35] M. P�erez-Sanagust�ın, G. Ramirez-Gonzalez, D. Hern�andez-Leo,
M. Mu~noz-Organero, P. Santos, J. Blat, and C. D. Kloos,
“Discovering the campus together: A mobile and computer-based
learning experience,” J. Netw. Comput. Appl., vol. 35, no. 1,
pp. 176–188, Jan. 2012.

[36] T.-Y. Liu, “A context-aware ubiquitous learning environment for
language listening and speaking,” J. Comput. Assisted Learn.,
vol. 25, no. 6, pp. 515–527, 2009.

[37] D. T. Ku and C.-C. Chang, “Integration of situated learning and
context awareness system for learning basic chinese,” J. Softw.,
vol. 8, no. 9, pp. 2106–2113, 2013.

66 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 8, NO. 1, JANUARY-MARCH 2015



[38] C.-C. Chen and T.-C. Huang, “Learning in a u-museum:
Developing a context-aware ubiquitous learning environment,”
Comput. Educ., vol. 59, no. 3, pp. 873–883, Nov. 2012.

[39] W.-C. Chang, T.-H. Wang, F. H. Lin, and H.-C. Yang, “Game-
based learning with ubiquitous technologies,” IEEE Internet Com-
put., vol. 13, no. 4, pp.26–33, Jul.-Aug. 2009.

[40] C.-W. Wei, I.-C. Hung, L. Lee, and N.-S. Chen, “A joyful class-
room learning system with robot learning companion for children
to learn mathematics multiplication,” Turkish Online J. Educ. Tech-
nol., vol. 10, no. 2, pp. 11–23, 2011.

[41] Y. Blanco-Fern�andez, M. L�opez-Nores, J. J. Pazos-Arias,
A. Gil-Solla, M. Ramos-Cabrer, and J. Garc�ıa-Duque, “REENACT:
A step forward in immersive learning about human history by
augmented reality, role playing and social networking,” Expert
Syst. Appl., vol. 41, no. 10, pp. 4811–4828, Aug. 2014.

[42] T. H. Laine, M. Vinni, C. I. Sedano, and M. Joy, “On designing a
pervasive mobile learning platform,” ALT-J Res. Learn. Technol.,
vol 18, no. 1, pp. 3–17, 2010.

[43] G.-J. Hwang, T.-C. Yang, C.-C. Tsai, and S. J. H. Yang, “A context-
aware ubiquitous learning environment for conducting complex
science experiments,” Comput. Educ., vol. 53, no. 2, pp. 402–413,
Sep. 2009.

[44] S.-C. Shih, B.-C. Kuo, and Y.-L. Liu, “Adaptively ubiquitous learn-
ing in campus math path,” Educational Technol. Soc., vol. 15, no. 2,
pp. 298–308, 2012.

[45] R. Zender, R. Metzler, and U. Lucke, “FreshUP—A pervasive edu-
cational game for freshmen,” Pervasive Mobile Comput., vol. 14,
pp. 47–56, 2014.

[46] M. M. El-Bishouty, H. Ogata, S. Rahman, and Y. Yano, “Social
knowledge awareness map for computer supported ubiquitous
learning environment,” Educational Technol. Soc., vol. 13, no. 4,
pp. 27–37, 2010.

[47] C.-C. Hsu and C.-C. Ho, “The design and implementation of a
competency-based intelligent mobile learning system,” Expert
Syst. Appl., vol. 39, no. 9, pp. 8030–8043, Jul. 2012.

[48] C.-K. Chiou and J. C.R. Tseng, “Design of a personalized naviga-
tion support system for context-aware ubiquitous learning envi-
ronment,” in Proc. RecSys Workshop Personalizing Local Mobile
Experience, 2012, pp. 1–6.

[49] S.-L. Wang and C.-Y. Wu, “Application of context-aware and
personalized recommendation to implement an adaptive
ubiquitous learning system,” Expert Syst. Appl., vol. 38, no. 9,
pp. 10831–10838, Sep. 2011.

[50] O. Davidyuk, E. Gilman, I. S. Milara, J. M€akipelto, M. Pyykk€onen,
and J. Riekki, “iCompose: Context-aware physical user interface
for application composition,” Central Eur. J. Comput. Sci., vol. 1,
no. 4, pp. 442–465, 2011.

[51] C. Cahill, A. Kuhn, S. Schmoll, W.-T. Lo, B. McNally, and
C. Quintana, “Mobile learning in museums: Howmobile supports
for learning influence student behavior,” in Proc.10th Int. Conf.
Interaction Des. Children, 2011, pp. 21–28.

[52] H.-C. Chu, G.-J. Hwang, C.-C. Tsai, and J. C. R. Tseng, “A two-tier
test approach to developing location-aware mobile learning sys-
tems for natural science courses,” Comput. Educ., vol. 55, no. 4,
pp. 1618–1627, Dec. 2010.

[53] K.-E. Chang, C.-T. Chang, H.-T. Hou, Y.-T. Sung, H.-L. Chao, and
C.-M. Lee, “Development and behavioral pattern analysis of a
mobile guide system with augmented reality for painting appreci-
ation instruction in an art museum,” Comput. Educ., vol. 71,
pp. 185–197, Feb. 2014.

[54] I.-C. Hung, X.-J. Yang, W.-C. Fang, G.-J. Hwang, and N.-S. Chen,
“A context-aware video prompt approach to improving students’
in-field reflection levels,” Comput. Educ., vol. 70, pp. 80–91,
Jan. 2014.

[55] A. A. Economides, “Adaptive context-aware pervasive and ubiq-
uitous learning,” Int. J. Technol. Enhancement Learn., vol. 1, no. 3,
pp. 169–192, May 2009.

[56] E. Gilman, I. Sanchez, T. Saloranta, and J. Riekki, “Reasoning for
smart space application: comparing three reasoning engines
CLIPS, jess and win-prolog,” in Proc. 10th IEEE Int. Conf. Comput.
Inform. Technol., Jun. 29–Jul. 1, 2010, pp. 1340–1345.

[57] M. Cox and A. Raja, “Metareasoning: A manifesto,” in Proc. Meta-
reasoning: Thinking Thinking Workshop 23 AAAI Conf. Artif. Intell.,
2008, pp. 1–4.

[58] M. Cox and A. Raja, Metareasoning: Thinking about thinking.
Cambridge, MA, USA: MIT, 2011.

[59] J. Vermeulen, G. Vanderhulst, K. Luyten, and K. Coninx,
“PervasiveCrystal: Asking and answering why and why not ques-
tions about pervasive computing applications,” in Proc. 6th Int.
Conf. Intell. Environ., Jul. 2010, pp. 271–276.

[60] A. L. Dyckhoff, V. Lukarov, A. Muslim, M. A. Chatti, and
U. Schroeder, “Supporting action research with learning analy-
tics,” in Proc. 3rd Int. Conf. Learn. Anal. Knowl., 2013, pp. 220–229.

[61] J. Robertson, A. Macvean, and K. Howland, “Embedding
technology in the classroom: The train the teacher model,” in Proc.
11th Int. Conf. Interaction Des. Children, 2012, pp. 20–29.

[62] R. Cobcroft, S. Towers, J. Smith, and A. Bruns, “Mobile learning in
review: opportunities and challenges for learners, teachers, and
institutions,” in Proc. Online Learn. Teaching Conf., Sep. 26, 2006,
pp. 21–30.

[63] D. Frohberg, C. G€oth, and G. Schwabe, “Mobile learning
projects—a critical analysis of the state of the art,” J. Comput.
Assisted Learn., vol. 25, no. 4, pp. 307–331, 2009.

[64] G.-J. Hwang and P.-H. Wu, “Applications, impacts and trends of
mobile technology-enhanced learning: A review of 2008–2012
publications in selected journals,” Int. J. Mobile Learn. Org., vol. 8,
no. 2, pp. 83–95, 2014.

[65] O. Boyinbode and A. Bagula, “An adaptive and personalized
ubiquitous learning middleware support for handicapped
learners,” in Proc. 8th Int. Conf. Inform. Technol.: New Generations,
2011, pp. 632–637.

[66] A. Z. Saccol, M. Kich, E. Schlemmer, N. Reinhard, J. L. V. Barbosa,
and R. Hahn, “A framework for the design of ubiquitous learning
applications,” in Proc. 42nd Hawaii Int. Conf. Syst. Sci., 2009,
pp. 1–10.

[67] M. Li, H.Ogata, B. Hou, N. Uosaki, and Y. Yano, “Personalization
in context-aware ubiquitous learning-log system,” in Proc. 7th Int.
Conf. Wireless, Mobile Ubiquitous Technol. Educ., 2012, pp. 41–48.

[68] M. Salehie and L. Tahvildari, “Self-adaptive software: Landscape
and research challenges,” ACM Trans. Auton. Adaptive Syst., vol. 4,
no. 2, Article 14, 2009.

[69] S. Ahmed, S. I. Ahamed, M. Sharmin, and C. S. Hasan,
“Self-healing for autonomic pervasive computing,” Autonomic
Commun., pp. 285–307, 2009.

[70] W. Trumler, J. Petzold, F. Bagci, and T. Ungerer, “AMUN: An
autonomic middleware for the smart doorplate project,” Personal
Ubiquitous Comput., vol. 10, no. 1,pp. 7–11, 2005.

Ekaterina Gilman received the Dipl-Ing degree
from Arkhangelsk State Technical University
(now Northern Arctic Federal University) in 2007,
Russia. Currently, she is working in the Interac-
tive Spaces research group of the University of
Oulu (Finland) towards the PhD degree. Her cur-
rent research interests include context modelling
and reasoning, ubiquitous computing, and mid-
dleware development with current focus on
applying reasoning mechanisms to different lev-
els of smart environments in order to improve

user experience in such environments. She is a student member of the
IEEE.

Iv�an S�anchez Milara received the MSc (Eng.)
degree in telecommunications from the Technical
University of Madrid (Spain) in 2013. Currently,
he is working towards the PhD degree in the
Interactive Spaces research group of the Univer-
sity of Oulu (Finland). His dissertation deals with
tangible interaction and authoring tools for educa-
tion. His current research interests include ubiqui-
tous computing, HCI and learning technologies.
He is a student member of the IEEE.

GILMAN ET AL.: TOWARDS USER SUPPORT IN UBIQUITOUS LEARNING SYSTEMS 67



Marta Cort�es Ordu~na is working towards the
MSc (Eng.) degree in telecommunications from
the Technical University of Madrid (Spain). She
has been working as an assistant researcher for
seven years in the Interactive Spaces group of
the University of Oulu (Finland). Her research
interests include HCI, with special focus on tangi-
ble interaction. More specifically, she is inter-
ested in technologies in formal and non-formal
learning environments for children.

Jukka Riekki received the MSc (Eng.) degree in
1989 and the Dr. (Tech) degree in 1999, both
from the University of Oulu. He is a Professor in
the Department of Computer Science and Engi-
neering and a Dean at the Faculty of Information
Technology and Electrical Engineering, Univer-
sity of Oulu, Finland. He has published more than
170 peer-reviewed articles. His main research
interests are in interactive, context-aware sys-
tems serving people in their everyday environ-
ment. He leads a research group that studies

physical user interfaces, sensor data analytics, and Internet of Things.
He is a member of the IEEE.

68 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 8, NO. 1, JANUARY-MARCH 2015



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


