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Abstract—Molecular communication (MC) enables coopera-
tion of spatially dispersed molecular robots through the feed-
back control mediated by diffusing signal molecules. However,
conventional analysis frameworks for the MC channels mostly
consider the dynamics of unidirectional communication, lacking
the effect of feedback interactions. In this paper, we propose a
general control-theoretic modeling framework for bidirectional
MC systems capable of capturing the dynamics of feedback
control via MC in a systematic manner. The proposed framework
considers not only the dynamics of molecular diffusion but also
the boundary dynamics at the molecular robots that captures the
lag due to the molecular transmission/reception process affecting
the performance of the entire feedback system. Thus, methods in
control theory can be applied to systematically analyze various
dynamical properties of the feedback system. We perform a
frequency response analysis based on the proposed framework
to show a general design guideline for MC channels to transfer
signal with desired control bandwidth. Finally, these results are
demonstrated by showing the step-by-step design procedure of a
specific MC channel satisfying a given specification.

Index Terms—Molecular communication, Feedback control,
Modeling, Biological control systems, Diffusion equation.

I. INTRODUCTION

In nature, bacterial cells are known to control collective

behaviors of their populations via a molecular communication

(MC) mediated by the diffusion of signal molecules [1]–

[3]. Recently, this naturally existing mechanism has inspired

researchers to engineer diffusion-based MC systems that en-

able artificially designed molecular robots to communicate

with each other in a fluidic medium [4]–[7]. The diffusion-

based MC has potential to enable multiple molecular robots

to form a feedback system via signal molecules, and thus,

it facilitates to generate cooperative behaviors, broadening the

application fields of molecular robots to targeted drug delivery

and remote health diagnosis [7]–[10]. For the streamlined

design of such MC systems, fundamental properties of systems

such as frequency response, stability, and robustness need to

be analyzed. Thus, there is a need for the development of

feedback control theory for bidirectional MC systems.

Many of the existing systems theory on MC focused on the

frequency response analysis of MC channels since securing

the desired control bandwidth is a critical and challenging task

in the design of the diffusion-based MC due to the low-pass

effect of diffusion [11]–[13]. In control engineering, control
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bandwidth refers to the range of frequencies within which

a feedback control system can effectively operate. In other

words, the MC system can respond quickly and make effective

actions only to the changes within the control bandwidth.

In [11], the gain characteristics and the group delay of the

unidirectional MC channel was analyzed based on Green’s

function of diffusion equation. However, this approach is not

directly applicable to the analysis of bidirectional MC channels

since bidirectional MC channels can cause self-interference

by receiving signal molecules transmitted by the molecular

robot itself, and the frequency response characteristics of

bidirectional MC channels would be different from that of

conventional unidirectional MC channels. To analyze the ef-

fect of bidirectional communication, a feedback model was

previously proposed from the authors’ group by combining

unidirectional MC channels [14], [15]. Applications of this

model were, however, limited due to its standing assumption

that signal reception is based on the receptors on the molecular

robots, which makes it hard to capture transmission/reception

mechanisms by secretion and absorption of signal molecules

such as quorum sensing, one of the major methodologies to

implement MC. This motivates to develop a unified system

theoretic framework for the modeling, analysis and design of

bidirectional molecular communication systems.

In this paper, we propose a control-theoretic modeling

framework for bidirectional MC channels with two molec-

ular robots and demonstrate the streamlined design process

of MC systems based on their frequency response analysis.

The proposed framework considers not only the dynamics

of molecular diffusion but also the boundary dynamics that

captures the lag of signal transfer due to the molecular trans-

mission/reception process at the interface between the com-

munication channel and the molecular robots, which affects

the performance of the entire feedback system. The overall

model, thus, consists of a feedback loop of molecular robots,

the boundary system, and the diffusion-based MC channel.

This model enables comprehensive analysis and design of the

dynamics of the feedback systems using methods in control

theory. Using the proposed model, we analyze the frequency

response characteristics of the bidirectional MC channel based

on the transfer functions. In particular, we show a general

design guideline of the MC channel and the membrane of

the molecular robots so that signals with pre-specified control

bandwidth is transferred while undesirable effects of the self-

interference are suppressed. Finally, we perform the frequency

response analysis for a specific MC channel to demonstrate

these results.

This paper is organized as follows. In the next section,
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Fig. 1. The molecular communication system. The system consists of a
bidirectional MC channel with two molecular robots at both ends. Both
molecular robots communicate by sending and receiving the same species
of signal molecules to and from each other.

we model bidirectional MC systems and introduce general

control-theoretic models of the MC systems consisting of three

subsystems; the diffusion system, the boundary systems, and

the molecular robots. In Section III, we analyze the frequency

response characteristics of the diffusion system to design the

open loop characteristics of the MC channel based on the

cut-off frequency of the diffusion system. We then provide

the design guideline of the boundary systems to suppress the

undesirable effect of the self-interference in Section IV. These

results are then demonstrated in Section V for the design of a

specific MC system. Finally, the paper is concluded in Section

VI.

Notations: The (i, j)-th entry of a matrix A is denoted by as

Aij . R is a set of real numbers, Rn is a set of n dimensional

vectors with real entries.

II. CONTROL-THEORETIC MODEL OF MC SYSTEMS

In this section, we model bidirectional MC systems con-

sisting of the diffusion-based MC channel with two molecular

robots. We then introduce the general control-theoretic MC

model that expresses the feedback interaction of the diffusion

region, the molecular robots, and their boundaries in the MC

system.

A. Governing equations

We consider a bidirectional MC channel with two molecular

robots at both ends as shown in Fig. 1. Both molecular robots

communicate with each other by signal molecules diffusing

in one-dimensional fluidic environment Ω = [0, L] with L
being the communication distance. The MC system consists

of three parts: the diffusion region, the molecular robots, and

the boundaries between them.

In the diffusion region, the signal molecules diffuse in

fluidic environment, which is modeled by diffusion equation

with the molecular concentration of the signal molecules

c(t, r) at time t and position r as

∂c(t, r)

∂t
= µ

∂2c(t, r)

∂r2
, (1)

where µ is the diffusion coefficient. We assume that the initial

condition is

c(0, r) = 0; ∀r ∈ Ω, (2)

Σ∗

∗ ,∗

∗∗

,∗

∗

Σ∗

∗ ,∗ ∗

∗

,∗
∗

Fig. 2. Dynamics at the boundary between the diffusion region and the
molecular robot for different membrane signal transfer mechanisms.

The boundary conditions depend on the membrane signal

transfer mechanisms at both ends since the molecular con-

centration at the boundaries changes dynamically based on

the membrane signal transfer and the inflow/outflow of the

signal molecules from/to the diffusion region. Let ∂Ω denote

the boundary of the region Ω at position ∗ (∗ = 0, L). We

define the boundary system Σ∗ that captures the dynamic

input-output relation between the inside of the molecular robot

at position ∗ and the diffusion region as illustrated in Fig.

2, respectively. More specifically, the boundary system Σ∗
represents a dynamic Dirichlet boundary condition when the

membrane signal transfer mechanism is the secretion and the

absorption of molecules, and it represents a dynamic Neumann

boundary condition in the case of ligand-receptor reception.

For many practical examples, the boundary system Σ∗ can be

modeled by a linear time-invariant system of the form

dx∗(t)

dt
= A∗x∗(t) +B∗

[

z∗(t)
c∗(t)

]

,

[

v∗(t)
y∗(t)

]

= C∗x∗(t) +D∗

[

z∗(t)
c∗(t)

]

,

(3)

where A∗ ∈ R
n×n, B∗ ∈ R

n×2, C∗ ∈ R
2×n, and D∗ ∈ R

2×2.

The state x∗(t) ∈ R
n is the concentration of molecules

associated with the membrane signal transfer, y∗(t) is the

signal transmitted into the molecular robot as a result of

membrane signal transfer as shown in Fig. 2, and c∗(t) is the

total concentration of the signal molecules in the molecular

robot. The physical correspondence of the variables v∗(t) and

z∗(t) depends on the membrane signal transfer mechanisms

as seen in Fig. 2. Specifically, v∗(t) and z∗(t) are either the

concentration c(t, ∗) or the concentration gradient ∂c(t, ∗)/∂r,

which is ∂c(t, r)/∂r at position ∗ defined by











v∗(t) = c(t, ∗), z∗(t) =
∂c(t, ∗)

∂r
(∂Ω is Dirichlet)

v∗(t) =
∂c(t, ∗)

∂r
, z∗(t) = c(t, ∗) (∂Ω is Neumann).

(4)
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There are several mechanisms to transfer signal molecules

via membrane including transmembrane and ligand-receptor

systems. In the following examples, we show that the dynam-

ics of typical membrane signal transfer mechanisms can be

represented by the state space model (3).

Example 1. We consider transmembrane systems such as

quorum sensing mechanisms and ion channels [16], [17],

which passively transport specific molecules depending on the

difference of the concentration between the inside and the

outside of a molecular robot. The boundary system Σ0 can

then be modeled based on the law of conservation of mass as

dcout(t)

dt
= k(c0(t)− cout(t)) + µ

∂c(t, 0)

∂r
,

y0(t) = k(cout(t)− c0(t)), (5)

where cout(t) is the concentration of the signal molecules out-

side of the molecular robot, k is the membrane transport rate.

y0(t) is the flow of the signal molecules into the molecular

robot. The transmembrane dynamics (5) can then be translated

into the state space model (3) as

dx0(t)

dt
= −kx0(t) +

[

µ k
]

[

∂c(t, 0)

∂r
c0(t)

]

,

[

c(t, 0)
y0(t)

]

=

[

1
k

]

x0(t) +

[

0 0
0 −k

]

[

∂c(t, 0)

∂r
c0(t)

]

. (6)

Example 2. We next consider ligand-receptor systems, where

the molecular robot receives signals via receptors. The signal

molecules arriving at the boundary ∂Ω adsorb onto receptors

on the surface of the molecular robot and then desorb. The

dynamics of the boundary system ΣL can be represented as

dcA(t)

dt
= −µ

∂c(t, L)

∂r
= −koffcA(t) +Rkonc(t, L),(7)

yL(t) = krecA(t),

where cA(t) is the molecular concentration adsorbed by re-

ceptors [6], [18], [19]. The constants kon and koff are the

adsorption/desorption rate, respectively, and kre is the signal

transduction rate into the molecular robot. The constant R is

the total number of receptors, assuming that it is much larger

than the number of the signal molecule/receptor complexes.

The output yL(t) is the signal into the molecular robot, which

is proportional to cA(t). The state space model (3) can be

expressed based on the ligand-receptor dynamics (7) as

dxL(t)

dt
= −koffxL(t) + [kon 0]

[

c(t, L)
cL(t)

]

, (8)

[

∂c(t, L)

∂r
yL(t)

]

=





−koff
µ

kre



xL(t) +





kon
µ

0

0 0





[

c(t, L)
cL(t)

]

,

where xL(t) = cA(t).

B. Control-theoretic model in frequency domain

Next, we introduce a unified control-theoretic model of the

MC system that represents the feedback interaction of the three

components, i.e., molecular robots, diffusion system, and the

boundary systems, of the MC systems in general.

Let G♯(s) denote the multi-input multi-output transfer func-

tion of the diffusion system, where the two input and the output

is defined as [v0(s), vL(s)]
T and [z0(s), zL(s)]

T , respectively.

The subscript ♯ = dn, dd, nd, nn represents the different

combinations of the boundary mechanisms at both ends of the

region Ω, where d is Dirichlet boundary and n is Neumann

boundary. We also define H∗(s) and F∗(s) as the transfer

functions of the boundary systems and its associated molecular

robots at position ∗(∗ = 0, L), respectively. Then, the MC

system can be systematically modeled as the feedback system

shown in Fig. 3 with the three types of subsystems: the

diffusion system G♯(s), the boundary systems H∗(s), and the

reaction system in the molecular robots F∗(s). The feedback

interaction of the subsystems is formally written as

[

z0(s)
zL(s)

]

= G♯(s)

[

v0(s)
vL(s)

]

, (9)

[

v∗(s)
y∗(s)

]

= H∗(s)

[

z∗(s)
c∗(s)

]

, (10)

c∗(s) = F∗(s)c(s, ∗), (11)

where c(s, ∗), v∗(s), and z∗(s) are defined as the Laplace

transform of the molecular concentration c(t, ∗), the input

v∗(t), and the output z∗(t), respectively. The transfer function

of the boundary system H∗(s) is obtained from the state

space representation (3) as H∗(s) = C∗(sI −A∗)
−1B∗ +D∗

(∗ = 0, L). The transfer function of the diffusion system G♯(s)
depends on the boundary mechanisms, which determines the

input v∗(s) and the output z∗(s) of the diffusion system G♯(s)
as illustrated in Fig. 2. Specific forms of the transfer function

of the diffusion system G♯(s) are introduced in Section III.

The control-theoretic model (9)–(11) allows us to analyze

and design each subsystem that ensures the stability, robust-

ness and performance of the bidirectional MC systems using

methods in control theory. In particular, the proposed model

explicitly considers the interaction between the diffusion sys-

tem G♯(s) and the boundary system H∗(s), which is often

overlooked despite a large impact on the overall dynamics as

illustrated in Section V. Thus, we can, for example, design

the frequency response characteristics of the closed-loop MC

channels Γ0L(s) and Γ0L(s) in Fig. 3, which are transfer

functions from c0(s) to zL(s) and from cL(s) to z0(s),
respectively, through the design of the boundary mechanisms

at the surface of the molecular robots. In the following section,

we first derive specific forms of the transfer functions G♯(s)
and analyze the effect of the feedback interaction between the

diffusion system G♯(s) and the boundary system H∗(s) on

the closed-loop frequency response. This analysis then gives

an insight into the design of the boundary system H∗(s)
that attenuates undesirable effect of the boundary-diffusion

interaction.

Remark 1. The control-theoretic model in Fig. 3 also

captures the effect of the cross-talk due to the use of the same

molecular species between the two molecular robots. Here, the

cross-talk refers to the interference of the communication from

the molecular robot at r = 0 to the robot at r = L by signals

transmitted from the robot at r = L. In Fig. 3, the signal yL(s)
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Fig. 3. Control-theoretic model of the MC system. The model represents the
feedback interaction of the three components, the diffusion system G♯(s), the
boundary systems H∗(s), and the molecular robots F∗(s).

is expressed as yL(s) = M0L(s)c0(s)+MLL(s)cL(s), where

M0L and MLL(s) are the transfer functions from the inputs

c0(s) and cL(s) to the output yL(s), respectively. The first

term represents the transmission characteristics of the signal

from the molecular robot at r = 0 to the robot at r = L while

the second term M22(s)cL(s) represents the transmission

characteristics of an undesired signal corresponding to the

effect of the cross-talk, i.e., the effect of the signal transmitted

from the molecular robot at r = L.

III. FREQUENCY RESPONSE ANALYSIS OF THE DIFFUSION

SYSTEM

In this section, we show the derivation of the transfer

function of the diffusion system G♯(s) to analyze its frequency

response characteristics. We then show the parameter depen-

dency of the bandwidth of signals that can be transferred by

passive diffusion based on the transfer function.

A. Transfer function of the diffusion system

Recall that the entries of the transfer function matrix G♯(s)
consist of the transfer functions from v∗(s) to z∗(s) (∗ =
0, L). The v∗(s) and z∗(s) are either the concentration or

concentration gradient of the signal molecule at the boundary

∂Ω as defined in (4). Here, we derive a general form of these

transfer functions and provide its system-theoretic interpre-

tation. The following theorem shows a specific form of the

transfer function from the input v∗(s) to the output zℓ(s),
where zℓ(s) is the Laplace transform of the concentration

c(t, ℓ) or its gradient ∂c(t, r)/∂r at position ℓ ∈ Ω.

Theorem 1. Consider the diffusion equation (1) with the initial

condition (2) and the boundary conditions (4). The transfer

function from v∗(s) to zℓ(s) is given by ZℓGr,∗(s) (∗ = 0, L),
i.e.,

zℓ(s) = ZℓGr,∗(s)v∗(s), (12)

where

Gr,∗(s) =
g(s, L− d)Kg(s, L) + g(s, d)

1 +Kg(s, L)g(s, L)
(13)

, ,
∗

,

,

1

ℓ

ℓ

,∗

Fig. 4. The block diagram of the diffusion process.

with

g(s, r) = e
− r

√

µ

√
s
, (14)

K =

{

−1 (∂Ω are both Dirichlet or both Neumann)

1 otherwise,

(15)

d = |r − ∗|. (16)

The operator Zℓ on a function f is defined by

Zℓf =































∂f

∂r

∣

∣

∣

∣

r=ℓ

(

v∗(s) = c(s, ∗), zℓ(s) =
∂c(s, r)

∂r

∣

∣

∣

∣

r=ℓ

)

∫ ℓ

0

fdr

(

v∗(s) =
∂c(s, r)

∂r

∣

∣

∣

∣

r=∗
, zℓ(s) = c(s, ℓ)

)

f

∣

∣

∣

∣

r=ℓ

otherwise,

(17)

The proof of this theorem is shown in Appendix A. Fig. 4

illustrates the block diagram of the transfer function ZℓGr,∗(s)
in (13). This figure illustrates that the transfer function from

v∗(s) to zℓ(s) can be decomposed into the feedback con-

nection of the simple transfer function g(s, r), where g(s, r)
is the transfer function of passive diffusion for distance r
with the boundary condition limr→∞ c(t, r) = 0 in one-

dimensional space Ω = [0,∞). The coefficient K is the

reflection coefficient of the boundary, which is −1 when the

boundary ∂Ω is fixed end relative to the input v∗(s) and 1

when the boundary is free end relative to the input v∗(s).

With Theorem 1, the transfer function of the diffusion

system G♯(s) can be systematically obtained by substituting

ℓ = 0 and ℓ = L into ZℓGr, ∗(s) in Eq. (12), i.e.,

G♯(s) =

[

Z0Gr,0(s) Z0Gr,L(s)
ZLGr,0(s) ZLGr,L(s)

]

. (18)

Example 3. Consider the diffusion system (9) with the bound-

ary at r = 0 being the membrane transport and r = L being
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the ligand-receptor mechanism. The input and the output of

the diffusion system is then defined as

[

v0(s)
vL(s)

]

=

[

c(s, 0)
∂c(t, L)

∂r

]

,

[

z0(s)
zL(s)

]

=

[

∂c(t, 0)

∂r
c(t, L)

]

, (19)

respectively. The reflection coefficient is K = 1 since the

boundary ∂Ω at r = 0 is Dirichlet boundary and at r = L is

Neumann boundary. Using Theorem 1 and substituting ℓ = 0
and ℓ = L, the transfer function Gdn(s) is obtained as

Gdn(s) =













−
√

s

µ
tanh

(

L√
µ

√
s

)

1

cosh
(

L√
µ

√
s
)

1

cosh
(

L√
µ

√
s
)

√

µ

s
tanh

(

L√
µ

√
s

)













.

(20)

Four types of transfer functions G♯(s) are summarized in Table

I.

B. Frequency response characteristics of the diffusion system

The (1,2) and (2,1) entries of G♯(s), G♯
12(s) and G♯

21,

represent the transfer functions from the boundary system of

a molecular robot to another. These transfer functions, thus,

determine the open loop transfer functions of the diffusion

system. On the other hand, the (1,1) and (2,2) entries, G♯
11(s)

and G♯
22(s), represent the self-feedback effect due to the

reflection of the signal at the terminal, which forms a feedback

between the boundary system H∗(s) and the diffusion system

G♯(s) and complicates the design of the entire MC system.

Thus, we here consider a design scenario, where we translate

specifications of the MC system into the open loop transfer

functions.

To this end, we first analyze the frequency response charac-

teristics of the (1,2) and (2,1) entries of the diffusion systems

G♯(s) based on Eq. (20) and Table I. Specifically, we analyze

the cut-off frequency ωD of the transfer functions G♯
21(s) and

G♯
12(s) to show the relation between the bandwidth of signals

that can be transferred by diffusion and the parameters such

as the communication distance L and the diffusion coefficient

µ. In what follows, we first show a proposition that the gain

of the transfer functions G♯
21(jω) and G♯

12(jω) monotonically

decreases. This proposition then facilitates the analysis of the

relation between the cut-off frequency and the parameters of

the communication channel.

Proposition 1. Consider the diffusion systems Gdd(s), Gdn(s),
Gnd(s), and Gnn(s) defined in Table I. The gain of the transfer

functions at (1,2) and (2,1) entries of these transfer functions

monotonically decreases for ω ≥ 0, i.e.,

d|G♯
12(jω)|
dω

< 0,
d|G♯

21(jω)|
dω

< 0 ; ∀ω ∈ [0,∞), (21)

where G♯
ij(jω) represents the (i, j)-th entry of G♯(s) with ♯ =

dd, dn, nd, nn.

The proof of Proposition 1 is in Appendix B. This propo-

sition implies that the cut-off frequency ωD is uniquely

determined, if it exists, because of the monotone property of

the gain (21). Moreover, L and µ can be eliminated from the

gain of G♯
12(jω) and G♯

21(jω) by normalizing the frequency as

ω̂ := L2ω/µ. Thus, the cut-off frequency can be calculated

by binary search over the normalized frequency ω̂ ∈ [0,∞).
The cut-off frequency and the steady gain for G♯

12(jω) and

G♯
21(jω) are summarized in Table II. In Table II, the cut-

off frequency is defined as the smallest frequency, where

the gain reaches −6 dB, which means that the amplitude of

the molecular concentration is reduced by half. The cut-off

frequencies for Gdd
21 (jω) and Gnn

21 (jω) could not be obtained

since L and µ are not eliminated by normalization of the

frequency. However, for Gdd
21 (jω), the frequency at which

the gain decreases by 6 dB from the steady gain can be

found as shown in parenthesis in Table II. These results

illustrate the open loop characteristics of the diffusion system

that we can use for designing desired MC systems with

pre-specified control bandwidth. Specifically, the admissible

communication distance L and diffusion coefficient µ can be

specified based on Table II to enable signal transfer with the

desired bandwidth.

IV. EFFECT OF SELF-INTERFERENCE

In this section, we analyze the frequency response char-

acteristics of the feedback interaction between the diffusion

system G♯(s) and the boundary systems H∗(s), which is not

considered in the analysis for the open loop system. We then

show the design guideline of the boundary system H∗(s) for

suppressing undesirable effect of the feedback interaction.

We consider the transfer functions of the MC channels

Γ0L(s) and ΓL0(s), which are specifically defined as

Γ0L(s) = G♯
21(s)S

0(s)H0
12(s), (22)

ΓL0(s) = G♯
12(s)S

L(s)HL
12(s), (23)

where S0(s) and SL(s) are the self-interference systems

defined by

S0(s) =
1

1−H0
11(s)G♯

11(s)
, (24)

SL(s) =
1

1−HL
11(s)G♯

22(s)
. (25)

The self-interference system S∗(s) represents the self-

feedback effect of the transmitted signal on the boundary

system of the sender itself. In other words, S∗(s) accounts

for a feedback interaction between the diffusion system G♯(s)
and the boundary systems H∗(s). Physically, this corresponds

to the situation where signal molecules secreted from a robot

accumulate around the boundary of the diffusion region and

make it difficult for the robot to further secrete the signal

molecules due to less concentration difference between both

ends of the membrane. This phenomenon is called self-

interference [20]. As shown in Eqs. (22) and (23), the self-

interference system introduces changes in the frequency char-

acteristics of the open loop transfer functions H∗
12(s)G♯

21(s),
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TABLE I
TRANSFORMATION OF THE DIFFUSION SYSTEM

From\To Dirichlet boundary Neumann boundary

Dirichlet
boundary

Gdd(s) =












−
√

s

µ

1

tanh
(

L√
µ

√
s
)

√

s

µ

1

sinh
(

L√
µ

√
s
)

−
√

s

µ

1

sinh
(

L√
µ

√
s
)

√

s

µ

1

tanh
(

L√
µ

√
s
)













Gdn(s) =












−
√

s

µ
tanh

(

L
√
µ

√
s

)

1

cosh
(

L√
µ

√
s
)

1

cosh
(

L√
µ

√
s
)

√

µ

s
tanh

(

L
√
µ

√
s

)













Neumann
boundary

Gnd(s) =












√

µ

s
tanh

(

L
√
µ

√
s

)

1

cosh
(

L√
µ

√
s
)

1

cosh
(

L√
µ

√
s
) −

√

s

µ
tanh

(

L
√
µ

√
s

)













Gnn(s) =













−
√

µ

s

1

tanh
(

L√
µ

√
s
)

√

µ

s

1

sinh
(

L√
µ

√
s
)

−
√

µ

s

1

sinh
(

L√
µ

√
s
)

√

µ

s

1

tanh
(

L√
µ

√
s
)













TABLE II
FREQUENCY RESPONSE CHARACTERISTICS OF OPEN LOOP DIFFUSION

SYSTEMS

From To Steady gain Cut-off freq.

Gdn
21

Dirichlet Neumann 0 dB 4.14
µ

L2

Gdd
21

Dirichlet Dirichlet 20 log

∣

∣

∣

∣

1

L

∣

∣

∣

∣

dB
(

15.0
µ

L2

)

Gnd
21

Neumann Dirichlet 0 dB 4.14
µ

L2

Gnn
21

Neumann Neumann ∞

The value in parentheses indicates the frequency at which the gain decreases
by 6 dB from the steady gain.

and thus, the transmitted signal is potentially attenuated due

to the self-interference.

Here, we consider a design strategy that makes |S∗(jω)| ≈
1 and shapes the gain characteristics of the closed-loop transfer

functions Γ0L(s) and ΓL0(s) based on the open loop transfer

functions H∗
12(s)G♯

21(s). For this purpose, we analyze the

frequency response characteristics of S∗(s) and obtain the

design criteria of the boundary system H∗(s) for suppressing

the effect of the self-interference system. Without loss of

generality, we consider the self-interference system at position

r = 0, i.e., S0(s). It should be noted that the analysis

result for S0(s) applies to SL(s) in the same way. To make

|S0(jω)| ≈ 1, the gain of H∗
11(jω)G♯

11(jω) must be kept small

according to Eq. (24). For this purpose, the boundary systems

H∗
11(s) should be designed according to the gain of G♯

11(jω)
to make H∗

11(jω)G♯
11(jω) small.

The four types of transfer functions G♯
11(s) shown in Table I

consist of the combinations of
√
s/
√
µ and tanh (L

√
s/
√
µ).

Unlike typical transfer functions in control engineering, these

functions depend on the square root of the frequency variable,√
s. The gain of

√
jω/

√
µ increases monotonically at 10

dB/dec for ω ∈ [0,∞). The gain of tanh (L
√
jω/

√
µ), on

Fig. 5. The gain diagram of the transfer function tanh (L
√
jω/

√
µ).

the other hand, is approximated by

∣

∣

∣

∣

tanh

(

L√
µ

√

jω

)∣

∣

∣

∣

≈
{

1 (|ω| > µ
L2 )

L√
µ

√

|ω| (|ω| ≤ µ
L2 )

. (26)

This approximation is obtained by Taylor expansion at ω = 0
and

lim
ω→∞

∣

∣

∣

∣

tanh

(

L√
µ

√

jω

)∣

∣

∣

∣

= 1. (27)

Eq. (26) shows that the gain of tanh (L
√
jω/

√
µ) increases

at 10 dB/dec for the frequency bandwidth [0, µ/L2], where

µ/L2 is the approximate cut-off frequency for the high pass

filter. The gain plot of tanh (L
√
jω/

√
µ) is shown in Fig.

5, which agrees with the approximation in Eq. (26). There-

fore, to attenuate undesirable effect of the self-interference,

the boundary system H0
11(s) should be designed such that

|H∗
11(jω)G♯

11(jω)| ≪ 1 for the control bandwidth based on

the cut-off frequency of tanh (L
√
s/
√
µ) and the gain of√

jω/
√
µ.
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V. NUMERICAL EXAMPLE

In this section, we show a design procedure of a specific MC

channel with transmembrane signal transfer in the boundary

system Σ0 and receptor-mediated membrane signal transfer

in the boundary system ΣL capable of transferring signals

with a desired control bandwidth. To this end, we first explore

the parameter range of each subsystem in Γ0L(s), i.e., the

transfer function from c0(s) to zL(s), that transfers signals

within the desired bandwidth based on the open loop transfer

function. We then show the parameter conditions to suppress

the influence of the self-interference system S∗(s). Finally, we

expand the analysis of the MC channel Γ0L(s) to the entire

MC channel M0L(s), i.e., the transfer function from c0(s)
to yL(s), by considering the influence of the ligand-receptor

system.

A. Design of the MC channel Γ0L(s) for suppressing self-

interference

Consider an MC system that has transmembrane signal

transfer in the boundary system Σ0 and receptor-mediated

membrane signal transfer in the boundary system ΣL as seen

in Fig. 6. The signal molecules produced in the molecular

robot on the left are emitted to or absorbed from the boundary

of the diffusion region ∂Ω. Thus, the dynamics of the boundary

system Σ0 can be modeled by Eq. (6). In the boundary system

ΣL, the signal molecules at the boundary ∂Ω are sensed by

the receptors as the signal intensity that transfers into the

molecular robot on the right. Here, the objective of the design

problem is to explore the conditions for the membrane of the

molecular robot on the left and the signal molecules that satisfy

the following specifications:

(a) The bandwidth for control is ̟ := [0, 10−2]rad/s
(b) The communication distance L is limited within 10 µm ≤

L ≤ 100 µm
(c) The thickness of the small region at the boundary ∂Ω is

∆r = 1 µm.

To be more specific, our goal is to design the boundary system

Σ0 and the diffusion coefficient µ satisfying these conditions

(a)–(c).

To this end, we first compute the transfer function of each

subsystem in the MC channel Γ0L(s). The boundary system

H0(s) is obtained as

H0(s) =







µ

s+ k

k

s+ k
µk

s+ k
− ks

s+ k






. (28)

based on Eq. (6). Next, the transfer function matrix of the

diffusion system is obtained as G♯(s) = Gdn(s) shown in

Table I since the two inputs of the diffusion systems from the

boundary systems Σ0 and ΣL are defined by v0(s) = c(s, 0)
and vL(s) = ∂c(s, L)/∂r, respectively (see Fig. 2). Based

on these transfer functions, we seek for the conditions of the

membrane transport rate k and the diffusion coefficient µ to

achieve the design objective. The diffusion coefficient µ can

be adjusted by changing the type of signal molecule [7], and

the membrane transport rate k could possibly be modified

Diffusion region 

10~100 μm

ReceptorTransmembrane

Fig. 6. The MC channels with the molecular robots of transmembrane type
and receptor type.

by changing the number of pores on the membrane formed

by proteins. For example, in [21], protein pores such as α-

haemolysin, which inserts itself into the membrane and forms

pores that spans lipid bilayers, were synthesized in the molec-

ular robot (vesicle), leading to the increase of the membrane

transport rate of small molecules outside the vesicle.

We use the spirit of the loop shaping approach in control

engineering [22] to design the closed loop characteristics of

the MC channel Γ0L(s) using the open loop transfer function

Gdn(s)H0
12. Specifically, the bandwidth of the communication

channel is designed based on the cut-off frequency ωH0 and

ωD of the subsystems H0
12 and Gdn(s). Since H0

12(s) is a

first-order lag system, ωH0 =
√
3k rad/s holds. Moreover,

ωD = 4.14µ/L2 as shown in Table II. To satisfy the design

requirement (a) that the control bandwidth must be ω ∈ ̟,

we consider the conditions for ωH0, ωD ≥ 10−2 rad/s. Sub-

stituting the parameters for the other requirements (b) and (c)

into ωH0 and ωD, we obtain

(i) µ ≥ 24.2 µm2·s−1

(ii) k ≥ 5.77× 10−3 s−1.

The solid line in Fig. 7 (A) illustrates the gain of the MC

channel Γ0L(jω) for k = 5.0 × 10−2 s−1, µ = 83 µm2·s−1,

and L = 100 µm, which satisfy the parameter conditions (i)

and (ii). These parameter values are taken from those for

quorum sensing [16], [23]. As expected, the cut-off frequency

of the boundary system H0
12(jω) and the diffusion system

Gdn
21 (jω) is designed to pass the signals for the desired control

bandwidth ω ∈ ̟. However, Fig. 7 (A) shows that the gain of

the MC channel Γ0L(s) is attenuated between 10−3 rad/s and

10−2 rad/s even though the parameters satisfy the conditions

(i) and (ii). This is because of the self-interference effect

discussed in Section IV. Specifically, the gain of the self-

interference system S0(jω), which has a large dip around

10−3 ≤ ω ≤ 101 rad/s (see the dotted magenta line in Fig.

7), restricts the bandwidth of the MC channel since the closed

loop transfer function is Γ0L(s) = Gdn
21 (s)S

0(s)H0
12(s). Thus,

the effect of the self-interference system S0(jω) needs to be

suppressed to design the MC channel Γ0L(s) with a desired

frequency response characteristics.

To suppress the effect of the self-interference system S0(s),
we consider parameter conditions that prevent the gain of

the self-interference system from being small. We suppose

that signals do not significantly decrease if the gain of the

self-interference system is |S0(jω)| ≥ 1/2 for the control
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Fig. 7. The gain diagram of the MC channel Γ0L(jω), the boundary system H0
21
(jω), the self-interference system S0(jω), and the diffusion system

Gdn
21

(jω) (A) for the membrane transport rate k = 5.0× 10−2 s−1 (B) for the membrane transport rate k = 200 s−1.

bandwidth ω ∈ ̟, which means |H0
11(jω)Gdn

11 (jω)| ≤ 1
for ω ∈ ̟. However, since it is difficult to attenuate

|H0
11(jω)Gdn

11 (jω)| only for ω ∈ ̟, we consider the entire

frequency range. Using the approximation in Eq. (26) and the

frequency characteristics of H0
11(s) as a first-order lag system,

the maximum gain of H0
11(jω)Gdn

11 (jω) can be approximated

as

α(ω) := max
ω

|H0
11(jω)Gdn

11 (jω)|

≈
{ √

µ√
k∆r

(k ≥ µ
L2 )

L
∆r

(k < µ
L2 )

. (29)

If α(ω) ≤ 1, the gain of the self-interference system is

|S0(jω)| ≥ 1/2. Since the thickness ∆r of the small region at

the boundary is ∆r < L, the following condition is obtained

to suppress the effect of the self-interference system S0(s).

(iii) k ≥ µ

Fig. 7 (B) shows the gain characteristics of the MC channel

for the redesigned membrane transport rate k = 200 s−1,

which satisfies both of the conditions (ii) and (iii). The value

of the membrane transport rate k is taken from that for ion

channels [24]. The gain of the redesigned MC channel Γ0L(s)
in Fig. 7 (B) becomes larger than −6 dB for the control

bandwidth ω ∈ ̟. In particular, the loss of the gain in the

self-interference system S0(s) that restricted the bandwidth of

the MC channel is now shifted to the higher frequency range

by suppressing the effect of the feedback interaction between

the diffusion system and the boundary system (see the dotted

magenta line in Fig. 7 (B)). Thus, the design specifications

(a)–(c) are satisfied for the redesigned MC channel Γ0L(s).

Finally, we verify that the analysis result of the frequency

response characteristics agrees with the simulation in the time

domain. For this purpose, we compute the solution of the ODE

model of the membrane kinetics (5) and the diffusion equation

(1) using finite difference methods implemented in Python.

Fig. 8 (A) shows the gain characteristics of the MC channels

for different communication distances L = 50 µm and L =

L = 10 µm L = 100 µm

ω = 10
-2 rad/s

ω = 10
-1 rad/s

(A)

(B)

Fig. 8. (A) The gain diagram of the MC channel Γ0L(jω) for different
communication distance L = 50 µm and L = 100 µm. (B) Cosine wave
inputs c0(t) and outputs zL(t) for ω = 10−2 rad/s and ω = 10−1 rad/s
in time domain.

100 µm with the same parameter values as in Fig. 7 (B). Since

these parameter values satisfy the conditions (i) – (iii), the

gain of Γ0L(jω) exceeds −6 dB for the control bandwidth

ω ∈ ̟ for both of the distances, implying that the signal can

be transmitted via the designed MC channel. Fig. 8 (B) shows

the time series data of the output signal zL(t) at the molecular

robot on the right for the cosine wave input with the frequency

ω = 10−2 rad/s and ω = 10−1 rad/s. When ω = 10−2 rad/s,
the output signal zL(t) has approximately the same magnitude

as the input signal c0(t) for the both distances. On the other

hand, when ω = 10−1 rad/s, the magnitude of zL(t) is less

than 1/4 of the magnitude of the input c0(t) for L = 100 µm
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since the input frequency exceeds the pre-specified bandwidth

ω ∈ ̟. The gains calculated by the numerical simulations are

plotted as the circular dots in Fig. 8 (A). The simulated values

agree with the theoretically predicted values, validating the

frequency response analysis performed in this section. These

results imply that the control-theoretic framework in Fig. 3

is a powerful tool for engineering MC channels in a system

theoretic approach.

B. Analysis of the entire MC channel M0L(s) with ligand-

receptor systems

Finally, we consider the frequency response of the entire

MC channel M0L(s), i.e., the transfer function from c0(s) to

yL(s). The transfer function M0L(s) involves the boundary

system HL(s), which is the receptor-mediated signal transfer

into the molecular robot modeled by Eq. (8), in addition to the

MC channel Γ0L(s) in Fig. 3. Thus, we need an additional

analysis to make sure that the entire MC channel satisfies

the pre-specified conditions (a)–(c) in Section V-A. In what

follows, we show that, under a certain condition, the frequency

response of the entire MC channel M0L(s) can be designed

by independently shaping the gain characteristics of the two

transfer functions Γ0L(s) and HL
21(s).

As shown in Fig. 3, the input-output relation of zL(s)
and yL(s) is characterized by the transfer function HL

21(s)
as yL(s) = HL

21(s)zL(s). The input signal to the boundary

system, zL(s), is subject to the self-interference effect of the

boundary system HL(s) since the input from the boundary

to the diffusion region, vL(s), feeds back to zL(s). Thus, the

transfer function from c0(s) to zL(s) involves not only Γ0L(s)
but also the self-interference effect due to the reflection of the

signal at the boundary r = L, which complicates the frequency

response analysis of M0L(s) in general.

To closely look at the situation, we compute the trans-

fer functions from the input zL(s) to the output vL(s) =
∂c(s, L)/∂r and obtain

vL(s) = HL
11(s)zL(s) =

Rkon
µ

s

s+ koff
zL(s). (30)

A key observation here is that the transfer function HL
11(s) is a

high-pass filter with a cut-off frequency ωHL = koff/
√
3, while

Γ0L(s) is a low-pass filter as shown in Figs. 7 and 8. In other

words, the frequency component less than ωHL is effectively

eliminated when the signal is reflected at the boundary while

the signal arriving at the boundary contains only the low

frequency signal. Thus, vL(s) ≈ 0 if the gain for the product

of the boundary system HL
11(s) and the MC channel Γ0L(s)

satisfies |HL
11(jω)Γ0L(jω)| ≈ 0. In this case, the transfer func-

tion from the sender to the receiver is calculated simply by the

product of Γ0L and HL
21(s), i.e., yL(s) = HL

21(s)Γ0L(s)c0(s).
This means that the gain of the entire MC channel M0L(s)
can be independently characterized by those of the two transfer

functions, |HL
21(s)| and |Γ0L(s)|.

More specifically, let ωM be defined as the dominant cut-

off frequency of Γ0L(s), i.e, ωM := min(ωD, ωH0). Then,

|HL
11(jω)Γ0L(jω)| ≈ 0 holds when koff ≫

√
3ωM . Thus,

under this condition, the frequency response of the entire MC

Fig. 9. The gain diagram of the boundary system HL
11
(jω) and the MC

channel Γ0L(jω) with the cut-off frequencies.

channel M0L(s) can be analyzed independently by the MC

channel Γ0L(s) and the ligand-receptor system HL(s).

For the parameters R = 103, kon = 10−1 µM · s−1, and

koff = 100 s−1 [19], [25] in addition to the parameters

of the MC channel Γ0L(s) used in Fig. 7 (B), we plot

the gain diagram of the boundary system HL
11(s) and the

MC channel Γ0L(s) in Fig. 9. Since koff = 100 s−1 and

ωM = ωD = 3.44 × 10−2 rad · s−1, koff ≫
√
3ωM holds,

and |HL
11(jω)Γ0L(jω)| ≈ 0 for all frequencies. Therefore, the

entire MC channel M0L(s) can be designed based on the

independent gain characteristics of |HL
21(jω)| and |Γ0L(jω)|,

which means that the design specifications (a)–(c) are satisfied

by designing them based on the conditions (i)–(iii) in Section

V-A and the cut-off frequency of |HL
21(jω)|.

VI. CONCLUSION

In this paper, we have proposed a control-theoretic model-

ing framework for bidirectional MC systems and performed

the frequency response analysis to obtain a general design

guideline of the MC channels and the boundary systems.

Specifically, we have first derived the open loop characteristics

of the diffusion system to design desired MC channels that can

transfer signals with pre-specified control bandwidth. We have

then shown the design guideline of the boundary system H∗(s)
to suppress the undesirable effect of the self-interference. Fi-

nally, we have analyzed the frequency response characteristics

of the specific MC channel to obtain the parameter conditions

guaranteeing the performance of the system to satisfy the

predefined specifications.

Using the proposed control-theoretic modeling framework,

the stability, robustness and performance of the bidirectional

MC systems can be analyzed based on the characteristics of

each subsystem using methods in control theory. We expect

that the proposed framework will be the foundation for the

future development of feedback control theory for MC systems

toward engineering applications.



10

APPENDIX A

DERIVATION OF THEOREM 1

We show the derivation of Theorem 1. By taking Laplace

transform of Eq. (1) for time t and using the initial condition

in Eq. (2), we obtain

sc(s, r) = µ
∂2c(s, r)

∂r2
. (31)

Similarly, the Laplace transform of Eq. (31) for the spatial

variable r leads to

s

µ
c(s, p) = p2c(s, p)− c(s, 0)− ∂c(s, 0)

∂r
, (32)

where p is the frequency variables for space. Eq. (32) can be

decomposed into the partial fractions

c(s, p) =
1

2





1

p+
√

s
µ

+
1

p−
√

s
µ



 c(s, 0) (33)

+
1

2
√

s
µ





1

p−
√

s
µ

− 1

p+
√

s
µ





∂c(s, 0)

∂r
.

Taking the inverse Laplace transformation for space, we have

the concentration c(s, r) as

c(s, r) =
1

2

(

e−
√

s

µ
r + e

√
s

µ
r
)

c(s, 0) (34)

+
1

2
√

s
µ

(

e
√

s

µ
r − e−

√
s

µ
r
) ∂c(s, 0)

∂r

=
1

2
(g(s, r) + g(s,−r)) c(s, 0)

+
1

2
√

s
µ

(g(s,−r)− g(s, r))
∂c(s, 0)

∂r
,

and the concentration gradient ∂c(s, r)/∂r as

∂c(s, r)

∂r
=

√

s
µ

2

(

e
√

s

µ
r − e−

√
s

µ
r
)

c(s, 0) (35)

+
1

2

(

e
√

s

µ
r + e−

√
s

µ
r
) ∂c(s, 0)

∂r

=

√

s
µ

2
(g(s,−r)− g(s, r)) c(s, 0)

+
1

2
(g(s,−r) + g(s, r))

∂c(s, 0)

∂r
.

For the combination of the inputs v0(s) = c(s, 0) and vL(s) =
∂c(s, L)/∂r, we transform Eq. (34) to

c(s, r) =
g(s, r) + g(s, L− r)g(s, L)

1 + g(s, L)g(s, L)
c(s, 0) (36)

+

√

µ

s

−g(s, r)g(s, L) + g(s, L− r)

1 + g(s, L)g(s, L)

∂c(s, L)

∂r

by substituting

∂c(s, 0)

∂r
= −

√

s

µ

g(s,−L)− g(s, L)

g(s,−L) + g(s, L)
c(s, 0) (37)

+2
1

g(s,−L) + g(s, L)

∂c(s, L)

∂r

into Eq. (34), where Eq. (37) is obtained by substituting r = L
into Eq. (34). Substituting r = ℓ into Eq. (36), we obtain

c(s, ℓ) =
g(s, ℓ) + g(s, L− ℓ)g(s, L)

1 + g(s, L)g(s, L)
c(s, 0) (38)

+

√

µ

s

−g(s, ℓ)g(s, L) + g(s, L− ℓ)

1 + g(s, L)g(s, L)

∂c(s, L)

∂r

= Gr,0(s)|r=ℓc(s, 0) +

∫ ℓ

0

Gr,L(s)dr
∂c(s, L)

∂r
,

where Gr,∗(s) is the transfer function from c(s, ∗) to c(s, r),
which is same as the transfer function from ∂c(s, ∗)/∂r to

∂c(s, r)/∂r. The reflection coefficient is K = 1 because the

boundary ∂Ω is free end relative to the input v∗(s) for this

combination of the inputs. The second term of Eq. (38) has the

integral of Gr,L(s) by r since the output is the concentration

while the input is the concentration gradient. On the other

hand, the concentration gradient ∂c(s, ℓ)/∂r is obtained by

substituting Eq. (37) into Eq. (35) and r = ℓ, that is

∂c(s, ℓ)

∂r
= −

√

s

µ

−g(s, ℓ) + g(s, L− ℓ)g(s, L)

1 + g(s, L)g(s, L)
c(s, 0)

+
g(s, ℓ)g(s, L) + g(s, L− ℓ)

1 + g(s, L)g(s, L)

∂c(s, L)

∂r
(39)

=
∂

∂r
Gr,0(s)

∣

∣

∣

∣

r=ℓ

c(s, 0) +Gr,L(s)|r=ℓ

∂c(s, L)

∂r
.

The first term of Eq. (39) has the derivative of Gr,0(s) by r
since the output is the concentration gradient while the input

is the concentration. Each term of Eqs. (38) and (39) can

be generally expressed by Eq. (12), which can be applied

to the concentration c(s, ℓ) and the concentration gradient

∂c(s, ℓ)/∂r for the other input combinations in the same way.

APPENDIX B

PROOF OF PROPOSITION 1

We prove that the gain of the diffusion transfer functions

Gdn
21 (jω), Gnd

21 (jω), Gdd
21 (jω), and Gnn

21 (jω) monotonically de-

crease for ω ≥ 0.

A. The gain of the diffusion transfer functions Gdn
21 (jω) and

Gnd
21 (jω)

We consider the gain of the diffusion transfer function

∣

∣Gdn
21 (jω)

∣

∣ =
∣

∣Gnd
21 (jω)

∣

∣ =
2

(eω̃ + e−ω̃ + 2 cos (ω̃))
1

2

, (40)

where ω̃ =
√
2L

√
ω/

√
µ for ω ≥ 0. The derivative of the gain

of Gdn
21 (jω) is

d
∣

∣Gdn
21 (ω̃)

∣

∣

dω
=

d
∣

∣Gdn
21 (ω̃)

∣

∣

dω̃

dω̃

dω
(41)

= − f−(ω̃)

(eω̃ + e−ω̃ + 2 cos (ω̃))
3

2

dω̃

dω
,

where

f−(ω̃) = eω̃ − e−ω̃ − 2 sin (ω̃), (42)

and dω̃/dω ≥ 0. Since

eω̃ + e−ω̃ + 2 cos (ω̃) ≥ 0 (43)
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by the inequality of arithmetic and geometric means, and

f−(ω̃) ≥ 0 for ω ≥ 0 (see Appendix C), Eq. (41) is

non-positive for ω ≥ 0. Therefore, the gain of Gdn
21 (jω)

monotonically decreases for ω ≥ 0.

B. The gain of the diffusion transfer function Gdd
21 (jω)

We consider the gain of the diffusion transfer function

∣

∣Gdd
21 (jω)

∣

∣ =

√
2ω̃

L (eω̃ + e−ω̃ − 2 cos (ω̃))
1

2

(44)

for ω ≥ 0. The derivative of the gain of Gdd
21 (jω) is

d
∣

∣Gdd
21 (ω̃)

∣

∣

dω
=

d
∣

∣Gdd
21 (ω̃)

∣

∣

dω̃

dω̃

dω
(45)

=
h(ω̃)

L (eω̃ + e−ω̃ − 2 cos (ω̃))
3

2

dω̃

dω
,

where

h(ω̃) = 2
(

eω̃ + e−ω̃ − 2 cos (ω̃)
)

(46)

−ω̃
(

eω̃ − e−ω̃ + 2 sin (ω̃)
)

.

Since

eω̃ + e−ω̃ − 2 cos (ω̃) ≥ 0 (47)

for ω ≥ 0 by the inequality of arithmetic and geometric means,

Eq. (45) is non-positive for ω ≥ 0 if h(ω̃) ≤ 0. In what follow,

we take the first and the second derivative of h(ω̃) as

dh(ω̃)

dω̃
= eω̃(−ω̃ + 1) + e−ω̃(−ω̃ − 1)

+2 sin (ω̃)− 2ω̃ cos (ω̃), (48)

d2h(ω̃)

dω̃2
= −ω̃f−(ω̃). (49)

Since f−(t) ≥ 0 (see Appendix C), we obtain

d2h(ω̃)

dω̃2
≤ 0. (50)

Moreover, we have dh(ω̃)/dω̃ ≤ 0 for ω ≥ 0 because

d2h(0)/dω̃2 = 0. Using h(0)/dω̃ = 0, we obtain h(ω̃) ≤ 0 for

ω ≥ 0, and Eq. (45) is non-positive. Therefore, the gain of the

diffusion transfer function |Gdd
21 (jω)| monotonically decreases

for ω ≥ 0.

C. The gain of the diffusion transfer function Gnn
21 (jω)

We consider the gain of the diffusion transfer function

|Gnn
21 (jω)| =

2
√
2L

ω̃ (eω̃ + e−ω̃ − 2 cos (ω̃))
1

2

(51)

for ω ≥ 0. The derivative of the gain of Gnn
21 (jω) is

d |Gnn
21 (ω̃)|
dω

=
d |Gnn

21 (ω̃)|
dω̃

dω̃

dω
(52)

= −
√
2L

ω̃2

2C−(ω̃) + ω̃f+(ω̃)

C
3

2

−(ω̃)

dω̃

dω
,

where

f+(ω̃) = eω̃ − e−ω̃ + 2 sin (ω̃), (53)

C− = eω̃ + e−ω̃ − 2 cos (ω̃). (54)

Since C−(ω̃) ≥ 0 by the inequality of arithmetic and geomet-

ric means, and f+(ω̃) ≥ 0 for ω ≥ 0 (See Appendix C), Eq.

(52) is non-positive for ω ≥ 0. Therefore, the gain of Gnn
21 (jω)

monotonically decreases for ω ≥ 0.

APPENDIX C

NON-NEGATIVITY OF EQ. (42) AND EQ. (53)

We consider the function

f±(ω̃) = eω̃ − e−ω̃ ± 2 sin (ω̃), (55)

and prove f±(ω̃) ≥ 0 for ω̃ ≥ 0. We consider the derivative

of f±(ω̃) as

df±(ω̃)

dω̃
= eω̃ + e−ω̃ ± 2 cos (ω̃). (56)

Using the inequality of arithmetic and geometric means, we

obtain that Eq. (56) is non-negative for ω̃ ≥ 0. Since f±(0) =
0, Eq. (55) is non-negative for ω̃ ≥ 0.
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