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Abstract— With the proliferation of wireless local area network
(WLAN) technologies, wireless Internet access via publicdtspots
will become a necessity in the near future. In outdoor areas
where the installation of a large number of wired access poits is
practically or economically infeasible, mobile users locd at the
edge of the network communicate with the access point at a ver
low rate and in turn waste network resources. In this work, we
promote the use of tetherless relay points (TRPS) to improvéhe
throughput of a WLAN in such environments. We first provide
a high level description on how to integrate TRPs in a multi-ate
WLAN architecture. We then propose an integer-programming
optimization formulation and an iterative approach to compute
the best placement of a fixed number of TRPs. Finally, we showi
numerical analysis, through a case study based on relay-ebked
rate adaptation and IEEE 802.11-like multi-rate physical nodel
with Rayleigh fading, that for a wide range of system paramegrs,
significant performance gain can be achieved when TRPs are
strategically installed in the network.

Index Terms—Wireless local area network, tetherless relay
point, placement optimization, capacity improvement, mahemat-
ical programming/optimization.

I. INTRODUCTION

Wireless Local Area Networking (WLAN) technologies,

the ISP network, can be reduced. However, in environments
where wiring is very costly or impossible, we promote the
installation of tetherless relay points (TRPs), which yalata
wirelessly between the mobile hosts and the wired access
point, to improve WLAN capacity. Such networks require
more careful planning in order to utilize the wireless media
efficiently. In this work, we consider a TRP as an immobile
device which has a high capacity battery or access to the
power supply but does not have direct access to the Internet.
A TRP helps deliver a MAC-layer data packet from the AP to
a distanced MH by first receiving the packet wirelessly from
the AP, and then retransmitting it to the MH, or vice versa.
Since wireless signal attenuates severely as it travedsigfr

a distance, by using a TRP, the resulting bit rate can be much
higher than the original one hop bit rate.

In a wireless communication system, due to the strong cor-
relation between distance and data rate, different planesod
TRPs can significantly alter the network performance. Much
prior research has been carried out on improving the capacit
and/or ensuring the efficient operation of relay-enableless
networks [11][12][13][14][15][16][17]. However, they amot
oncerned with the question of how to place TRPs in a WLAN

such as IEEE 802.11 and HiperLAN/2, provide wireless broaf
band data access for mobile Internet users and are expe(?t'é
to create a plethora of business opportunities. As a restft
products that support WLAN standards and public wirele
hotspots have proliferated. Given the explosive growth
wireless hotspot usage, enhancing the capacity of WLANS
become an important issue.

Much research has been carried out on improving the
capacity and efficiency of WLANSs. In [1], [2], [3], and [4],
insights into the efficient operation of large scale hotspot
networks were discussed. In [5], [6], and [7], contentiozef
polling algorithms were proposed for WLANS to ensure high
throughput, low latency and energy efficient operation.ther
contention mode, carrier sense range adjustment, inéeréer
control, and controllable resource allocation methodsewer
proposed in [8], [9], and [10] to improve throughput and
system utilization in WLANS. .

In environments where wiring is convenient, one obvious
solution to improve WLAN capacity is to install more access
points (APs) in the network so that the distance between a
mobile host (MH) and an access point, which is wired to
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that the throughput capacity is maximized. The main

cus of this work is to determine the optimal placement of a
%\’/en number of TRPs in a WLAN. We propose an analysis
d optimization framework that exploits the multi-ratpaa
I_E-ﬁty of the WLAN physical layer. Our main contributions

include:

New TRP relaying architecture with throughput capacity
optimization objectives in a multi-rate WLAN;
Optimization formulation to derive the optimal placement
of the TRPs in a WLAN with or without location restric-
tion;

« Solution to the resulting integer-programming problem

through Lagrangian relaxation and a subgradient iterative
algorithm adapted to the characteristics of a TRP-based
WLAN;

Simplification methods based on the intrinsic properties
of special network environments, which can significantly
reduce the computation time of the above iterative algo-
rithm; and

Numerical investigation into the throughput capacity of
a WLAN with TRPs in an IEEE 802.11-like multi-rate
physical model with Rayleigh fading, providing design
guidelines on how the optimal placement of TRPs is
affected by the number of TRPs, transmission power, path
loss exponent, and traffic pattern.



The rest of this paper is organized as follows. In Section
II, we review the related work in multihop wireless networks
and WLAN research. In Section Ill, we give a high level
description of the relaying architecture and derive ouiigtes
objective. In Section IV, we cast the general TRP placement
optimization problem and show how this problem can he &
solved by a Lagrangian relaxation iterative algorithm. |
Section V, we discuss simplifications based on the intrinsic
properties of some common network environments to improve
the efficiency of the Lagrangian relaxation iterative aithon.

In Section VI, we present a sample relaying and rate adaptati
algorithm and a physical layer rate model for IEEE 802.11g
WLAN under Rayleigh fading. In Section VII, we discuss thé&ig. 1. Original BSS and BSS with TRPs.
convergence time of the proposed optimization algorithiah an

show the effects of different system parameters on theegfiat

placement of the TRPs. Finally, concluding remarks arergiv&€0St effective architecture for wireless mesh network was
in Section VIII. introduced. To gain insight into the physical environments

and deployment challenges, a measurement driven depldymen
Il. RELATED WORK of V\{irelt_ass mesh network was stu_died_ in [20]. The issues of
, ) . routing in mesh network were studied in [21] and [22], where
Motivated by recent advances in .ad hO_C netwgrklnﬂ;‘e relationship among throughput and several routingiogetr
[11][12], there has been much research into using peasile o6 jnyestigated theoretically and empirically. Theseagch
hosts to relay data in the context of wireless networks. |5 have revealed the benefit of immobile relay nodes in

[13], the concept of multihop cellular network was introddc 506 scale wireless networks. In our research, we exphare t
The results of this work showed that using peer mobilg,inial of immobile relay infrastructure in a single cell

hosts to relay data to the base station can improve netw rlﬁn [23], we studied the effects of relaying with commer-

performance when compared with the traditional single hQp,| Extension Points (EPs) and the optimal relay placement

cellular network. In [18], a similar idea with emphasis @ov- n a one-dimensional WLAN, using a divide-and-conquer

erage extensiofior WLANs was investigated. In the ContEthearching algorithm. In this paper, we study realisticyieig

of muIti-ra’Fe WLANS, [14] and [15] _showed that by usinGyay are similar to the IEEE 802.11 standard, while taking
other mobile hosts to perform relaying, the performance gfi, consideration finite data rates and multi-path fadivg.
the network can be improved under the Point Coordmau%nopose a novel iterative integer-programming soluticme-

Function (PCF) and the Distributed Coordination Functiofy, o optimize the TRP placement and investigate WLAN
_(DCF)_' re'_spe<_:t|vely. Thgse prior resea_lrch efforts magatur performance in a more general two-dimensional setting with
investigation into relay infrastructure in WLANS. or without environmental constraints

The concept of usingmmobile nodes to relay traffic has
received relatively less attention in the literature. dsim- m

mobile relays such as TRPs have several advantages when _ . . )
compared with mobile relay nodes. First, since TRPs are'Veé &m to improve the throughput capacity of a Basic

relatively sedentaty it is reasonable to assume that they haveervice Set (BSS) [24] by using TRPs. In a BSS, there is
access to external power supply or have a large built-irehatt @0 AP connected with the wired ISP network, and this AP
Consequently, unlike in other works that use mobile hosts BEPVides wireless coverage to a local area. Moreover, alsMH

relay nodes, energy is not a constraint for TRPs. Seconck siftd the AP are fully connected (i.e., forming a complete lyyap

the distance between an AP and a TRP is relatively statis lin/@ @ single channel. Thus, only one transmitter is allowed
transmit at any given time, and simultaneous transmissio

between the AP and the TRPs are more stable. Furtherm(SPe, ) ) hy
the sedentary TRPs can be configured to their optimal settilr[fq;\(lje_a BSS will result in collision. _
which maximizes their benefits. e investigate relaying with TRPs in an environment where

The benefits of using immobile relay node have bedMiring is practically or economic_allyinfegsible,t.o.impn@the
discussed in several contexts. In [16], thi@AR architecture troughputcapacity of a BSS without using additional véssl
for cellular network was introducedC' AR uses immobile "ESOUrCes. The AP, TRPs and MHs have to share the same

relay nodes to alleviate traffic congestion by relayingficaf wireless medium originally assigned to the BSS. Fig. 1 shows

from a congested cell to the less congested neighbor céles. the difference between the original BSS and a BSS with TRPs.

benefit of using immobile relay nodes is also explored in meshSince much research has been carried out on implementing
network research. In [17], innovative integration techeig '€/Ying mechanisms [14] [15], in the following subsectiae

were developed to minimize the number of access points Rrovide only a high IeV(_eI descriptipn on how the system SMOU_I
a mesh network to reduce wiring cost, while maintaininﬂp_erate' We then derive the objective function that we will

QoS constraints from all nodes. In [19], a new scalable afynimize regarding the placement of the TRPs. We emphasize
that our analytical and optimization framework is valid asd

1They may be moved to follow large time-scale network traficiations. as the relaying mechanism follows the operation principles

Basic Service Set Basic Service Set with TRPs

RELAYING ARCHITECTURE ANDDESIGN OBJECTIVES



described in this section. An example of such implementati
will be presented in Section VI.

O

TRP

d; d,

A. Operational Procedure Overview

We consider the single BSS scenario, which is sufficient to,,
provide design guidelines even in cases where multiple BSSs
co-exist. First, if the BSSs are sparse, then the interéeren
between them can be negligible. Second, for densely ipstall
BSSs, a practical implementation is likely to allocate norkig. 2. Single user scenario with one TRP.
interfering channels between neighboring BSSs. Thirdyd t
interfering BSSs must be installed as neighbors, then twexa
should be considered. If the neighboring BSSs use the sag@@nected network, packet collision and other inefficiesci
channel, then the channel must be time-shared. In this aas€lue to polling or distributed contention are mainly affecby
TRP would be active only at the same time that its associaté adopted protocols and the number of nodes in the network,
AP is active, and the optimal TRP configuration would beut not the location of these nodes. In Section VI, a sample
the same as if the BSS were in isolation. If the neighboridighk information collection and relay-enable rate adaptat
BSSs use different but interfering channels, the data nate escheme will be described.
hence the packet transaction time would be affected by such
interference. In this case, the expected packet transafiti®@ B. Optimization Objective
should account for the lower bit rate due to interference.

To utilize the TRPs intelligently, MHs located at differen

ds

Source Destination

TRPs should be placed in locations resulting in the smallest

taverage raw packet transmission time between the AP and

locations should select the most appropriate TRP to forwajgkerent MHs. Before we express this optimization objeeti
packets If a TRP is selected to assist a MH, downlink paCketr%athematicaIIy, let us consider the following system.
from the wired network will be delivered from the AP to this As shown in Fig. 2a, for the simplest scenario, there is

TRP, an_d this TRP will de”Yer the packet to the MH. The, 4ecegs point located at the origin, a single MH located at
reverse is performed for uplink packets. In order to také fuﬂl 6), and a TRP located 4t ¢).* We denote the lengths of
advantage of the TRP, a central entity should have up-te-dgt, uplink and downlink packets hy, andz, respectively.

link statistics and be able to make the selection decisions o sizes of these packets correspond to the proportion of
the MHs. For example, such information can be compiled ingyjini and downlink traffic. The time axis is divided into
report and send to the AP periodically. By collecting theklinge \aryingpacket transaction cyclest each cycle, the AP
quality information, the AP can decide which TRP (or the Algohsmits a downlink packet to the MH via the TRP, and then
itself) each MH should select to maximize its throughpute Thyo MH transmits an uplink packet to the AP also via the

AP cpuld inform the MH about its selection de_cision v_ia &RP. Lett(d;, do, P1, P», ) be a random variable representing
sp_ec_|al control message or could embed such informationy{s, transmission time of an-bit packet from a source with
existing con_trol packets such as RTS’ CTs, AC_:K or PQLI'reference poweP; to a destination via a TRP with reference
We emphasize here that the exact implementation details ‘iﬂﬂverPQ. The distance between the source and the TRP and
be flexible because the main focus of this work is on tl}ﬂe distance between the TRP and the destinationiamnd
optimal placement of TRPs. In our analytical framework, wg, respectively. Fig. 2b describes the physical configuration
only assume that a link quality estimation procedure e85 o the ahove setting. Let us denote the reference power of
the AP and MHs are able to decide which TRP to use in ordgl. Ap TRP and MH as? P, and P,, respectively. Let

to maximize their throughput. ti (l,d,0, ) be a random variable representing the time for

. . i
Once_a TRP is assigned to each MH, a rate adaptatigiy; ) |5cated atl, ) to complete the*" packet transaction
mechanism such as [25][26] should be used by the MH, TRE)’/cIe via the TRP atd, o). Then, we have
and AP to decide the communication rate of each link. Again; e '

the exact details of the rate adaptation scheme can be #exiblt;,, (I, d,0. ) = t(d.(, Pa, Pr,xa) + t(¢, d, Py, Py, ) (1)

Our analytical framework only assumes that a rate adaptat'vc\)/hereg _ /P T & —2idcos|f —g|. Then, by the Law of

mechanism is used, and given th_e locations of a MH and a e Numbers [27], the throughput capacity of the MH with
TRP, the average data packet delivery speed between the : .
this particular TRP placemen(td, ¢), is

and MH via this TRP can be quantified. We do not expect

the operation mechanism of the network to have significagt(d, p) = lim —, - * 7
influence on the TRP placement decision because in a fully n—oo 3 iy typ(ld 0,0)  Elty,,(1,d, 0, 0)] @

2If none of the TRPs are useful for a particular MH, this MH wibt use wWherez = x4 + z,,. Therefore, in order to maximize the
any TRP. throughput capacity of the network, we need to find the

3The above information collection and TRP selection procedtan be ; i ;
implemented in the Network Interface Card (NIC) softwareaasoption for optlmal (d’ (‘0) such thatE,[t”P,(l’_d’ 0, 90)]’ WhICh We, C_a”_ the
operation in a BSS with TRPs. If a MH does not have this fumetiy, it €Xpectedoacket transaction timen this paper, is minimized.
will associate itself with the AP and behave as a MH in a ragB®&S. Thus,
the system isbackward compatible 4Locations are expressed in polar coordinates in this paper.



Hence, our optimization objective of this simple case is to
minimize

TtTP(lv dv 97 </7) = E[tirp(la da 95 (p)]
= E[(d, ¢, Pa, Prywa) +1(C, d, Py Pry )]
T(d7 <7 Pa7 Ptu (Ed) + T(<7 d7 Pm7 Ptu :Eu)u
3)

where T(di,ds, P1,Py,x) is the expected value of
t(dy,ds, P1, P2, x), which we call the expected packet
transmission time

For any particular TRP placement, MHs will choose the
most appropriate TRP to use or communicate directly with
the AP. Hence, MHs at different locations have different
expected packet transaction times. Since in a typical WLAN
environment, the location of the MHs can be described only
probabilistically, for a WLAN with multiple MHs, our mini-
mization objective is the average expected packet traiosactrig. 3. Multi-user two-dimensional WLAN with multiple TRPs
time in the network, which we callegletwork expected packet
transaction time Note that this objective can accommodate
any weighted fairness model among the mobile users, bfere the TRP reside. Thus, we have
assigning more packet transmission opportunity to some.MHs

In the rest of this paper, for illustration simplicity, wesasne h #1

strict fairness among all users, which can be achieved by a d— d2 0= ¥2 (4)
centralized round-robin scheme or a distributed fair gogui - : ’ - : ’
mechanism. dyn ON

In Section IV, we propose an optimization framework for )
the placement of TRPs in a multi-user WLAN environment fofN€re0 < d; < L, ¥i , and0 < o1 < ¢z < -+ < gy < 2.
a generic functiof'(d,, da, Py, P, z), which can be obtained The MHs are distributed in the coverage area of the network
from theoretical models or by regression models based en sifith the probability density functionf(i,6). This density -
survey results, accounting for noise and possible interiges. function may not be uniform. For example, the users will
Then, in Section VI, we further deriv&(ds,ds, P1, Ps, z) not be located in the ponds or the river, and are more likely
based on a sample relaying and rate adaptation mechanism@nhg€ located around special attractions. A MH may either

an IEEE 802.11g physical model with large-scale propagatigomn_wunicate with the AP directly or _communicate with the
path loss and Rayleigh fading. AP via the TRP whichever resulting in the lowest expected

packet transaction time. Therefore, the network expected
packet transaction time for a particular TRP placement can

IV. TRP PLACEMENT OPTIMIZATION be computed as

In this section, we first provide an analytical frameworITtTP(d’ ©) =
to analyze the network expected packet transaction time wit/>" L . .
respect to different TRP placements. This analytical frame/; 0+€f(l’9) B Tap(l)’1g}glgnjv Tirp(L, di, 0, 1) | dldf,
work is then used to cast the TRP placement problem as an (5)
optimization problem. Finally, we present an efficient $iolu

based on Lagrangian relaxation and a subgradient algarithhere e > 0 is small, andT,,(l) represents the expected
packet transaction time when the MH is directly communi-

cating with the AP. Similar to the expected packet transacti
time derived in the previous section f@i,,(I,d, 0, ¢), we
have

We assume that a fixed numbe¥,, where N > 2, of Top(l) = T(l, Payzd) + T(1, P, ), (6)
TRPs are available for each AP in the WLAN system. Fig.
3 illustrates a simple example, where an AP is installed whereT (I, P, z) is the expected transmission time of &anbit
the center of a park, and this AP provides wireless coveragacket from a transmitter with reference poweto a receiver
within a cell of radiusL. To enhance the throughput capacity meters away.
of the network, TRPs are installed around this AP. A vector, In most network environments, there are some areas where
d, is used to represent the displacement of TRPs with resptet installation of a TRP is prohibited. For example, in Bg.
to the AP. Moreover, a vectas is used to represent the anglét is not possible to install a TRP in the ponds. Let us defined
between a predefined reference base line and the radial littes feasible areas for the installation of a TRP $ieUsing

A. Throughput Capacity Maximization with Multiple TRPs



3 Candidate TRP Site

p index = (3.1) (b+1)A0  raAl
h(a,b) :/ / f(1,0)dldo,
bAG (a—1)Al
1 a=1,.,lmaz, aNdb=0,..,0m0s — 1,
lmax'- . S/:M(S)7

whereM (-) is the mapping of a set from the continuous space
Probability that a to the discrete space. Furthermore, for notation simptiica

MH is located in we denote
Qmm_] this cell depends Al
" onthe pdf, (1,0), T, (i) = Tap(1Al),
and this area.
ALAG : o -\ . _
g2 Ty~ (1,6, 4, 7) = Tirp(iAL AL, jAD, TAD).
Then, (5) can be approximated as
) ) - Tirp(d, 7)
Fig. 4. Discretization of the network. I P
N . Aly- . AlLAG - .
~ 2 ZO min [Tap (2)’1§}C?NT”P (i, 0k, 7, Tk) | Paj)
(5), we have the following optimization problem: ! (8)
Obijective: min  Tip(d, ) To facilitate the minimization of},,(d, r), we define two
de sets of decision variable¥X andY, such that
st 0<di< L Vi (7) x.. . {1 TRPisplaced in positiors, ) 9
0<p1<pa<---<pnv <27 @77 0 otherwise - O

(di, ng) < 57 V1.

Clegrly, this problem is d_ifficult to solve directly. In_ re'atgl _ _Y(z',j),(é,r) = { (1) (I\J/lﬁes\i\’/ijs)els served by TRRJ, 7) . (10)
there is no need to determine the TRP placement with infinite o
granularity. Hence, we can calculate the approximate vafueNOte that X ) = 1 because the access point is always
(5) by discretizing the network into a large but finite numbgr Present. Moreover, sinc& o) = 1, we haveY( ;) o,0) = 1
areas, where a mobile host is located at each area with arcerf{!y if the MH at (i, j) is served directly by the AP.
probability. Then, the integral in (5) can be interpretedaas 1herefore, (7) can be reformulated as
Riemann sum. Next, we reformulate (7) into a discrete form !

ax emam -1

3

g . , o . . AL
similar to thep-median problem with an additional constraint. miy : 3 ZO Wi Tap (0) Y5, 0,0) +
1= Jj=
lmaz Omaz—1
' ALAG (. s
B. Problem Reformulation Z heigy Ty 20 (4,6, J, T)Y(i.,j),(a,r)}ll)
6=1 71=0

As shown in Fig. 4, we can divide the entire network into
0.q: €qually sized sectors, and each sector is then divided
into ... equal length cells. A MH is located in each cell st Yii.00 + Z Z Yiig.m =1
with a certain probability, and if a MH occupies a cell, we o=t =0 .
assume that it is located at the outer-left corner. Moredter v G) (12)
outer-left corner of each cell also represents a candidae s Z De N (13)
of the TRP set. Thus, each MH or TRP candidate site can 67 =
be uniquely identified by its radial line number and its cell o=t Tfo

N . X0 =1 (14)
number. For example, the selected site in Fig. 4 lies on the o
third cell of the first radial line, so this site is indexed By1). Yiig).om) = Xen <0V (i,)),(5,7) (15)
For notation purpose, we u$é j) to describe the location of X =0 Vo (6,7) ¢S (16)
a MH, while we useg(d, 7) to represent the location of a TRP

l7na’1¢ 0771(1'1: —1

lmam emam -1

candidate site Objective (11) minimizes the sum of the approximated versio
i ' . , of the network expected packet transaction time. Congtrain
We define the following notations: (12) requires each MH to be assigned to exactly one TRP
o I or the AP. Constraint (13) states that exacly TRPs are
9 Al = A to be placed. Constraint (14) states that the AP is always
e e present. Constraint (15) requires that the MH(atj) can
di = 0pAL 1<k <N, 0 €27, 1< 0k < lmaa, be assigned to a TRP &f, ) only if a TRP is irgsta)lled at
pr =AY, 1<k<N, 7, €Z, 0<7 <bnaz—1, |ocation(s,r). Finally, constraint (16) required that the TRPs
8= (01,...on), T="(10,.,mn)T are not located in the infeasible sites. Note that the above

3

Al =

)



formulation is similar to the discrete-median problem [28], up to the current iteratiorﬁ,/(?j) ) is the optimal value of

with an additional constraint (14). Y(i.j),(5,-) at then!™ iteration, andA™ is a constant updated
Because of the binary constraints (9) and (10), the formulgs follows. We begin withd! < 2 an arbitrary small positive
tion above cannot be solved with standard linear programmiAumber. At each iteration, the value df* is halved if £™
technigues. Next, we present a Lagrangian relaxationtitera has not increased im4 consecutive iterations. Then, the
algorithm that allows us to approach the optimal soluti@mfr |agrangian multipliers are updated by (20).
both above and below. 5) Iteration and termination The algorithm terminates
when any one of the following conditions is true:

C. An Optimization-Based Lagrangian Relaxation lIterative » A predefined number of iterations are completed.
Algorithm « The upper bound equals or is close enough to the lower

. . . . . L bound.
Lagrangian relaxation with subgradient iteration is a tech . .
grang g o A" is small, such that the changes)p; ) becomes too

nigue that can be used to provide approximate solutions to I Such Il ch L likelv to hel e th
many NP-hard problems efficiently. Thus, noting the distinc errc])ilémuc small changes are not fikely to help solve the

tive characteristics of our TRP placement formulation, we i
propose to solve the optimization problem in (11)-(16) by aRtherwise, we repeat from Step 2.

iterative algorithm as follows. As shown in Section VII, for all system parameters tested,
1) Setting up We relax constraint (12) and obtain (17),the difference between the upper bound and the lower bound
where); ) are the Lagrange multipliefs. always converges to less than 2% within 200 iterations.

2) Solving the simplified problem For fixed values of
the Lagrange multipliers, we wish to minimize the objective V. COMPLEXITY REDUCTION UNDERUNIFORMITY
function (17). Since the values of; ;) are fixed, the first CONDITIONS
term in the objective function, which is just the sum of all |n some common network environments, the computation
Lagrangian multipliers, is a constant. To minimize (17), weomplexity of the Lagrangian relaxation iterative alglomitin

begin by computing the value of Section IV can be further reduced. We notice that in many
Loman Oman—1 outdoor open environments, we may assume that the mobile
. ALAO - o i istri i
Vis,ry = Z min(0, [l 5y Ty ™ (i,8,5,7) = Aij))) _hoits are umforlmly distributed in the ngtwork coverageare
o1 j=0 i.e., f(I,0) = —=. Moreover, such environments usually do

(18) not have much restriction on the TRP candidate sites. Under
for each candidate TRP locatigh, 7) € S’. We then find the these conditions, we present the following simplifications
N smallest values o¥/s ) and set the corresponding valuesechnique to reduce the runtime of the proposed algorithm.
of X5 =1 and all other values oK ; .y = 0. We then set  We note that in the Lagrangian relaxation iterative algo-

_ ALAB,. « . rithm, the most computationally heavy part is in Step 2 of
Lt by Toy ™ (4,0,5,7) = Ay <0 Section IV-C, which ranks all the TRP candidate sites. The

Yijer = andX@yT) =1 purpose of this step is to obtain the subgradient of (17) at
0 otherwise. ). To decrease the computational time, we first reduce the
Moreover, sinceX o) = 1, we set computational effc_)rt of computing eacl?f(& 7). Th(_en_, we
_ AL develop an adaptive §ector—t_>ased algorithm to minimize t_he
Y00 = { 1 if h(i,j)_Tap (1) = A¢ig) <0 number of TRP candidate sites that we need to rank while
B 0 otherwise. finding the subgradient correctly.

3) Updating the lower and upper boundsFor each iter-
ation of this process, an upper bound and a lower bound &f Reducing the Computational Effort fdf(d, 7)
the original objective function (11) need to be determifiét®e A jllustrated in Fig. 5, intuitively, given a TRP placed
upper bound is a sub-optimal solution that has been d'sedveénywhere on a radial line, say there exists a region defined

which meets the constraints of the original unmpdified .prolg—y& where the TRP will not provide any benefit for any MHs
lem from Step 2, where the AP andl TRP candidate sites |pcated outside this region. The following theorem forme
are selected. This upper bound to the network expected pagkgs
transaction time can be calculated by using (8). Furtheemor Theorem 1:Given a TRP placed on radial line, there
as shown in [29], a lower bound for the current iteration igyjsts a minimum¢, such thatVj e (&, Omaz — &),
simply the objective function (17) with the values Xf and TALAY G 5 @ T, ) N TAl(§), for all i ands v:/herea@b —
Y found in Step 2. (@1 b) mod Opuer

4) Modifying the Lagrange multipliers The Lagrange  The proof of this theorem is given in Appendix I. By

multipliers are revised using a standard subgradient opfising Theorem 1, the effective coverage of a TRP is limited.
mization procedure. At the'” iteration of the Lagrangian Therefore. we can séTAl’M(z' 8,7,7) =

: ! trp = oo, if min(]j —
procedure, we first compute the step size by (19), whebe
and L™ are the best upper and lower bounds found so farsin our numerical analysis, we usé! = 2 andca = 4.

"When f(1,0) = —L, h(a,4) does not depend oh Thereforeh, ;) =
5In our numerical analysis, al(; ;) values are initialized to 5000. hq for all a € [1,lmaz] andb € [0, Omaz).
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>, (hijy Ty ™ (656, 5,7) = A(i,j>)Y<i,j>,<&T>] (17)
6=1 7=0
s.t. (13), (14), (15), (16) are satisfied
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t" = ( ) 5 (19)
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94 B. Reducing the Number of Tim&%J, 7) is Computed
Intuitively, some form of symmetry can be expected for the
optimally placement of TRPs. For example, if there are only
| three available TRPs, one can expect the three TRPs to be
placed uniformly around the AP. To describe such symmetry
AP T for a larger number of TRPs, we note that if one divides
ol the network into a number of equal-size sectors, one may
®- expect that the optimal TRP positions in each sector have
the same pattern. In the following theorem, we state that the
Lagrangian relaxation iterative algorithm can performpady
if one assumes a certain level of symmetry in the optimal
7@ placement of TRPs.
! . Theorem 2:If the network is divided intom equal size
Fig. 5. Effect f a TRP.
9 ective coverage of a sectors, wheréV,,. = % € Zt and A, = "Mﬁ € Zt,
and all sectors have the same set of Lagrange multipliers at
) o=\ <
1 0mas — |j — 7|) > & and the resulting output by the then-thiteration, i.e. \[; . = Al; ;qpa. ) Wherel <k <m

algorithm will remain unchanged. Thus, the computation (?fn

V (8, 7) can be simplified to

lmax Omaz—1

Ve = 35S mino T8 100.5) N
=1 7=0
lmaz &
= Z Z min( tﬁl) A9( 0, T DG T) = Airah))
=1 j=—¢
(21)

dn > 1, the same set 0N TRPs WI|| be allocated to
each sector at the-th iteration, i.e. X(" = X(’g FOEA )"
Consequently, all sectors have the same set of Lagrange
multipliers at the(n+1)-th iteration, i.e. A = A 0.
The proof of this theorem is given in Appendix Il. By
dividing the network into a humber of equal-size sectors, we

.only need to rank the TRP candidate sites in one sector, and

the other sectors will select the same set of TRP candidate si
by symmetry, and will update their Lagrange multipliershe t
same set of values. Recall that, in the iterative algorithm i

Note that by the uniformity assumption, the above argumegection IV-C, the purpose of ranking the TRP candidate &tes
does not depend on the valuenfTherefore, one only needsto find the optimal values of andY in Step 2 and in turn find
to calculate¢ once for allT values. Thus, the computationalthe subgradient for the current iteration. By using TheoZem

time for eachV/ (4, 7) can be significantly reduced.

we can start from the minimum sector size (i:@2.= N) and



gradually increase the sector size while calculating thheecd A. Relaying and Rate Adaptation Mechanism

subgradient values. The relaying and rate adaptation algorithm described here
Given N TRPs to be placed into the network, we firsto|lows closely [15] in its operation principle. As explaid in
perform a prime number decomposition for the numbeér gection |11, the proposed optimization framework is apatite
and save it in ascending order in vectdlf. It is clear a5 |ong as the TRP mechanism follows certain properties re-
that the number of ways that we can sectorize the netWOﬁﬁrding re|aying and rate adaptation_ ThUS’ the |mp|em|enta
denoted by the variableum_way, equals the length ofV.  details presented in this section serve only as an example an
For example, ifN = 8, thenW =[1 2 2 2 ]. Hence, gzre not mandatory.
we can sectorize the network into 8, 4, 2, or 1 equal-sizee may employ a simple link statistics collection mech-
sectors, i.e.pum-way = 4. Then, by Theorem 2, in Sectiongnijsm, following existing works which use receiver-iniéid
IV-C we need to consider only one sector (at any level @hannel condition measurements [25][26]. For example, all
sectorization), instead of the entire network, as long &g orhgdes may listen to ongoing data and control packets. By
one subgradient (i.e., only one sector-wide optimal soijtis  extracting the address of the sender from the packet header
found in Step 2 of the iterative algorithm. When more than ongg by measuring the signal strength of a packet, a node can
subgradient is found, we combine neighboring sectors t# fofecord the channel condition between itself and anotheenod
the next coarser level of network sectorization, to allow thyioreover, all nodes periodically report to the AP the channe
algorithm to select different subgradients in the subdiféial measurements that they recorded. Thus, the AP has up€o-dat
that corresponds to the combination of the multiple optimghannel conditions, which is used to decide which TRP a MH
solutions? should use. The AP will send a packet to a MH if the MH
The following pseudo code explains how the iterative alg@reed to change the TRP that it is assigned.
rithm in Section IV-C can be amended by the above procedureror data packet relaying, a triangular handshake approach
to significantly reduce its computational complexity: may be used. In the standard IEEE 802.11 DCF protocol,
« Step 0: At initiation, define the following variables: ~ the RTS/CTS handshake is used for each unicast packet
gansmission to prevent collision. In [25][26], this hahdke
IS further utilized to probe the channel condition. Follogi

— current_num_sector — N, which represents thethese principles and considering backward compatibilitg,

: : : - may follow a relaying approach similar t®CF which was
EEEZeglg:)riﬂlrjna:I_SIze sector in the current |terat|oﬁ;5t proposed in [15]. Fig. 6 illustrates how the triangular
o . handshake is performed. If the source has a packet to send to
— current_-num_ T RP_per_sector = 1, which repre- o X . . S
sents the number of TRP to be allocated in eaéﬁe destination, and the TRP is assigned to this transmissio
sector at the current iteration. the source sends a new pa_cket, calleldy RTS(RRTS1) to
) the TRP. By sensing the signal strength of the RRTS1, the
» Step 1: Step 1 of Section IV-C TRP determines the transmission rate, dended that can
« Step 2a: Step 2 of Section IV-C be achieved from the source to itself. Upon receiving RRTS1,
« Step 2b: If theeurrent_num T RP_per_sector+1 small-  he TRP generates another relay RTS (RRTS2) and sends it to

est values of/; -, are equal andtate < num.-way, do  the destination after a SIFR, is piggyback in the RRTS2

— state = 1, which represents the current state of th
algorithm.

the following: packet. Again, by sensing the signal strength of RRTS2, the
— state = state + 1, destination can determine the achievable transmission rat
— current_nume_sector = between the TRP and itself, denotBd. When a transmission
current_num_sector /W state], via the TRP is possible, the destination will sentelay CTS
— current_num_T RP_per_sector = (RCTS), which piggybacks2; and R, to the source. Once
current_num_sector, and the source receives the RCTS, it sends the data packet to the
— Merge W {state] neighboring sectors. TRP with rateR;, and the TRP retransmits the data packet
« Step 3: Step 3 of Section IV-C to the destination with raté?, after SIFS. If the packet is
« Step 4: Step 4 of Section IV-C correctly received by the destination, it replies and ACK to
. Step 5: Step 5 of Section IV-C the source. If transmission is not possible or fails, thedsen
can detect it with a timeout mechanism similar to the stashdar
DCF?

VI. AN IMPLEMENTATION EXAMPLE

In this Section, as a case study, we first describe an exam?,lelEEE 802.11g Bit Rate Model and Packet Transmission

implementation of the TRP mechanism for WLAN capacit ime
improvement. We then study the optimal TRP placement inIn this subsection, we derive the expected packet transmis-
such a system, following an IEEE 802.11g-like bit rate modé&ion time based on the IEEE 802.11g bit rate model, which
with large scale path-loss and Rayleigh fading.
SWhen the source directly communicates with the destinatioe source
sends a RTS to the destination and the destination sensaigtie strength
8In this work, when multiple optimal solutions are found ay ateration, of this RTS and reply the appropriate rate to the source \WadhS package
we choose one at random. [25].



TRP

while the probability that the transmitter can transmitcass-
fully is

RCTS

M
ps(,P)=1=ps(1,P)=> p(rm,l,P).  (27)
Source Destination m=1

In the above triangular handshake algorithm, the RRTS1 and
RRTS2 require probing time, denot@, ou..X° Hence, T}, ope
is needed to test the channel and decide the transmiss®n rat
before the actual data transmission can take place. If pgobi

will be used in our numerical analysis in Section VI, SuFI“‘)Osdetermines that the channel condition does not allow a ssece
there areM data rates, denoted, -, ..., 757, supported by the

. ) s ! ful transmission, i.e., either one of the two links is un&alale,
physical layer. Reliable communication by using raje can the source will give up its transmission opportunity, andbar
be realized only if the signal strength at the receiver isvats 9 P bp Y,

certain threshold, say,,. Consequently, for the set dff data the channel again later. The wasted channel probing time add

rates, there is a set aff thresholdsy, ..., na;. We further to EC: ;)t(?ll psc";t t]rjans)mllosesu;nrgr:&m variable that repre-
defineny = 0 andny,41 = oo. For example, in IEEE 802.11g 911,02, 11, 12, P

[30], there are 11 different bit rates, and the minimal thais sents the packet transmission time ofaabit packet, and let
for éach bit rate is specified by thé standard S and F' be the events of “good” and “bad” channel states

. respectively. The expected value of this packet transomssi
. we study_the case where the following large-scale PropPadiiie is derived in (28), where is the time for an SIFS.
tion model is applicable [31] Rearranging the terms in (28), we have the expected packet

P.=— (22) transmission time

d> T(dl,dQ,Pl,PQ,I)
where P is the reference signal power measured at one meter E[T,(dy,dy, Py, Py, )]
away from the transmitterP,. is the average signal power ‘ Tyobe
measured atl meters away from the transmitter, andis = @ P”) (@, P )+
a positive constant representing the path loss exponemt. Th pSM 1’Ml Ps\02, 72
reference poweP can be obtained via field measurement or Z Z p(rm, di, Pr)p(rn, d2, P2) { r | x }
m=1

Fig. 6. An illustration of the triangular handshake.

calculated using the following free space path loss formula — ps(dy, P1)ps(da, P2) T'm + Tn to
[31]: (29)
P,GG\? ) o
P = W’ (23) 1fno relay is used, the one-hop expected packet transmissio

time, T'(l, P, x), can be calculated in a similar fashion.
where P, is the transmitted power(s; is the transmitter

antenna gain,G, is the receiver antenna gain\ is the VI
wavelength of the transmitted signal, ahd> 1 is a loss factor ) ) )
not related to propagation. In our numerical analysiss set N this section, we present numerical results from the
to 1, and the other parameters are taken from the specificatiéli@Posed optimization methods and evaluate the capacity
for commercial APs and WLAN interface cards. improvement from using tetherless relay points in an outdoo
In addition to large scale propagation, multipath fading/maWLAN- Unless otherwise stated, the system parameters such

have a prominent effect on reliable communication. Und& Signal power thresholds, antenna gains, and transmitter
Rayleigh fading, the instantaneous powerjs exponentially POWers are taken from the CISCO Aironet 1100 Series AP and

mobile NIC specifications [32]. The other system parameters
are selected based on a typical outdoor environment.

. NUMERICAL ANALYSIS

distributed with the probability density function
R
p(Y) = pe™ (24)
" A. Convergence of Lagrangian Iteration and Effectivendss o
where P, is the average power ofi. Consequently, the Simplifications
probability that a transmitter with reference powgr can

. . . . In Fig. 7, we show the convergence of the simplified
transmit at rate-,,,, to a receiver at distandewherel > 1, is 9 9 P

algorithm in two typical network scenarios with channelipat
i loss exponentey = 2.2 and o = 2.6. For both scenarios, the
p(rm, 1, P) = / P° Py, (25) network provides a coverage area of 400 meters in radius, and
" ) ) 16 TRPs are available to be placed in this network. Both the
wherem = 1,2,..., M. Furthermore, in some instances, thap anq TRP are equipped with a 10dBm transmitter, while
receiver can be located in a deep-fade area, i.e., is eXPEI® o mopile hosts use a 5dBm transmitter. All transmitters an

bad channel condition. The probability of these instanc&gceivers have 2.2dBi antenna gain. The network occupies
where the transmitter cannot transmit in any data rate, is

m e Lo 10since CTS and ACK require constant amount of time for evergigmis-
p(l, P) = —e P dy (26)  sion with or without using a TRP, they are ignored in our pattansmission
’ n ’ time calculation.

0



10

E[Tg(d17d27P13P23I)]
E[Ty(dr,da, Pr, Py, )| F](1 — ps(di, P1)ps(da, 2)) + E[Ty(d1,da, Pr, P2, x)|S]ps(di, P1)ps(dz, P»)
= [E[Tq(dla d21 P11P27x)] + Tprobe](l - ps(dlapl)ps(an P2))+ (28)

M M
p(Tm,dl,Pl)p(Tn,dQ,PQ) T €
ZZ D (dl P1)p (dg P2) T‘_+T_+0+TPT0b8 Xps(dlvpl)ps(d%PQ)

m=1n=1

— a = 2.6, with simplifications
— a = 2.6, without simplifications
- - a = 2.2, with simplifications
- - o = 2.2, without simplifications |

— o = 2.6, Upper bound
8l — a =2.6, Lower bound |{
-~ a=2.2, Upper bound
- = a=22, Lower bound ||

i g

z g
g 5 =)
~a 2
=4 ©
. £
=

%

@)

iterations time (s)

Fig. 7. Example convergence of the Lagrangian relaxat@mative algorithm. Fig. 8. Run time improvement with the proposed simplifiasion typical
network scenarios.

a 20MHz channel in the 2.4 GHz spectrum. The combined ) ] ] . ]

length of an uplink and a downlink packet is set to 2k byted® achieve more practical, finer granularity, exponeniall

and 70% of downlink traffic is assumed. By default, th'0ré computation will be necessary dge to the NP-hardness

network is discretized into 100 thousand cells, correspand ©f the TRP placement problem. In this case, the proposed

to approximately 5 square meters per cell on average. S|mpI|f|cz_;\t|ons can S|g_n|f|ca_ntly redl_Jce the run time of the
As shown in Fig. 7, for both scenarios, the differenck@grangian relaxation iterative algorithm.

between the upper bound and the lower bound converges

to less than 2% of the lower bound value in less than 48 Effect of System Parameters on TRP Placement and Per-

iterations. In fact, for all system parameters that we havermance Gain

tested, the difference between the upper bound and the lowey, this subsection, we discuss the benefit of the stratdygical

bound always converges to less than 2% of the lower boupd ceq TRPs with respect to different system parameters. We

value within 200 iterations. Similar results are omitted fo,. interested in four system parameters: path loss exponen

brevity. S o (), proportion of downlink datad), power of the AP and TRP
The proposed simplification schemes also significantly rgyer power of MH ratio £,/ P,,)'%, and the number of TRPs

duce the run time per iteration. To demonstrate this i) For each set of parameters, our analysis and optimization

provement, the same set of network parameters have begf:edure produce an optimal placement of TRPs. Example of

tested by using the algorithm with and without the proposeg,.p, placements are shown in Fig. 9.

simplifications on the same computer. Furthermore, becausgy, study two throughput capacities of the netwotk,,

of the large convergence time of the algorithm without thg,q Cirp, Without TRPs and with optimally placed TRPs,

proposed simplifications, the network is discretized in lrespectively as defined in (2). ThuG,, andC,, are defined

thousand cells instead of 100 thousand cells. as follows:

Let LB(t) andU B(t) be the lower bound and upper bound . .
calculated by the algorithm at timerespectively. We define Cap = v Cp = ——r—, (31)
optimality gap as ap Tirp(8%, 1)

where 6*,7*) represents the optimal TRP location(s) com-

w. (30) puted by the Lagrangian relaxation iterative algorithm. We

Opt_gap(t) = 100 x

LB(t) define the performance gain of utilizing the TRPs as
As shown in Fig.8, by using the proposed simplifications, Coi —
the optimality gap drops below 2% in less than 5 minutes, Gain = 100 x —2__~op (32)
while it takes more than an hour to achieve the same re- ap

sults without using the simplifications. Note that 10 thowusa 11, this study, we assume the AP and TRP have the same refepenc,
cells correspond to 50 square meters per cell on averaggich is denoted a®,:.
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a. 16-TRP two-tier configuration b. 20-TRP two-tier configuration

Parameters: coverage radius = 400m, x = 2k bytes, A = 0.125m, G, = G, = 2.2dBi, or

AP’s and TRP’s P,. = 10dBm, MH’s P, = 5dBm ,
1.a=242628and f=0.7,
2.a=26and =0, 025 0.5 0.75,

Fig. 10. Performance gain with respect to different patls lesponent and
number of TRPs.

(m)
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c. 16-TRP three-tier configuration d. 20-TRP three-tier configuration

Placement
5
3
:

Parameters: coverage radius = 400m, x = 2k bytes, A = 0.125m, G, = G, = 2.2dBi,
AP’s and TRP’s P,, = 15dBm, a = 2.4, =107, 160
1. Py /P, = 10dB, 15dB, 20dB.

Fig. 9. Different TRP placement configurations with differenumber of
TRPs with respect to different system parameters.

In the fO”Ong' the relationship a}mong the four SySter‘Eig. 11. Optimal placement of TRPs with respect to differpath loss
parameters with respect to the optimal TRP placement a@@onents and number of TRPs.

performance gain will be discussed.

Moreover, we also compare the optimal TRP performance
gain with results frontandomplacement of the same numbemttenuate severely in these scenarios, as shown in Fighdo, t
of TRPs. In the random placement scheme, for each setpefrformance gains are very low. However, when the path loss
system parameters, 100 different random TRP placements @xponent is large, the performance gain of using TRPs can be
generated, and we report the average performance gainhigfher than 120%. The path loss exponent determines how fast
relaying using these TRPs. the signal decays when it travels through a distance. Thezef

1) Path loss ExponentWe study the effect of the path lossas the path loss exponent increases, the beneficial effietbis o
exponentyn, and the number of TRP$Y, in Fig. 10 and Fig. TRPs become more significant. When the path loss exponent is
11. All other parameters are set as in Section VII-A. large, the TRPs are located closer to the AP. This implies tha

Fig. 10 and Fig. 11 show the performance gains anbe distanced MHs receive less benefit from the TRPs when
optimal TRP placements with respect to different path log¢ke path loss exponent is large. This result suggests tham wh
exponents respectively. When there are 4, 8 or 12 TRPs, the path loss exponent s large, it is more beneficial to atec
solution calculated by the algorithm converges to a singleiore TRPs to help MHs that are relatively closer to the AP.
tier configuration, where the TRPs are uniformly distrilsliteln other words, in high channel attenuation environmehis, t
around and with a displacemed{ meters away from the marginal benefits provided by the TRPs to the distanced MHs
AP. When there are 16 or 20 TRPs available, the algorithane less than that to the MHs which are near the AP.
converges to a two-tier configuration, which are shown in Fig In all cases, the effect of diminishing return is observed
9a, and Fig. 9b. as the number of TRPs increases. The marginal benefit of an

As we can see from Fig. 11, when the path loss exponeadition of 4 TRPs is only a few percent fof > 8. This
is small, the TRPs are located further away from the ABbservation suggests that when the difference of transriitt
This can be explain by the fact that when the path log®wer between the MH and AP/TRP is not high, and downlink
exponent is low, the MHs which are located close to the AfPaffic dominates uplink traffic, a small number of TRPs is
can already transmit at very high rates; thus, only a smallfficient to achieve reasonable performance gain.
number of MHs which are located very far away from the AP Furthermore, we note that the optimally placed TRPs pro-
can benefit from the TRPs. Moreover, since the signal will netde significant performance advantage over the average cas
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Fig. 13. Optimal placement of TRPs with respect to diffeneraportion of Fig. 15. Optimal placement of TRPs with respect to differ&at /Py, and
downlink data and number of TRPs. number of TRP.

of random TRP placement, especially when the numbers fify. 9b. From Fig. 13, the strategically placed TRPs are more
TRPs are moderate to small. The same observation canspeead out and further away from the AP when the proportion
made in Figures 12 and 14 below. of downlink data,3, is low. This is because the MHs have less

2) Proportion of Downlink and Uplink TrafficWe study transmit power compared with that of AP and TRP. When the
the effect of the proportion of downlink datss)( and the proportion of downlink data is low, the MHs have more to
number of TRPs /) on an outdoor network in Fig. 12 andtransmit. When MHs have more to transmit, MHs that are
Fig. 13. The system parameters are the same as in Section \dtated far away from the AP need more help compared with
A, except the path loss exponent s set to 2.6, and the dokvnlihose located close to the AP. Therefore, in order to mirgémiz
and uplink packet lengths atsk bytes and2(1 — 5)k bytes the expected packet transaction time, the TRPs should be
respectively. placed further away from the AP.

From Fig. 12, the performance gain increases as the proporAgain, in all cases, the effect of diminishing return is
tion of uplink data,(1 — 3), increases. This is, again, becausebserved. This effect is less severe when there is only kiplin
the MH’s transmitter has less power compared with that of theaffic, when the difference in performance gain between 8
AP and TRPs. As the amount of data needed to be transmitieRIPs and 20 TRPs is only 12%. In the next subsection, we
by the MH’s transmitter increases, the beneficial effecthef t describe scenarios where using a larger number of TRPs can
TRPs becomes more and more significant; this in turn resufesult in more significant return.
in higher performance gain. 3) AP/TRP to MH Power RatioWe study the effect of

When there are 4 or 8 TRPs, the algorithm convergése AP, TRP to MH transmitter power ratid®{,/P,,) and
to a single-tier configuration regardless of the proportidche number of TRPs on an outdoor network in Fig. 14 and
of downlink data. When there are 12 TRPs, the algorithffig. 15. The system parameters are the same as in Section
converges to a two tier configuration only when the uplinkll-A, except the path loss exponent is set to 2.4, and the
traffic dominates the downlink traffic. When the number oAP’s and TRP’s transmitter power are 15dBm, while the MH’s
TRPs is large, 16 or 20 TRPs, the algorithm always convergeansmitter power varies depend on tRg /P, ratio.
to a two-tier configuration, which are shown in Fig. 9a, and From Fig. 14, the performance gain increases asgﬁe
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ratio increases. Th% ratio represents the difference ofand performance results can be used by network designers to

transmitter power between AP/TRP and mobile hosts. Wheompute the optimal placement of TRPs and provide design

MH’s transmitter power is low, the effect of the TRPs becomegiidelines to justify the tradeoff between additional eaice

more significant. Hence, the performance gain is high whenst and system performance gain.

the mobile hosts have less powerful transmitters. Moreover

when the% ratio is high, the effect of diminishing return on APPENDIX |

larger number of TRP is relatively low. Thus, with high power PROOF OFTHEOREM 1

diﬁerenpe between the AI_DITRP_and MHs, the marginal benefit proof Because of symmetry, we only consider the upper

gfﬁaddnmngl TRI;’ is relatlvely hlt?ht.WAs shovyn |2 F|gd. ;g’#{%alf of the sector, i.e.0 < j < 9"5”- Giveni, §, andr,
ifference in performance gain between using 4 an ALAO, . < . ; . ,

can be greater than 100% when the power difference is Iarggarly Tiry (10,7 © 7,7) InCreases ag increases, since

) . the angle between the TRP and the MH with respect to
In other words, the installation of a larger number of TRPs We AP increases. the distance between the TRP and the MH
such network can be justified. '

: increases. Moreover,5! (i) does not depend on Hence there
When there are 4 or 8 TRPs, the algorithm always con- . . . P P) . .

. . ' : exists a minimalk (i, d) such that for allzzez > j > £(4,9),
verges to a single-tier configuration regardless of the POwWE€a; g, . . . NP o 2 .
difference. In the case of 12 TRPs, the algorithm convemgestir> @, 5_’] e1.7) > Ty (,z)' ¢ Is simply the maximum O.f
a single-tier configuration when the power difference islsm I€(i,0), i.e.,§ = max; (i, 0). The same argument applies
and to a two-tier configuration when the power difference f? the lower half of the network. u
large. When there are 16 and 20 TRPs, the results produced
by the Lagrangian algorithm are more interesting; the cenfig
urations are shown in Fig. 9c, and Fig. 9d.

From Fig. 15, the optimally placed TRPs are more spread Proof. First, we show that if each sector has the same set
out when the% ratio is high. Moreover, more TRPs areof Lagrange multipliers, the same set of TRP candidate sites
located closer to the edge of the network. This is becausdl be selected at each sector, i.e. Nf; ;) = A\ jora...):
the MHs can benefit more from the TRPs when the MH%en Vs .y = V(s raka...), Wherel < k < m. Since
transmitter power is relatively low. Therefore, in order tEt%;,’Ae(i,5,T®j,r) :Tﬁé’“(z‘,5,T®j®kAsec,r®kAseC),
minimize the network expected packet transaction time,emonve have
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TRPs are located closer to the edge of the network so that the lmae €
distanced MHs can receive more help. Visry = Z min (0, [hiTtﬁ,’M(z‘,é,T ©5,7) — o))
i=1 j=—¢

VIIl. CONCLUSIONS ALAO
min(0, [2i Ty, =" (6,0,7 ® § ® kDgee, 7B

M)~

lmax
i=1 j

In this work, we investigate the strategic placement of

; _ =—¢
TRPS to enhance the _throughput cgpamty of a WLAN in kDo) = Miroran])
environments where wiring is practically or economically '
infeasible. We have presented a relaying architecture twhic = Visrera,):

increases the communication rate between a MH and the (33)
access point, developed an analytical model for perfor@anc Consequently, if a minimun¥,; ;) is found in one sector,
evaluation and TRP placement optimization, and proposedother minimal TRP candidate site will be found in another
Lagrangian relaxation iterative algorithm to solve a diser sector,Vis rgra...)» wherel <k < m. As aresultN.. TRP
version of the TRP placement optimization problem. Theandidate sites will be selected at each sector. Furtheymor
proposed framework can be generalized to fit different cehnnhis impliesX(’gﬂ = X rora.,.)"
models, network configurations, environmental constsedmid Second, we show that if at theth iteration all sectors have
user behaviors. In particular, we have investigated the TR same set of Lagrange multipliers, then at the- 1-th
placement problem in a WLAN with IEEE 802.11g-like bititeration all sectors have the same set of Lagrange m@tili
rates under Rayleigh fading, with a sample relaying and rate., if \7, . = A%, . in ), then/\ﬁ.fﬁ = )\ZJ_Z.EBMSCC), where
adaptation algorithm. Moreover, simplifications tailoremt 1<k < m. '
this problem have been proposed to significantly reduce theTo show this is true, we first note théxg?_j)_(oyo) =1
computational complexity of the proposed iterative altjon. hiTaApl(i) — )‘?1‘ i <0. SincehiTaApl(z') — )‘?1‘ 'j) = hiTaApl(i) —
Using the proposed numerical analysis framework, we ha)xe(%i we have "
showed that in most cases, by using strategically placedsTRP
the network capacity can be significantly improved. Morepve Y(?,J‘),(Oﬁ) - Y(?,j@kAsec),(O,O)' (34)

for different network environments, we quantify the eflecte;thermore. we haveyp ., = 1 < Xp
! ,3)00,T T

JBEAsec)?

of the AP/TRP power to MH power ratio, network path Ios_? and hiTtAl’M(i,& i) — A < 0. As
exponent, proportion of downlink data, and number of availy - before X;P 2 e X(Znﬂ) _
able TRPs, with respect to the optimal TRP placement and its N N (6,7®kA sec) :
resulting throughput capacity improvement. Finally, waenoMoreover, Ty 77(i,6,5,7) — X, < 0

that, given a set of network parameters, the proposed #igori hiTtﬁl{M(i,&j O kDsee, T @ kAsee) — A joran.) <



l7naz‘ emam_l n p—
O.l Theerefolre P S P = [21]
iy Py Y kA ), (6,7 @kA )" Rearranging
the indexr, we have [22]

lmaz Omaz—1

lmaz Omaz—1

oD Yihen =2 D Yieka..er (35 123
=1 7=0

6=1 7=0

By using (34) and (35) and putting them in (20), we have
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