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Abstract—In this paper, we propose a new mechanism to select the cells and the wireless technologies for layer-encoded video

multicasting in the heterogeneous wireless networks. Different from the previous mechanisms, each mobile host in our mechanism can

select a different cell with a different wireless technology to subscribe each layer of a video stream, and each cell can deliver only a

subset of layers of the video stream to reduce the bandwidth consumption. We formulate the Cell and Technology Selection Problem

(CTSP) to multicast each layer of a video stream as an optimization problem. We use Integer Linear Programming to model the

problem and show that the problem is NP-hard. To solve the problem, we propose a distributed algorithm based on Lagrangean

relaxation and a protocol based on the proposed algorithm. Our mechanism requires no change of the current video multicasting

mechanisms and the current wireless network infrastructures. Our algorithm is adaptive not only to the change of the subscribers at

each layer, but also the change of the locations of each mobile host.

Index Terms—Multicast, layer-encoded video, heterogeneous wireless networks.

Ç

1 INTRODUCTION

THE success of wireless and mobile communications in
the 21st century has resulted in a large variety of

wireless technologies such as second- and third-generation
cellulars, satellite, Wi-Fi, and Bluetooth. The heterogeneous
wireless networks combine various wireless networks and
provide universal wireless access. Users in the heteroge-
neous wireless networks are usually covered by more than
one cell to avoid connection drop and service disruption. In
addition, more mobile terminals in the wireless networks
are likely to own multiple wireless technologies. Therefore,
the heterogeneous wireless networks provide the mobile
hosts with many choices for the cell and the wireless
technologies to access the Internet.

Video delivery in wireless networks is becoming an
important multimedia application due to the proliferation
of the Web-based services and the rapid growth of wireless
communication devices. For a video stream delivered to a
single mobile host, a video server can adaptively adjust the
encoder to accommodate the delay, jitter, and packet loss of
the networks [1], [2], [3]. For a video stream delivered to
multiple mobile hosts with diverse requirements and
network conditions, the video stream can be encoded at
the highest resolution and divided into layers such that each
receiver can decode the stream on the preferred rate and
resolution with a set of layers [4], [5]. The most significant
layer, that is, the base layer, contains the data representing
the most important features of the video, whereas the
additional layers, that is, the enhancement layers, contain
data that progressively refine the reconstructed video

quality. The layers are distributed to receivers via multicast
channels in wireless networks [6].

Previous works on layer-encoded video multicast mainly
focus on deciding the set of subscribed layers for the
receivers with heterogeneous requirements and network
conditions. McCanne et al. [7] propose a protocol to deliver
the required layers to each of the receivers. Vickers et al. [8]
adaptively adjust the number of layers and the bit rate of
each layer according to the network condition. Kim and
Ammar [9] develop a quality adaptation scheme that
maximizes the perceptual video quality through minimiz-
ing quality variation. Liu et al. [10] find the optimal number
of layers and the amount of bandwidth for each layer to
maximize the total utilities of all mobile hosts. Zhao et al.
[11] determine the optimal power allocation and the
transmission rate of the base station to deliver each layer
of a video stream in CDMA networks. Therefore, previous
works assume that the network operators have selected the
set of cells to multicast a video stream. Moreover, each cell
must multicast the layers of a video stream in the
progressive manner. In other words, a cell cannot deliver
the enhancement layers without multicasting the base layer
of a video stream.

In this paper, different from the previous works, we
focus on the selection of the cells and the wireless
technologies to multicast each layer of a video stream in
the heterogeneous wireless networks, where each selected
cell can deliver only a subset of layers of the video stream to
reduce the total bandwidth consumption. In our approach,
each mobile host can select a different cell with a different
wireless technology to subscribe each layer of a video
stream. Consider Fig. 1 as an example, where A, B, C, and D
are the mobile hosts. Here, we assume that the bandwidth
allocated to each Universal Mobile Telecommunications
System (UMTS) and each Wi-Fi cell can support one and
two layers of a video stream. The solid line connecting a
mobile host and a base station represents that the mobile
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host subscribes Layer 1, the base layer, of a video stream
from the cell. The long dash line and the short dash line
correspond to Layer 2 and Layer 3, the enhancement layers,
of the video stream. For the network operators, each layer
consumes less network bandwidth in our approach. The
three cells multicast Layer 1 in Fig. 1a. In Fig. 1b, however,
the two Wi-Fi cells do not multicast Layer 1 because mobile
hosts A and B subscribe the layer from the UMTS cell. Note
that mobile hosts A and B subscribe Layer 2 and 3 from a
single Wi-Fi cell to minimize the total bandwidth consump-
tion in Fig. 1b. For the users, each mobile host can subscribe
more layers in our approach. Mobile hosts A and B
subscribe two layers if they subscribe all layers from only
the Wi-Fi cells in Fig. 1a. On the contrary, mobile hosts A
and B subscribe three layers in Fig. 1b. They subscribe
Layer 1 from the UMTS cell and Layers 2 and 3 from the Wi-
Fi cells. Subscribing the layers from the cells with multiple
wireless technologies may consume more power. Some
mobile hosts are concerned with the video quality but
others are concerned with the power consumption. To
capture the heterogeneity of users, therefore, the number of
wireless technologies allowed to be used by each mobile
host can be different in this paper.

Explicitly, we formulate in this paper the selection of the
cell and the wireless technology to multicast each layer of a
video stream as an optimization problem, which is referred
as the Cell and Technology Selection Problem (CTSP) in the
heterogeneous wireless networks for layer-encoded video
multicasting. The objective of the problem is to minimize
the total bandwidth cost of the selected cells and the
wireless technologies. We design a mechanism, which
includes an Integer Linear Programming (ILP) formulation,
a distributed algorithm, and a network protocol to solve
the CTSP. The network operators can use our ILP
formulation for network planning. We show that the
problem is NP-hard and design an algorithm LAGRANGE,
which is based on Lagrangean relaxation [12] on our ILP
formulation. Lagrangean relaxation has been widely used
in various network design, control, and pricing problems
[13], [14], [15], [16], [17], and the convergence of Lagran-
gean relaxation has been proved in the literature [12]. We
adopt Lagrangean relaxation in our algorithm instead of
other optimization techniques due to the following reasons:
First, our algorithm decomposes the original problem into
multiple subproblems such that each subproblem can be
solved by each mobile host individually. In other words,
the algorithm can be implemented in the distributed

manner, and the important merit of algorithm LAGRANGE
enables us to design a network protocol accordingly.
Second, the algorithm adapts to the change of the
subscribers at each layer of a video stream and the change
of locations of each mobile host. The algorithm iteratively
reduces the total bandwidth consumption according to the
current subscribers of each layer at each location. Third, the
algorithm provides the lower bound on the total band-
width cost of the optimal selected cells and the wireless
technologies. For a video stream with a large number of
subscribers, the lower bound obtained by our algorithm
provides a benchmark to compare with any algorithm for
the problem since using the ILP formulation here to find
the optimal solution is computationally infeasible. In
addition, the algorithm requires no change of the current
video multicasting mechanisms and the current wireless
network infrastructures.

Algorithm LAGRANGE can be regarded as a rerouting
mechanism. The network may use different cells to multi-
cast each layer of a video stream when the network
condition changes. Note that rerouting mechanisms have
been designed for unicast communications in circuit
switched networks [18], optical networks [19], and satellite
networks [20] to reduce the total bandwidth consumption.
However, designing a rerouting mechanism for layer-
encoded video multicast in the heterogeneous wireless
networks is more difficult. First, the selection of cells for any
two layers is correlated because each mobile host can use
only a limited number of cells and wireless technologies.
Second, we show that the multicast communication makes
our problem become NP-hard in Section 2. Since our
mechanism can be regarded as a rerouting mechanism, a
mobile host in our mechanism needs the sophisticated
handover mechanisms such as those in the literature [21],
[22], [23], [24] to subscribe the video stream from the proper
cells in different situations.

Overall, the contributions of this paper are many-fold:

. We consider the heterogeneity of mobile hosts. Some
mobile hosts would like to improve the video
quality by subscribing more layers from more cells
with proper wireless technologies. Other mobile
hosts may concern the power consumption and
thereby subscribe a limited number of layers with a
single cell.

. For each wireless technology, our mechanism
reduces the number of cells to multicast a video
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Fig. 1. Comparison of two different selections of cells and technologies to deliver each layer of a video stream. (a) Each mobile host subscribes all

layers from a single cell. (b) Each mobile host can subscribe each layer from a different cell.
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stream by clustering the mobile hosts. Therefore, we
can reduce the wireless bandwidth consumption
even when the operators own only one wireless
network.

. Our mechanism chooses the proper wireless tech-
nologies to minimize the total bandwidth cost of all
wireless networks. For a set of nearby mobile hosts,
our algorithm minimizes the bandwidth cost by
using a single large cell or multiple smaller cells to
serve these mobile hosts according to the number of
mobile hosts, the locations of mobile hosts, and the
bandwidth cost of each wireless technology speci-
fied by the network operators.

. Our mechanism is flexible since the bandwidth cost
of each cell can be assigned with no restriction, and
the cost of each cell can be adjusted dynamically.
The flexible cost model enables the network
operators to balance the load of wireless cells with
the same or different technologies by adjusting the
cost [25].

. Our mechanism is transparent to the video multi-
casting mechanisms. Each mobile host subscribes the
video stream with the current video multicasting
mechanisms after the mobile host selects the cell and
the wireless technology according to our mechan-
ism. We thereby require no modification on the
current video multicasting mechanisms.

. Our mechanism requires no modification on the
current wireless network infrastructures. The algo-
rithm is implemented in only the mobile hosts, and
the mobile hosts cooperatively select the cells and
the wireless technologies.

. Our mechanism is adaptive. Our algorithm adapts to
the change of the subscribers at each layer of a video
stream, the change of locations of each mobile host,
and the change of the bandwidth cost of each cell. In
addition, our mechanism enables each mobile host to
either automatically or manually choose the cell and
the wireless technology. For example, when a mobile
host manually chooses a cell, other nearby mobile
hosts adaptively attach to the cell to reduce the total
bandwidth consumption.

The rest of the paper is summarized as follows: We

describe our assumption, present our ILP formulation, and

show that the CTSP is NP-hard in Section 2. We propose

algorithm LAGRANGE based on Lagrangean relaxation

and the corresponding protocol in Section 3. We show our

experimental results in Section 4. Finally, we conclude this

paper in Section 5.

2 PROBLEM DESCRIPTION

In this paper, we consider the CTSP in the heterogeneous

wireless networks for layer-encoded video multicasting.

Video streams are delivered with one hop from the base

station to each mobile host. The problem is to select the cells

and the wireless technologies to multicast each layer of a

video stream such that the total bandwidth cost is

minimized. The problem is subject to the constraint that

each mobile host can select at most one cell for each

available wireless technology. Moreover, to consider the
heterogeneity of mobile hosts, the number of wireless
technologies used by each mobile host can be different. In
this paper, we concern only the wireless bandwidth
consumption of each multicast group, and we assume that
the networks have an abundant wireline bandwidth to
connect to each cell. In addition, we assume the base station
of a cell needs to multicast a layer of a video stream if
at least one mobile host in the cell subscribes the layer from
the cell. In this paper, a cell covers a mobile host if the
mobile host is within the transmission range of the base
station of the cell, and the cell in this case is a covering cell of
the mobile host. A cell is a candidate cell if it covers at least
one mobile host. A wireless technology is a candidate
technology for a mobile host if the mobile host can access
the Internet with the wireless technology. For simplicity, the
selection of the cell for each mobile host means the selection
of both the cell and the wireless technology in the rest of
this paper.

The notation in this paper is summarized as follows:

. C: This is the set of cells in the heterogeneous
wireless network.

. L: This is the set of layers of a layer-encoded video
stream.

. M: This is the set of mobile hosts in the network.

. T : This is the set of wireless technologies.

. Cm: This is the set of cells that cover mobile host m
and have good channel condition, m 2M, Cm � C; if
mobile host m selects cell c manually, we let Cm
contain only a cell c.

. Ct: This is the set of cells with wireless technology t,
t 2 T , Ct � C.

. Lm: This is the set of layers subscribed by mobile
host m, m 2M, Lm � L.

. Mc: This is the set of mobile hosts covered by cell c,
c 2 C, Mc �M.

. Tm: This is the set of wireless technologies that can
be used by mobile host m, m 2M, Tm � T .

. bc;l: This is the bandwidth cost of cell c to deliver
layer l of the video stream, c 2 C, l 2 L.

. tm: This is the number of wireless technologies that
can be used by mobile host m, m 2M.

. �m;c;l: This is the Lagrange multiplier for mobile
host m with respect to cell c and layer l, m 2M,
c 2 Cm, l 2 Lm.

We use ILP to model the CTSP. The ILP formulation can
find the optimal cells and technologies to multicast each
layer of a video stream. The network operators can use our
ILP formulation for network planning in the heterogeneous
wireless networks. Our ILP formulation has the following
variables:

. �m;c;l: This is a binary variable; �m;c;l is one if mobile
host m selects cell c for layer l of the video stream,
m 2M, c 2 Cm, l 2 Lm.

. �m;t: This is a binary variable; �m;t is one if mobile
host m selects any cell with technology t, t 2 Tm.

. �m;c: This is a binary variable; �m;c is one if mobile
host m selects cell c for any subscribed layer, m 2M,
c 2 Cm.
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. �c;l: This is a binary variable; �c;l is one if cell c
delivers layer l of the video stream; namely, at least
one mobile host subscribes layer l from cell c, c 2 C,
l 2 L.

The objective function of our ILP formulation is given as
follows:

min
X
c2C

X
l2L

bc;l � �c;l:

Although we do not maximize the number of subscribed
layers for each mobile host in our problem, the objective
function here minimizes the total wireless bandwidth
consumption to deliver the current subscribed layers of
the stream to the mobile hosts. Therefore, with the objective
function, each mobile host is able to subscribe more layers
with a fixed amount of wireless bandwidth and the
networks thereby can support more video streams. Our
ILP formulation includes the following constraints:X

c2Cm
�m;c;l ¼ 1; 8m 2M; 8l 2 Lm; ð1Þ

�m;c;l � �m;c; 8m 2M; 8c 2 Cm; 8l 2 Lm; ð2ÞX
c2Ct\Cm

�m;c � 1; 8m 2M; 8t 2 Tm; ð3Þ

�m;c;l � �m;t; 8m 2M; 8t 2 Tm; 8c 2 Ct \ Cm; 8l 2 Lm; ð4ÞX
t2Tm

�m;t � tm; 8m 2M; ð5Þ

�m;c;l � �c;l; 8m 2M; 8c 2 Cm; 8l 2 Lm: ð6Þ

Constraint (1) guarantees that each mobile host selects
one cell for each subscribed layer. Constraints (2) and (3)
enforce that each mobile host selects at most one cell for
each available wireless technology. Constraints (4) and (5)
state that the number of technologies used by a mobile host
must be bounded by tm. Each mobile host m can be
associated with a different tm to consider the heterogeneity
of mobile hosts. Constraint (6) guarantees that a cell needs
to multicast a layer of the video stream if any covered
mobile host subscribes the layer from the cell. In addition to
the above constraints, the problem is also subject to the
integrality constraints to enforce that �m;c;l, �m;t, �m;c, and �c;l
are all binary variables. We regard a set of selected cells that
obey the above constraints as a feasible solution to the CTSP.

Previous works for layered video multicasting [7], [8],
[9], [10], [11] assume that all layers of a stream are delivered
in a single cell. In this paper, however, we show that
utilizing different cells and technologies to deliver each
layer of a video stream can reduce the bandwidth
consumption. In addition, constraints (4) and (5) are
formulated for the applications that use multiple multicast
groups simultaneously, and we believe that video multi-
casting nowadays is the only application that is bandwidth
demanding and conforms to the above requirement.

We show that the CTSP in the heterogeneous wireless
networks for multicast communications is NP-hard because
the Minimum Set Cover problem [26] is a special case of the
CTSP. In the Minimum Set Cover problem, each set is
assigned a cost and covers some elements. The problem is
to select the sets with the minimum total cost such that
every element is covered by at least one selected set.

Therefore, the Minimum Set Cover problem is the same as
the CTSP if each mobile host subscribes only a single layer
of the video stream and owns only one candidate wireless
technology. In other words, the CTSP is more difficult than
the Minimum Set Cover problem because our problem
allows each mobile host to subscribe multiple layers and
use multiple wireless technologies.

3 DESIGN OF ALGORITHM LAGRANGE

In this section, we propose algorithm LAGRANGE, which
is based on Lagrangean relaxation on our ILP formulation
proposed in Section 2. The algorithm can be implemented in
the distributed manner on only mobile hosts. The algorithm
adapts to the change of the subscribers of each layer, the
change of the location of each mobile host, and the change
of the bandwidth cost of each cell. In addition, the
algorithm provides a lower bound on the total bandwidth
cost of the optimal solution to the CTSP.

The algorithm relaxes a constraint of our ILP formulation
and transfers the CTSP into the Lagrangean Relaxation
Problem (LRP). The LRP owns a new objective function
with the Lagrange multipliers and fewer constraints such
that we can decompose the LRP into multiple subproblems,
where each subproblem can be solved in a distributed
manner by the mobile hosts. The mobile hosts in our
algorithm cooperatively select the cells and the wireless
technologies for each layer of a video stream according to
the solutions to the subproblems. The solutions to the
subproblems depend on the Lagrange multipliers of the
LRP, and we iteratively adjust the multipliers to change the
selected cells to iteratively reduce the total bandwidth
consumption. In the rest of the section, we solve the CTSP
with the following steps:

. Transfer the CTSP into the LRP.

. Decompose the LRP into multiple subproblems and
solve each subproblem, respectively.

. Select the cell and the wireless technology for each
subscribed layer of each mobile host according to the
solutions to the subproblems.

. Reduce the total bandwidth cost of the selected cells
by iteratively updating the cost, the Lagrange
multiplier, of each cell for each subscribed layer of
each mobile host.

3.1 Transferring the CTSP and Solving the LRP

Our algorithm relaxes constraint (6) in our ILP formulation
to transfer the CTSP into the LRP, and the objective function
of the LRP is shown as follows:

min
X
c2C

X
l2L

bc;l � �c;l þ
X
m2M

X
c2Cm

X
l2Lm

�m;c;lð�m;c;l � �c;lÞ

¼ min
X
c2C

X
l2L

bc;l �
X

m:c2Cm;l2Lm
�m;c;l

 !
�c;l

" #

þ
X
m2M

X
c2Cm

X
l2Lm

�m;c;l�m;c;l

" #
;

where �m;c;l is the Lagrange multiplier, �m;c;l � 0, 8m 2M,
8c 2 Cm, 8l 2 Lm. The Lagrange multiplier �m;c;l is the cost
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associated with cell c for layer l of mobile host m. The LRP
includes the constraints (1)-(5) of our ILP formulation.
Compared with the objective function of the CTSP, the
objective function of the LRP owns a new term correspond-
ing to the relaxed constraint (6). Intuitively, for any feasible
solution to the LRP that contradicts the relaxed constraint,
namely, �m;c;l > �c;l, the objective function punishes the
solution with a larger objective value. Besides, any feasible
solution to the CTSP must also act as a feasible solution to
the LRP since the set of constraints of the LRP is a subset of
the constraints of the CTSP. Therefore, when we adopt the
optimal solution to the CTSP as the feasible solution both to
the LRP and the CTSP, the objective value of the LRP must
be no more than the objective value of the CTSP because the
new term in the objective function of the LRP is nonpositive.
Therefore, the objective value of the optimal solution to the
LRP must be no more than the objective value of the
optimal solution to the CTSP. In other words, the optimal
solution to the LRP provides a lower bound on the objective
value of the optimal solution to the CTSP, which is the total
bandwidth cost of the selected cells and the wireless
technologies in the heterogeneous wireless networks.

We solve the LRP by decomposing the LRP into two
subproblems. We divide the objective function and the
constraints of the LRP into two parts, where each subpro-
blem owns one part of the objective function and the
constraints. The variables in the two subproblems are
mutually independent such that we can solve each sub-
problem individually, and the solution to the LRP is just
the combination of the solutions to the two subproblems.

The objective function of the first subproblem is the first
part of the objective function in the LRP:

min
X
c2C

X
l2L

bc;l �
X

m:c2Cm;l2Lm
�m;c;l

 !
�c;l:

The first subproblem has only an integrality constraint
enforcing that �c;l must be a binary variable because �c;l is
not in constraints (1)-(5) of the LRP. Intuitively, each cell c in
the subproblem is associated with a cost bc;l and a profitP

m:c2Cm;l2Lm �m;c;l for each layer l, and the subproblem is to
minimize the net cost of each cell c for each layer l.
Therefore, cell c needs to be selected for layer l in the
subproblem if the cost is less than the profit. In other words,
�c;l is one in the solution to the subproblem if bc;l is less thanP

m:c2Cm;l2Lm �m;c;l.
The objective function of the second subproblem is the

second part of the objective function in the LRP:

min
X
m2M

X
c2Cm

X
l2Lm

�m;c;l�m;c;l:

The second subproblem includes constraints (1)-(5) and
the integrality constraints for the variables. In the subpro-
blem, each mobile host m needs to select a cell c for each
subscribed layer l, where each choice is associated with a
nonnegative cost �m;c;l. The subproblem is to minimize the
total cost of the selected cells for all mobile hosts.

In the following, we first prove that the second
subproblem is NP-hard:

Theorem 1. The second subproblem of the LRP is NP-hard.

Proof. We prove the theorem with reduction from Maximum
k-Facility Location (MFL) problem, which is NP-hard [26].
The problem is given a set of vertices V in a complete
graph, where each edge et;l connecting vertices t and l is
associated with a profit pt;l. The problem is to find a
subset of vertices V � V with V

�� �� � k to maximize the
following total profit:X

l2V
max
t2V

pt;l:

For each instance in the MFL problem, we create the
corresponding instance of our second subproblem as
follows: The instance in our second subproblem has only
one mobile host m. The instance contains a set of layers V
of a video stream, and the set of technologies that can be
accessed by m is also V . Each technology has only one
cell that can be selected by m. For each layer l and the
cell c with technology t, we assign Lagrange multiplier
�m;c;l as follows:

�m;c;l ¼ q � pt;l;

where q is maxu;v2V pu;v. Each host m can use only
k technologies, namely, tm ¼ k.

We prove the theorem by showing that the total profit
of any MFL instance is p if and only if Vj j � q � p is the
total cost in the corresponding instance of our second
subproblem. We first prove the sufficient condition. If
the set of vertices selected in the MFL instance is V , then
we let mobile host m select the corresponding set of
technologies V . Therefore, for each layer l, the cell
selected by mobile host m for layer l must have the
following cost:

min
t:t2V ;c2Ct

�m;c;l ¼ min
t2V

q � pt;l ¼ q �max
t2V

pt;l:

Therefore, the total cost of the instance in our second
subproblem is given as follows:X
l2V

min
c:t2V ;c2Ct

�m;c;l ¼
X
l2V

q �max
t2V

pt;l

� �
¼ jV j � q �

X
l2V

max
t2V

pt;l ¼ jV j � q � p:

The necessary condition can be proved similarly. tu
Although the second subproblem is NP-hard, the

subproblem can be solved in a polynomial time if we

assume the number of technologies that can be used by each

mobile host is a small constant, irrelevant to the input size

of the subproblem. Moreover, we assume that the number

of covering cells for each mobile host is also a small

constant. Based on the assumption, we solve the subpro-

blem as follows: If the set of cells selected by a mobile host

m is eC in any solution, then m must select the cell c
eC
m;l with

the minimum cost for each subscribed layer l, namely,

c
eC
m;l ¼ arg min

c2eC �m;c;l:
Therefore, the total cost �

eC
m of the selected cells for each

mobile host m is given as follows:
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�
eC
m ¼

X
l2Lm

�
m;c
eC
m;l
;l
:

To find the optimal solution, we consider every possible

set eC, where eC � Cm. Set eC must follow two rules: First, the

number of technologies used in eC is no more than tm.

Second, each technology has at most one cell in eC: Let C

denote the set of cells that induces the minimum cost,
namely,

C ¼ arg mineC �
eC
m

� �
:

Therefore, for each subscribed layer l, let cCm;l denote the cell
selected by mobile host m; in other words,

�m;c;l  1; ifc ¼ cCm;l;
0; otherwise:

�
The number of possible set eC required to consider

is Oð Cmj j tmj jÞ, and we need Oð Lmj j tmj jÞ comparisons to find

c
eC
m;l for all layers in Lm. Therefore, the time complexity of

our algorithm for the second subproblem of each member m

is Oð Lmj j tmj j Cmj j tmj jÞ. We believe that the algorithm is

suitable to be implemented in mobile hosts due to the

following reasons: First, the algorithm is simple. For each

set eC, the algorithm simply finds the cell with the minimum

cost, namely, the Lagrange multiplier, for each subscribed

layer. Second, since each mobile host tends to be covered by

a few cells and is able to access several wireless technol-

ogies, we can regard Cmj j tmj j as a small constant, and our

algorithm thereby can find the optimal solution to the

second subproblem in reasonable time.
Since the variables to the first and second subproblems of

the LRP are mutually independent, the solution to the LRP

is just the combination of the solutions to the two

subproblems. With the solution, algorithm LAGRANGE is

able to find and improve the solution to the CTSP.

3.2 Finding and Improving the Solution to the CTSP

Although the first subproblem selects the cells with the

minimum net cost, the selected cells may not be feasible to
the CTSP because each mobile host is not guaranteed to be

covered by at least one selected cell. Therefore, our

algorithm selects the cells to deliver each layer of a video

stream according to the solution to the second subproblem.

Let e�c;l be a binary variable that represents if our algorithm
selects cell c for the layer l of the video stream. Variable e�c;l
as one if there exists at least one mobile host m selecting cell

c in the second subproblem. In other words, variable �m;c;l is

one in the second subproblem. The advantage of algorithm
LAGRANGE is that the cell selection is performed only by

the mobile host and is transparent to the video multicasting

mechanisms. In other words, each mobile host subscribes a

layer with the video multicasting mechanisms after it

selects the cell and the wireless technology according to
our algorithm. We thereby require no modification on the

current video multicasting mechanisms. In addition, algo-

rithm LAGRANGE is implemented in only the mobile host

and requires no modification on the current wireless
network infrastructures.

Each mobile host m in algorithm LAGRANGE selects the
cell c according to the cost �m;c;l, the Lagrange multiplier, in
the second subproblem. To reduce the total bandwidth
consumption, we adjust the cost iteratively with the
subgradient algorithm [12] and the solutions to the two
subproblems of the LRP. Let W ��ð Þ denote the objective
function of the LRP in Section 3.1, where

�� ¼ �m;c;l; 8m 2M; 8c 2 Cm; 8l 2 Lm
� �

:

The subgradient corresponding to the optimal solution of
the LRP is denoted as

rW ��ð Þ ¼ @W ��ð Þ=@�m;c;l; 8m 2M; 8c 2 Cm; 8l 2 Lm
� �

;

where

@Wð��Þ
@�m;c;l

¼ �m;c;l � �c;l:

The feasible solution to the CTSP obtained by algorithm
LAGRANGE depends on the cost �m;c;l, and the subgra-
dient @W ��ð Þ=@�m;c;l indicates the direction of adjusting
�m;c;l to find the better feasible solution to the CTSP,
8m 2M, 8c 2 Cm, 8l 2 Lm. Algorithm LAGRANGE in-
creases or decreases the cost �m;c;l at each iteration based
on the subgradient @W ��ð Þ=@�m;c;l. Algorithm LAGRANGE
increases �m;c;l when �m;c;l � �c;l is positive. In other words,
mobile host m selects cell c for layer l, but the cell is not
selected in the first subproblem in this case. In contrast,
algorithm LAGRANGE decreases �m;c;l when �m;c;l � �c;l is
negative. In other words, mobile host m does not select
cell c for layer l, but the cell is selected in the first
subproblem in this case.

We explain the adjustment of the costs in an intuitive
way as follows: Although the solution to the first subpro-
blem may not find a feasible solution to the CTSP, the first
subproblem provides an insight to select the cells a with
low bandwidth cost. The first subproblem tends to select
the cells that cover more mobile hosts to save the wireless
bandwidth because the cell tends to a own larger profit,
where the profit of each cell c for layer l is

P
m:c2Cm �m;c;l.

Therefore, if mobile host m does not select cell c for layer l
but the cell is selected in the first subproblem, we decrease
�m;c;l such that the cell will more likely be chosen by m for
layer l afterward. Therefore, the cost �m;c;l, which is the
Lagrange multiplier in the LRP, plays an important role to
reduce the total bandwidth consumption.

Fig. 2 shows the details of our algorithm. Initially,
algorithm LAGRANGE assigns a unit cost to each cell for
each subscribed layer of each mobile host in step one, and
each mobile host thereby can select any cell. Afterward, our
algorithm iteratively reduces the total bandwidth cost of the
selected cells and the wireless technologies. At each
iteration, our algorithm first finds the solutions to the first
subproblem and the second subproblem in steps two and
three, respectively. The algorithm then adjusts the cost of
each cell for each subscribed layer of each mobile host in
step four such that we can select the cells and the wireless
technologies with lower bandwidth cost at the next
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iteration. Algorithm LAGRANGE stops 1) when the
number of iterations � is larger than a threshold N , 2) when
our algorithm can no longer adjust the cost, or 3) when the
difference of the total bandwidth cost of our solution and
the lower bound on the total bandwidth cost of the optimal
solution is within a threshold 	. We enforce that the
algorithm can perform a limited number of iterations N to
find the trade-off between the quality of the solution and
the computational time. The parameter " in step five
dominates the modification of the cost at each iteration in
the subgradient algorithm. The solution with a larger "
improves faster, but the solution with a smaller " converges
to a better solution. In this paper, we thereby reduce " as
the improvement of the selected cells becomes smaller.

Consider Fig. 3 as an illustrative example. The band-
width cost of each UMTS and each Wi-Fi cell is 3.5 and 2.5
to deliver each layer of a video stream. Each mobile host can
use both wireless technologies. For simplicity, the video
stream here has only two layers, and the bandwidth
allocated for each UMTS and Wi-Fi cell can support one
and two layers, respectively. The solid line connecting a
mobile host and a cell represents that the mobile host selects
the cell for Layer 1, the base layer, of a video stream. The
long dash line indicates that the mobile host selects the cell
for Layer 2, the enhancement layer, of the video stream.
Each mobile host selects the cell for each subscribed layer
according to the solution to the second subproblem of the
LRP. In the second subproblem of the LRP, each cell is
associated with a cost for each subscribed layer of each
mobile host, and the cost is shown beside each line in Fig. 3.
In addition, the first subproblem of the LRP provides an
insight for bandwidth-efficient cells, where each selected
cell selected is presented by a solid circle.

Initially, we set the cost of each cell as one. Therefore,
only the UMTS cell is selected in the first subproblem for
Layer 1 because the net cost of the cell is negative in Fig. 3a.

In other words, the bandwidth cost of the cell is less than
the profit, which is the sum of costs for the four mobile
hosts. In the second subproblem, mobile hosts A and B
subscribe the two layers from cells Wi-Fi 1 and Wi-Fi 2, and
mobile hosts C and D subscribe the base layer from cell
UMTS. Therefore, the two Wi-Fi cells need to deliver both
layers, and the UMTS cell needs to multicast the base layer
of the video stream. In other words, variables e�Wi�Fi1;1,e�Wi�Fi2;1, e�Wi�Fi1;2, e�Wi�Fi2;2, and e�UMTS;1 are one in Fig. 3a,
and the total bandwidth cost is 13.5.

The first subproblem encourages the mobile hosts to
select the UMTS cells for the layer since the cell is selected
in the first subproblem for Layer 1 of the video stream.
However, mobile hosts A and B do not select the UMTS cell
in the second subproblem. Therefore, algorithm LA-
GRANGE reduces �A;UMTS;1 and �B;UMTS;1 to 0.8 accord-
ingly. On the contrary, the two Wi-Fi cells are not selected
in the first subproblem, but mobile host A and B selects the
two Wi-Fi cells in the second subproblem. Therefore,
algorithm LAGRANGE increases �A;Wi�Fi1;1, �A;Wi�Fi1;2,
�B;Wi�Fi2;1, and �B;Wi�Fi2;2 to 1.2 accordingly, and Fig. 3b
shows the new costs at the beginning of the second
iteration. At the second iteration, both mobile hosts A and
B select the UMTS cell for Layer 1 of the video stream in the
second subproblem because the cost for the UMTS cell is
smaller than the cost for the Wi-Fi cell. Similarly, both
mobile hosts A and B select cell Wi-Fi 1 for Layer 2 of the
video streams. Therefore, variables e�UMTS;1 and e�Wi�Fi1;2 are
one in Fig. 3b, and the total bandwidth cost is 6, identical to
the optimal solution in the example. Algorithm LA-
GRANGE shows two advantages here: First, it selects the
bandwidth-efficient wireless technology according to the
bandwidth cost of each cell and the number of covered
mobile hosts. It uses the UMTS cell to serve all mobile hosts
for Layer 1 of the video stream. Second, algorithm
LAGRANGE clusters the mobile hosts to reduce the
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number of cells for each layer of the video stream. It selects

cell Wi-Fi 1 to multicast Layer 2 of the video stream to

mobile hosts A and B, instead of using the two Wi-Fi cells.
Figs. 3c and 3d show that algorithm LAGRANGE adapts

to the mobility of users. We assume that mobile host A

moves to cell Wi-Fi 2 during the second iteration, and the

total bandwidth cost increases to 8.5. The cost of cell Wi-Fi 2

for Layer 2 of mobile host A is set as one in Fig. 3c. For

Layer 1 of the video stream, each cell selected in the first

subproblem is also selected in the second subproblem, and

each cell that is not selected in the first subproblem is not

selected in the second subproblem either. Therefore, the

cost of each cell for Layer 1 of each mobile host remains the

same. For Layer 2 of the video stream, since cells Wi-Fi 1

and Wi-Fi 2 are not selected in the first subproblem,

algorithm LAGRANGE increases the cost of Wi-Fi 2 for

mobile host A and the cost of Wi-Fi 1 for mobile host B.

Therefore, the costs �A;Wi�Fi2;2 and �B;Wi�Fi1;1 become 1.2 at

the beginning of the third iteration. The third iteration only

increases the costs �A;Wi�Fi2;2 and �B;Wi�Fi1;1 to 1.4, and

Fig. 3d shows the new costs at the beginning of the fourth

iteration. At this iteration, mobile host B selects cell Wi-Fi 2

for Layer 2 of the video stream since the cost �B;Wi�Fi2;2 is

smaller than �B;Wi�Fi1;2. Therefore, we need only Wi-Fi 2 to

deliver Layer 2 of the video stream. The total bandwidth

cost is 6, which is identical to the optimal solution in the

example. In addition, algorithm LAGRANGE stops at this

iteration because we can no longer increase or decrease the

cost of every cell.
The above example shows that algorithm LAGRANGE

can reduce the bandwidth consumption to multicast a video

stream in the heterogeneous wireless networks. This

example also indicates that algorithm LAGRANGE adapts

to change of the locations of mobile hosts. Each mobile host
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in the algorithm is able to individually select the cell for
each subscribed layer because each mobile host is able to
solve the corresponding two subproblems individually.
Therefore, algorithm LAGRANGE is suitable to be imple-
mented in a distributed manner, and we design a protocol
for the algorithm in Section 3.3.

3.3 Protocol Design

The proposed algorithm LAGRANGE can be implemented
in either a centralized or a distributed manner. In the
centralized manner, the operator uses a server to find the
solution with our proposed algorithm. The centralized
approach requires no additional communication between
the members or between the members and the base stations
to find the solution. However, it suffers from the scalability
problem because the number of servers is proportional to
the number of video streams. Therefore, in this paper, we
propose a protocol to implement the algorithm in a
distributed manner. The protocol can be implemented in
the video subscription software in mobile hosts, and the
network operator requires no server to provide the services.
In this paper, we assume that the subscription of the layers
is controlled in mobile hosts to ensure the scalability to
support more members and streams, just like the previous
works. Therefore, our protocol informs each mobile host of
the identity of the cell and technology for each subscribed
layer, and we require no modification on the existing video
multicast mechanisms.

In the following, we present our protocol based on
algorithm LAGRANGE. We assume the wireless networks
support multicast between mobile hosts. Each mobile host
in our protocol periodically exchanges the costs with other
mobile hosts in the same cell to solve the two subproblems
of the LRP. Each mobile host selects the cell and technology
to subscribe each layer of the video stream from the
solutions of the two subproblems. Each cell needs to deliver
a layer of the video stream if at least one mobile host in the
cell subscribes the layer from the cell.

To reduce the protocol overhead, we divide the
exchange of the costs into two modes: Unsuppress and
Suppress. Our protocol inserts multiple Suppress ex-
changes between two Unsuppress exchanges of the costs.
In the Unsuppress mode, each mobile host sends the costs
via multicast to other mobile hosts in each covering cell. In
the Suppress mode, however, each mobile host suppresses
sending a cost to other mobile hosts if the difference of the
current cost and the cost that was sent to other mobile
hosts is within a threshold. Each mobile host m in our
protocol stores the following information for each covering
cell c: 1) The cost that was sent to other mobile hosts for
each layer l in Lm. 2) The profit of the cell for each layer l
in the first subproblem of the LRP. The profit is the sum of
the total costs of all mobile hosts in the cell, namely,P

m:c2Cm;l2Lm �m;c;l. A mobile host obtains the profit by
exchanging the Lagrange multipliers with other mobile
hosts in the cell.

Each mobile host needs to access each covering cell only
during the exchange of multipliers. In other times, each
mobile host accesses only the selected cell to receive the
video stream. In our protocol, the exchange of multipliers is

periodically initiated by sending a trigger message via
multicast to all mobile hosts. The trigger message indicates
the mode of the exchange of the costs and can be sent by the
video server. In the Unsuppress exchange of multipliers,
each mobile host obtains the profit of a covering cell after it
receives the costs from other mobile hosts in the cell. In the
Suppress exchange of multipliers, each mobile host finds
the profit of a covering cell with the profit stored in the
mobile host and the differences of the costs sent by other
mobile hosts in the cell. Afterward, each mobile host solves
the two subproblems of the LRP and selects the cell to
subscribe each layer of the video stream.

Our protocol supports the mobility of users. When a
mobile host hands over to a new cell, it sends the cost that is
initially set as one to other mobile hosts in the new cell
during the exchange of the costs. If the exchange of the costs
is in the Suppress mode, the mobile host also sends a
negative cost to the old cell to reduce the total profit. Our
protocol is resilient to the message loss. If any message with
the cost in the Suppress mode is lost, other mobile hosts can
still obtain the correct profit of the cell after an Unsuppress
exchange of the costs. If a mobile host keeps moving back
and forth between adjacent cells, our algorithm can handle
this situation by reducing the duration between two
iterations. The amount of time required by our algorithm
to find the best solution depends on the length of the time
between two iterations.

Our protocol supports the dynamic group membership.
For a new member, it distributes and collects the Lagrange
multipliers in the way as the member hands over into the
cell. For a member that unsubscribes a video stream, the
behavior of the member in a cell is just like the way that the
member hands over out of the cell.

Current video multicast mechanisms mainly focus on
adaptively adding and dropping a layer according to the
available bandwidth to avoid quality fluctuation. The
current mechanisms adopt buffering techniques to synchro-
nize the playback of each layer at mobile hosts. Each mobile
host in the mechanisms uses a state machine to ensure that
the addition or drop of a layer is in the progressive manner.
The state machine also enforces that each mobile host must
first subscribe the base layer when it would like to receive a
video stream. In addition, the state machine includes timers
and hysteresis algorithms to avoid the ping-pong effect of
the quality fluctuation between layers. In contrast, our
approach is orthogonal to them and needs to adopt one of
them to subscribe a video stream.

4 EXPERIMENTAL STUDIES

In this section, we present our simulation results. As we
know, there is no related algorithm for the CTSP in the
previous works. Therefore, we compare algorithm LA-
GRANGE with two other algorithms that can represent the
reasonable user behaviors. In the first algorithm RAND,
each mobile host randomly selects a cell to subscribe all
layers of a video stream. In the second algorithm LOCAL,
each mobile host individually selects the wireless technol-
ogy with the minimum bandwidth cost to subscribe all
layers of the video stream because the mobile host tends to
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spend the least monetary cost in this case. The mobile host
selects the cell with the minimum distance to the base
station if there are multiple cells with the technology
covering the mobile host. In addition to RAND and
LOCAL, we compare our solution with the optimal solution
OPT obtained by CPLEX [27] with our ILP formulation in
small networks. We also compare the total bandwidth cost
of our solution with the lower bound LB on the total
bandwidth cost of the optimal solution in large networks,
where we obtain the lower bound by solving the LRP in
Section 3.

To test the performance of our algorithm in different
scenarios, we change the following parameters:

1. number of mobile hosts that subscribe the video
stream to consider the scalability of our algorithm
and protocol,

2. number of wireless technologies that can be used by
each mobile host to consider the heterogeneity of
users,

3. the bandwidth cost of each wireless technology, and
4. transmission range of a base station.

For each wireless technology, the size of the overlapping
area of adjacent cells changes when the transmission range
of a base station is different. We measure 100 samples in
each scenario with 95 percent confidence interval.

The performance metrics in our simulation are listed as
follows: 1) Bandwidth cost induced by each algorithm. We
measure the total bandwidth cost and the bandwidth cost
of each wireless technology to deliver a video stream.
2) Control overhead of our protocol, denoted as CON-
TROL. We measure the bandwidth cost of the cells to
exchange the costs in order to compare CONTROL with the
bandwidth costs to send the video stream. The number of
control messages in our protocol is proportional to the
number of cells to exchange the costs and the number of
mobile hosts in a cell. In our simulation, we compare the
overhead of our protocol in only Unsuppress mode,
denoted as UNSUPPRESS, with the overhead of our
protocol in both Unsuppress and Suppress modes, denoted
SUPPRESS. In the SUPPRESS exchange of the costs, there
are five Suppress exchanges of the costs between two
Unsuppress exchanges. In our simulation, the solution

obtained by algorithm LAGRANGE adopts the SUPPRESS
exchange of the costs.

In our simulation, we adopt the probability-based
mobility model widely used in the previous works. Initially,
we distribute all mobile hosts uniformly at random in the
networks in a 10 km � 10 km service area. Afterward, each
mobile host randomly decides to stay or move at each
minute. If the mobile host decides to move, it randomly
chooses the direction and the speed from 0 to 1 km per
minute. Our simulation adopts the cellular network infra-
structure, which has been widely used in the experiments of
related works. In addition, we decide the locations of Wi-Fi
cells randomly because we assume that Wi-Fi cells need to
cover only hotspot areas and, as we know, there is no
related work on the distribution of hotspot areas. The
mobility model in this paper is very similar to the Random
Walk model that has been widely adopted in the literature.
However, we assume that mobile hosts sometimes can stop
for a while in this paper to model the behaviors of
pedestrians or vehicles in a city. For algorithm LA-
GRANGE, we run one iteration every 30 seconds. The
simulation time takes 1,000 minutes.

We first compare the solutions obtained by our algo-
rithms with the optimal solutions obtained by CPLEX with
our ILP formulation. Because solving large ILP problems is
computational infeasible, here, we simulate the scenario
that the video stream is not layer encoded, and the network
operators own only one wireless technology. The network
has 144 Wi-Fi cells, where the bandwidth cost of each cell is
three. Fig. 4a presents the bandwidth costs of algorithms
LAGRANGE, RAND, LOCAL, and OPT. Fig. 4a shows that
LAGRANGE outperforms RAND and LOCAL because
LAGRANGE clusters the mobile hosts to reduce the
number of cells to multicast the video stream. Mobile hosts
in LAGRANGE jointly reduce the total bandwidth con-
sumption by exchanging the costs. On the contrary, each
mobile host in RAND and LOCAL selects the cells
independently. Fig. 4b shows that our protocol in Suppress
mode can reduce the number of cells to exchange the costs.
Therefore, the above results indicate that our algorithm and
protocol can reduce the total bandwidth consumption even
when the video stream is not layer encoded, and the
network operators own only one wireless technology.
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Our protocol is based on the proposed algorithm
LAGRANGE, which needs to exchange the Lagrange
multipliers in not only the cells that deliver the stream,
but also the cells that cover the mobile hosts but do not
multicast the stream. The mobile hosts need to exchange the
multipliers in the latter cells to reduce the bandwidth
consumption in a distributed manner. Therefore, more cells
are counted in the results of CONTROL. However, each
mobile host only accesses the latter cells during the
exchange of multipliers.

In the following, we test our algorithm in the hetero-
geneous wireless networks. The network has 144 Wi-Fi cells
and four UMTS cells, where the bandwidth cost of each Wi-
Fi cell and UMTS cell is 3 and 15, respectively, for each layer
of the video stream. Fig. 5a presents the total bandwidth
cost to multicast the video stream. Algorithm LOCAL is
slightly better than RAND because the mobile hosts in the
LOCAL prefer to use the Wi-Fi cells. However, mobile hosts
in RAND waste the network bandwidth because multiple
mobile hosts in the same cell may choose the different
wireless technologies even when only one technology is
required here. In contrast, algorithm LAGRANGE outper-
forms both RAND and LOCAL, and the solutions obtained
by LAGRANGE and LB are very close.

Figs. 5c and 5d compare the total bandwidth consump-
tion in each wireless network. Algorithms RAND and
LOCAL select more Wi-Fi cells as the number of mobile
hosts increases. In contrast, algorithm LAGRANGE selects
fewer Wi-Fi cells but more UMTS cells because a single

UMTS cell induces less bandwidth cost than multiple Wi-Fi
cells as the number of mobile hosts increases. Algorithm
RAND uses more UMTS cells than LAGRANGE because
each mobile host selects the cell individually, regardless of
the selections of other mobile hosts. Although algorithm
LAGRANGE uses more UMTS cells than LOCAL, the total
bandwidth cost of LAGRANGE is much less than the cost of
LOCAL, as shown in Fig. 5a. The reason is that
LAGRANGE has the abilities to cluster the mobile hosts
and to select the proper wireless technology according the
number and locations of mobile hosts.

We then test our algorithm when the number of wireless
technologies that can be used by each mobile host is
different. Some mobile hosts would like to improve the
video quality by subscribing more layers with both wireless
technologies, whereas others may concern power consump-
tion and thereby subscribe a limited number of layers with
a single wireless technology. In the following, the video has
four layers here, and the bandwidth allocated for each
UMTS and Wi-Fi cell can support two and four layers. We
change the proportion of mobile hosts that can use both
wireless technologies in the networks. Fig. 6a shows that
LAGRANGE uses more UMTS cells as more mobile hosts
can use both technologies. However, Fig. 6b shows that the
total bandwidth cost decreases as more mobile hosts can
use both technologies. The reason is that more mobile hosts
subscribe Layers 1 and 2 of the video stream from the
UMTS cells, and fewer Wi-Fi cells are required to multicast
the two layers. Therefore, these cells save the bandwidth of
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the two layers and have the ability to multicast more layers

to the mobile hosts to improve the quality of the video

stream.
The network operators can change the bandwidth cost of

each cell to adjust the distribution of traffic. Fig. 7a shows

the total number of cells to multicast the video stream with

different costs to the UMTS cells. With a larger cost

assigned to each UMTS cell, algorithm LAGRANGE uses

fewer UMTS cells in Fig. 7a. Therefore, the network

operators can increase the bandwidth cost of a cell when

the cell is congested. In addition, Fig. 7b shows that a larger

cost for UMTS cells also leads to fewer handovers for each

mobile host.
Fig. 8a shows the total bandwidth cost when we change

the radius of a cell with the ratio with respect to the original

radius. As the radius increases, each mobile host is covered

by more cells, and more mobile hosts can be clustered

together to use fewer cells. Therefore, algorithm LA-

GRANGE requires less network bandwidth to multicast

the video stream. However, our algorithm in this case
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Fig. 7. Simulation results of different bandwidth costs assigned to each UMTS cells. (a) The number of used UMTS cells. (b) The number of

handovers for each mobile host.
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requires more iterations to find the solution because each
mobile host has more candidate cells for each subscribed
layer. Therefore, each mobile host needs more handovers in
this case, as shown in Fig. 8b.

Fig. 9a shows the transient behavior of our algorithm.
With a large ", that is, " ¼ 10 in this case, the bandwidth cost
converges faster to 400 with only 14 iterations, whereas a
small ", that is, " ¼ 1 in this case, requires 29 iterations.
However, our algorithm with a small " can obtain a better
solution that approaches the lower bound. Our algorithm
sometimes obtains a solution slightly worse than the
solutions of the nearby iterations. The logic behind
searching toward a locally worse direction is to avoid being
trapped in a locally optimal solution in order to find a better
solution later. Our algorithm, a large " in Fig. 9a, obtains a

solution at the 43rd iteration, which is better than the one at
the 14th iteration.

Fig. 9b shows the transient behavior of our protocol
based on the proposed algorithm. There are nine Suppress
exchanges of the costs between two Unsuppress exchanges
of the costs in our simulation. We change the threshold in
the Suppress mode of our protocol. Each mobile host
suppresses sending the cost if the difference of the current
cost and the previous sent cost is within the threshold.
Here, we let all mobile hosts move at iteration 30 to show
the effect of mobility in our algorithm. Algorithm LA-

GRANGE iteratively reduces the total bandwidth consump-
tion, as shown in Fig. 9b. After the mobile hosts move,
algorithm LAGRANGE consumes more bandwidth. How-
ever, algorithm LAGRANGE reduces the total bandwidth
consumption iteratively after the mobile hosts exchange the
costs. Fig. 9c shows the control overhead of our protocol.
Our protocol induces more overhead as the threshold
increases in Fig. 9c. However, our protocol in this case also
converges faster toward the optimal solution, as shown in
Fig. 9b.

5 CONCLUSION

In this paper, we propose a new mechanism to select the

cells and the wireless technologies for layer-encoded video
multicasting in heterogeneous wireless networks. Each
mobile host in our mechanism can select a different cell to
subscribe each layer of the video stream, and each cell can
multicast only a subset of layers of the video stream to
reduce the bandwidth consumption. We formulate CTSP in
the heterogeneous wireless networks as an optimization
problem. We use ILP to model the problem. The network
operators can use the ILP formulation to find the optimal
solutions for network planning. We show that the problem
is NP-hard and design an algorithm LAGRANGE, which is
based on Lagrangean relaxation on our ILP formulation.
Algorithm LAGRANGE iteratively converges toward the
optimal solutions and can be implemented in the distrib-
uted manner in only the mobile hosts. Our mechanism

requires no change of the current video multicasting
mechanisms and the current wireless network infrastruc-
tures. Our algorithm is adaptive to the change in the
subscribers at each layer and the change of the location of
each mobile host. Our algorithm is flexible such that
network operators can balance the load of the wireless cells
with the same or different wireless technologies.
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