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Abstract— We present Lightning Protocol, a hard real-time,
fast, and lightweight protocol to elect the sensor closestotan
impulsive sound source. This protocol can serve proximitypased
localization or leader election for sensor collaborationlt utilizes
the fact that electromagnetic wave propagates much fastethan
acoustic wave to efficiently reduce the number of contending
sensors in the election. With simple RF bursts, most basic
comparison operations, no need of clock synchronization,ral a
memory footprint as small as 5330 bytes of ROM and 187 bytes of
RAM, the protocol incurs O(1) transmissions irrespective of the
sensor density and guarantees hard real-time@(1)) localization
time cost. Experiment results using UC Berkeley Motes in a
common office environment demonstrate that the time delay fo
Lightning Protocol is in the order of milliseconds. The simgicity
of the protocol reduces memory cost, computation complex
and programming difficulty, making it desirable for low-end
wireless sensors.

Index Terms—J.9.f Wireless sensor networks, J.7.g Real time,
J.9.a Location-dependent and sensitive, J.9.d Pervasiv@mput-
ing

. INTRODUCTION

ECENT technology advancements make possible the mas-
sive deployment of low-end wireless sensors to form inter-

connectedVireless Sensor NetworKé/SNs) for various military
and civilian applications. Localization of acoustic ewenising

WSN provides a low-cost solution to tracking moving objectg

or individual incidents. It can be an integral part of ubiguis
computing environments.

In this paper, we are interested in electing the closest @etts
an acoustic eventSuch election serves the purposepobximity-

based localizationi.e., giving the location of the elected senso

as the approximate location of the acoustic event. For mppii-a
cations where wireless sensors are densely deployed,npitgxi
based localization provides sufficient resolution. Elegtithe
closest sensor to the acoustic event may also serve the gqaur

many fine-grain localization (triangulation) algorithm|[R] re-
quire collaboration of sensors in the vicinity of the aciustent,
and a unique leader must be elected to start such collaborati

+ These authors are with Department of Computer Science,elsify of
lllinois at Urbana-Champaign. E-mai{gwang4, Ir§@uiuc.edu

1 The author is with Department of Computer Science, Unitersif
Houston. E-mail: rzheng@cs.uh.edu

i The author is currently with Nvidia Corporation.
mala@uiuc.edu

+* The author is with School of Computer Science at McGill Ursity,
Canada. E-mail: xueliu@cs.mcgill.ca

E-mail: rus

p
of runtimeleader electiorfor collaborative sensing. For example,

A protocol that quickly elects the closest sensor to the stiou
event serves this demand.

An acoustic event localization (simplified as “acousticalliza-
tion” in the following) protocol in a dense WSN shall desisab
come with following properties.

o Timeliness: Many applications demand locating acoustic
events in short and bounded time. Particularly, a hard real-
time application, such as gunshot localization (see [3]),
requires a short and constait((1)) localization time bound.
Lightweightness:Low-end sensors have constrained compu-
tation, storage and communication capabilities. Theegfitr
is desirable for acoustic localization algorithms to bein
and efficient.

Reasonable Accuracy:The accuracy of localization must
be acceptable, but not excessive. For many applications,
proximity-based localization is sufficient.
Robustness:The scheme shall work with unreliable wire-
less medium and irregular acoustic signals: sound intensit
may be direction-dependent and sound propagation may be
affected by multi-path effects.
Energy-Efficiency: An energy-efficient localization algo-
rithm should have minimal message exchanges in presence
of acoustic events and conserve energy when there is none.
To achieve the above goals, we propdsghtning Protoco)
a hard real-time, fast, and lightweight wireless sensoctilg
rotocol, for locating impulsive acoustic events using Hemd
wireless sensors. Lightning Protocol exploits the fact lac-
tromagnetic wave propagates much faster than acoustic teave
localize acoustic events in a proximity-based fashionelikany
other acoustic localization protocols, it utilizes acowsEime-
Of-Arrival (TOA) information at sensors. HoweveLightning
rotocol does not send data packets; nor does it requirekcsyo-
chronization Instead, it allows overlapping wireless broadcasts,
which greatly simplifies the implementation. Lightning Ercol
%xhibits the afore-mentioned desirable properties andrfidsor
Or open area deployment.

Lightning Protocol is implemented on U.C. Berkeley
Motes[4][5] and compared with an idedbata Packet(DP)-
based scheme. Using Lightning protocol, the entire mactdnke
only occupies 5330 bytes in ROM and 187 bytes in RAM. In
Section VI, experimental results show that the localizatione
cost of Lightning Protocol is less tha®ms. Amongg1.4% of the
localization trials, there is onlpne wireless broadcast involved
(with the rest being suppressed). The accuracy is compmartabl
or better than that of an ideal collision-free DP scheme.

The rest of the paper is organized as follows. In Section II,
we motivate the proposed solution by closely examining the



acoustic characteristics in our application scenariose Bhasic synchronization as each sensor needs to time stamp the TOA
Lightning Protocol and its improved versions (energy-éffit, based on its local clock.

random layout) are described in Section Ill, IV and V respec- Our proposed Lightning Protocol is self-synchronized anty o
tively. Experimental results are presented in Section ®llpfved involves O(1) RF broadcasts to elect the closest sensor. The
by discussions in Section VII. Related works are discussed intuition comes from lightning phenomenon in nature. When a

Section VIII. Section 1X concludes the paper. lightning bolt strikes, peoplseethe lightning much earlier than
they hear the accompanying thunder, because electromagnetic
Il. ASSUMPTIONS ANDDESIGN CONSIDERATIONS waves travel much faster than sound waves. To apply thisspiyp

to our election problem, we notice that an acoustic signales at
thhfe closest sensor (denoted®s first (note the dense deployment
sensors empirically guarantees the availability of LOS)S;
S ) eCf"a'nimmediatelytransmit an RF signal to notify all other sensors,
sured. We call such acoustic signaispulsive soundsor they can decide that they are farther away from the sound:sour
beeps L , . . even before the acoustic wave reaches them. Nonetheless, th
P2 BounQed D|rect|9nal|‘|ty: The” intensity of a beep. may b il one difficulty: wireless transmissions are usuaslybject
?lrectlorlal, that IS, Ioudest. dqes not Qecessanly MY collisions. In particular, if there are multiple sensatssimilar
closest’. Meanwhile, the directionality is bounded: theolistances to the sound source, broadcasting data packiées su
closest sensor sh_aII be "f‘b_l(_a to_det_ect the TOA_ of the Souﬁgm collisions that prevent an immediate notification. Tive
(a more quantlt_atlve definition IS given in Section 1II-C). this problem, we propose using raw RF burst to signal thearri
P3 Moderate Multipath: An acoustic signal may travel along 5, nq wave. RF bursts can overlap, which obviates theorand
ir!direct pqths to a sensor; but the closest sensor shall h%%koff based wireless MAC, and makes the protocol immune
Line-Of-Sight(LOS) to the sound source. to wireless broadcast collisions. RF bursts can be deteoyed
PI’OpeI‘ties P2 and P3 natura”y promote the Usajﬂflsely measuring the received radio energy [6]
placed sensors, where LOS is usually available betweerotireds  Based on the above ideas, we propose Basic Lightning Pilotoco
source and its closest sensor, and hence the acoustic waled W¢n the next subsection.
arrive at the closest sensor before echoes. Properties ¢PP2an
make TOA a better parameter than acoustic signal intensity i3 protocol Details
localization: for impulsive sound sources, as long as LOth&®
closest sensor is available, TOA of the closest sensor igeear
than TOAs at other sensors, independent of the directityratid

We assume following properties on the acoustic signals:

P1 Impulsive Sound: The acoustic signal shall come wi
clearly detectable onset and thus their TOAs can be m

For the time being, we assume sensors are placed at regular
grids on the plane (Fig. 1). Without loss of generality, welese
loudness of the sound. square grid as shown in Fig. 1. Extension of Lightning Protoc

to random layoutsis presented in Section V. In a regular grid

Other assumptions are as follows: . . : -
layout, each sensor is assigned a calaas shown in Fig. 1 (for

Al Uniform AC.OUSUC Medium: The sound p_ropagatlon r_ned'u"équare,i € {1,2,3,4}). The color assignment guarantees that for
(e.g., the air) is stable and ensures uniform acoustic prop

: fny point in the plane, the enclosing sensors are of distivlcis.
gqtlon speed, deno_ted by . . . As is to be explained later, such a color assignment guaFante
A2 Wireless Range: Wireless transmission range is at leasét the uniqueness of the elected sensor.
as large as the acoustic sensing range. Therefore, allrsenso
that overhear the same sound can directly communicate with

|-S
each other. S| Rt |3 A ;:izgr
A3 RF Device: Each sensor is equipped with a half-duplexoradi — ] — Monitored
transceiver with configurablRadio-Frequency¥RF) channel ” s Area
2 1 2 1
i ; Eo AR © o' |Boundary
that can be changed during runtime. S St —— Sensor
A4 Deployment Environment: We assume Lightning Protocol f b—¢ D
runs in open space or lightly obstructed office environment, =y @g -;g o
without severe acoustic multipath effect. Although signifi | 4 3 S
cant acoustic multipath effects can be handled with extra 5 N T oalon
time cost (see Section VII-C), they are not the focus of this ’ ’ ’ ’
paper.

Fig. 1. A Square Sensor Grid Layout
IIl. BASICLIGHTNING PROTOCOL 9 q Y

A. Intuition . . .
Let T, be the minimum duration that an RF burst must sustain

As mentioned in Section Il, TOA measurements based on ongely qer 1o be robustly detected. The Basic Lightning Protoc
detection are more robust to directionality of acousticnalg. goes as follows:

A straightforward election algorithm is to compare the TCOdts
each sensor. The one with the earliest TOA reading is coreside
the closest to the sound source. However, this approackrsuff
two problems, i) packet communication overhead that grows
with increasing sensor density; and) (requirement of clock  2«Recognizerefers to the time instance when the arriving beep is detect

by the sensor’s signal recognition module and reportedeaénsor’s election
1This can be achieved by properly adjust the threshold fop loegection. module.

1) All sensors are initially in RHistening mode
2) While in the listening mode, if a beep iecognized, a
sensor with colori switches immediately to RBursting



mode and broadcastswithout back-off an RF burst of

TABLE |
NOTATION USED IN THE ANALYSIS

i+ Tyurse duration (,,-s¢ 1S an implementation-specific

constant). trecg

a random variable denoting the time cost to recognize a
beep

Immediately after the burst, the sensor switches back to RFO Ao
listening mode and samples the wireless mediumTgr ’ J

the minimum and maximum possible time to recognize a
beep (\recy can bed.12ms)

If no other RF burst is recognized, it wins the election and Tyurst

enters theelected modeOtherwise, it loses the election and

the RF burst duration for a sensor coloréd(can be
0.8ms)

inu'rst

the RF burst duration for a sensor colored

enters thesuppressed modén both cases, a sensor sets up

P basic Ty
a timer of lengthT; 23 .

minimum duration that an RF burst must sustain in order
to be recognized (can b&4ms)

3) At any time during RF listening mode, if an RF burst 77,

election delayx corresponds tdight for Lightning Pro-
tocol, or data for DP protocol.

is recognized, the sensor fails the election and enters the__
suppressed mode. Meanwhile, the sensor sets up a timer of reset
length 72955

time to reset to initial mode from suppressed or elected
mode.
* corresponds to a specific version of Lightning Protocol

4) After the election is completed (when timgfesie expires), TY o und
all sensors return to the listening mode.

Tbesie is a preset constant for all sensors to reset their state

election delay bound, the time bound from the beep takes
place to all sensors enter

elected or suppressed mode.corresponds to a specific
version of Lightning Protocol

meanwhile ensure consistency. The setting 3¢ is explained Tr mat
*
reset

turn-around time

later.
. . . . max
As mentioned earlier in Section Il, we assume sensors caaneep

the maximum audible radius of a beep

switch between multiple RF channels during runtime. Thicved P

(z,y) location of the sound source, € LJABCD, see
Fig. 1

us to use a separate RF channel for burst. When a sensor is not

grid edge length, see Fig. 1

elected, it only listens and bursts at the RF burst channeteO — di(p) ~
elected, a sensor may switch to data communication chapnel t da(p)

distance between the sound sourges(LJABCD) to the
four adjacent sensorsS{ ~ Sy4) in Fig. 1.

conduct data exchanges. Fig. 2 summarizes the state ibassit

other (p)

distance between the sound source and the closest sensor
other than the four adjacent sensors

of the Basic Lightning Protocol. ap)

distance between the sound source and the elected sensor

v

sound speedift/ms)

T basic RF Burst Recognized

reset EXpires Suppressed

(Set T;2gsie )

RF Burst
Recognized

Beep Recognized Post-Burst RF

Listening for T},

RF Bursting

RF Listening for iT

burst

Elected
(Set T basic )

resel

basi . N
T Expires No RF Burst Recognized

If Tbu'r‘st

Fig. 2. State Transition Diagram of Basic Lightning Protofar a Sensor

with Color 4 2-v2

Before delving into the derivation, we first present the key
results. Theorem 1 states that Basic Lightning Protocditela
single sensor and the localization error is bounded; CanpllL
gives the upper bound alection delay(see Definition 1).

Theorem 1 \(inner Uniqueness and Error Bound):

> 2T, and square grid edge length >

%(Arecg + T,)v, Basic Lightning Protocol electexactly
one sensor, which is among; ~ S4. Furthermore, the distance

d(p) between the sound source locatipmnd the elected sensor
satisfiesd(p) < di(p) + (Arecg + Tp)v.

C. Properties of Basic Lightning Protocol

In this section, we prove that Basic Lightning Protocol &ec .
a unique sensor withim(1) time delay, and the elected sensor i
among the closest sensors enclosing the sound source.

Definition 1 Election Delay): Election Delay refers to the
gme duration since the beep takes place till every senstren
either elected or suppressed mode.

For now, we assume there is only one acoustic event (beep)corollary 1 Election Delay Bound): If T},,,..; > 27, andl >
The case of multiple sound events is discussed in Section VIL2 _ (A, + T} )v, Basic Lightning Protocol incurs an election

A. Without loss of generality, we consider a square sensor, gri
and the sound source locatiop = (z,y) € OABCD (see
Fig. 1,0ABCD refers to the shaded square are@he distances
between the sound source and the four adjacent sess0rs;,
S3 and Sy (colored 1,2,3 and 4 respectively) atle(p), d2(p),
ds(p) and dy4(p) respectively.d,i..-(p) is the distance between

lemmas.

Lemma 1:If square edge length>

—v2
gelay no greater thafi?®sic, = 2L 4 9N, ..o + AT}y, o1 + 2T}

ound — 2v

To prove the above results, we first present the following

QEﬁ(ATECQ + T},)v and

the sound source locatiop and the closest sensor other thaffburst > Tp, then only Sy, Se, S3 and .Sy may burst, all other
S, ~ S4. We assume the sensor density is sufficiently high sgnsors are suppressed.

that at any positiorp € OABCD, a beep is recognizable to

Proof: Recall thatd,;.,-(p) is the distance betweenand the

all sensorsS; ~ S, regardless of its directionality. As RF wavesclosest sensor other thefy ~ Sj.

travel a lot faster than acoustic signals, we ignore theggafion infy,capcp{dother(p)} = I, and this value is reachednly
delay of RF burst. Let ., be units of time for a sensor towhenp = A. The sensor is either at poitif or I (see Fig. 1).
recognizea beep,trecg € [0, Arecg], i.€. Arecg is the maximum On the other handsupy,coapcpidi(p)} = @l, and this
time cost to recognize a beep. The notations used in the sigalyalue is reachednly whenp = C. Hence,Vp € OABCD,

are summarized in Table I.

dother(p) — d1(p) > 2*—2ﬁl (note “=" can never be achieved



because that requires be at A and C at the same time). ; ; . .
When | > ﬁ(Amcg + Ty)v, we haveVp € OABCD, l ‘
w > (Arecg + Tp). Hence, when the sound wave 20f |
reaches any of the sensors other th&in~ Sy, S; either has T 4 i
recognized the beep and burst for at IéBstnits of time, or has BaRi
been suppressed by a burst fratn, S or S4. In both cases, any
sensor other thal§; ~ S4 is suppressed. ]

0.2—

15F | |

Definition 2 (Non-Deterministic Area): When the beep is at 10t

a location that is equidistant or nearly equidistant to ipldt [l ;
sensors, due to randomness of beep recognition timetcQst, I — 5 | 7
the closest sensor may not always burst first and suppress oth 5b 08 08 o
sensors, i.e. the elected sensor may be not the closest.sBusb D
locations form aNon-Deterministic AreaHowever, we shall see -
the localization error incurred by non-deterministic areamall D -0 s "0 = )
(Theorem 1). Specifically, we define non-deterministic dreas: X Coordinate (inch)

Y Coordinate (inch)

|
N
| °
“

def di(p) Fig. 3. Area lower-right to the contour is the non-deterrsiiici area within
v = {p‘p € DABCD and v + Arecg + T OABCD of Fig. 1, where Apecg + 7, = 0.2,0.4,0.6,0.8 and 1ms
o d d d respectively. Assume sound propagation speeg 1ft/ms and edge-length
> min{ Qv(p ), 3v(p ), 41577 ) 3 of JABCD to be2ft.

Note as mentioned in the beginning of this subsectigith-
out loss of generalitywe only consider the cases that € must have|t) — 19 < Ty, otherwise, the later burst would be

OABCD. The above definition oft” therefore only refers to syppressed.iy If 7 < 19, after S; stops bursting, burst frons;
the non-deterministic areaithin JABCD. For areas other than | |1ast for '
OABCD, the definition of non-deterministic area follows the

same pattern, withi; (p) replaced with distance to the closest iTyurst — i Tourst — (t5 —17)

sensor, andz(p), ds3(p), d4(p) replaced with distances to the other = (i — ) Tpurst — (t? —9)
three enclosing sensors.
g > Tpurst — Ty 22T, =Ty =Ty
Lemma 2:When! > —2 _(A T, )v and T > Ty, if .
€ OABCD andp ¢ VQY%En( o:lfcg+wgzjl)d bursfgritd thubs win The last >" is due t0 7y, > 2T} Hence,S; has enough
b p ! yo1 time to recognizeS;’s burst after its own burst, and to realize

the election. . — 0 < .0 :
. I J > U .

Proof: By Lemma 1, the only sensors that may compete Wltg]uar;t stnlg?t\};ﬁ ggt‘:t;(o)':”}T'f ti ,_tj( ) ;ﬁersg_ Szgopig%;tm:g,
Sp are Sy, Sz and Sy. p € OABCD and p ¢ V means AT ‘ 10 40y > TbmSt> 27{ bwsTt H ' § h
di(p) + Ayec +Tb < min da(p) ds(p) d4(P)} Therefore by ( .7) burst T ( i ]) Z Lburst = » > 1p. AENCE, i as
v g voov vl ' nough time to recognizs;’s burst after its own burst, and realize
time di(p)/v + Arceg, 51 have recognized the beep and startel ., i o< ost the election. Therefore according itgii§, S;
bursting, meanwhile the beep has not yet reackedS; and would always win ' T

. di(p) .

Sa. B.y t|me. v+ Areeg + Ty, 51 have already burst fofj, Case 2:3 and 4 sensors bursThe same reasoning as in Case
duration, while the beep has not yet reached an§,0fS; andSy. 1 can be applied here -

Therefore,S; ~ S4 are suppressed by, (note sinceS; ~ Sy are
in listening mode, a burst duration @, from S is long enough ~ Now we are in the position to prove Theorem 1. Theorem 1

to suppressSy ~ Sy). B states that a unique sensor is elected in Basic Lightningp8ob
Likewise, we can prove that if € V, S5, S3 or Sy may burst and the localization error is bounded.

before the closest sensgi, or even suppress;. In Fig. 3, we  Proof: By Lemma 1, the only possible competing sensors are

plot non-deterministic are& for squareJABCD (edge-length 5, ~ 5. By Lemma 2, Theorem 1 sustains whee V.

equals2 ft) under differentA,ccy + 7). To prove Theorem 1, note  \Whenp € V, by Lemma 3, only one sensor wins. If the winning

that by the color assignment shown in Fig.Sh, ~ S4 each has sensor isS, d(p) = d1(p) < d1(p) + (Arecg + Tp)v. If it is S,

a distinct color. Without loss of generality, suppaSe, S2, S3  there must bei(p) = da(p) < d1(p) + (Arecg + Tp,)v, Otherwise

and Sy are of color 1, 2, 3 and 4 respectively. Then we have the, would have burst foff}, before the sound wave ever reacises

and therefore suppressetd. The same reasoning applies when

following lemma:
Lemma 3:If Ty,.s¢ > 2T, then after a beep, if multiple the winning sensor is's, Ss. u

sensors purst, the one with “largest color number” alwaysswi  From Theorem 1, we can prove that the election delay is
the election. bounded (Corollary 1) as follows:

Proof: According to Lemma 1, if multiple sensors burst after
a beep, the total number of bursting sensors can only be 2, 3 oProof: The winning sensor starts the burst no later tﬁ%ﬁ +
4, Arecg. FOr the square sensor grid layout, the longest bursting

Case 1:2 sensors burstWe denote them aS; and S;, where time is47;,,..;. Hence, by timedTp) + Avrecg + 4Thyurst + Ty, the

i,7 € {1,2,3,4} andi > j. Suppose5; bursts during time interval winning sensor has entered the elected mode. Since thenginni

[t9,49 4+ iTyrs] and S; bursts during[tg-%t? + jTvurst]- Then we sensor has already stopped bursting by that time, all o#res®ss



Suppre®

(Set TS )

reset

must have entered theuppressed modd herefore, the election
process completes no later than

d(p)

D) 4 Avecg + ATpurss + T,
" recg burst b

T, Expires RF Burst Recognized

RF Burst
Recognized

Beep Recognized /RF Listening RF Bursting
£Or A oger %m

Post—Burst RF

Listening for T}
d
= l’lEp) + (ATECQ + Tb) + ATECQ + 4Tbu7‘st + Tb
(Due to Theorem 1) -
21 T,.z;, Expires (Set ]-‘:;[ )/ No RF Burst Recognized
< \g__v + 2A7‘609 + 4T purst + 2Tp

Fig. 4. State Transition Diagram of Energy-Efficient Ligintn Protocol

That is, the election delay is upper boundedrtj§*c, = %4—

u
2A + 47T, + 2T}, - . . . .
reeg TR burst AL 2) While in RF sleeping mode, if a beep is recognized, a sensor

Now, let us consider how to choose an approp sic |If a turns on its RF module to Rfstening modemmediately
beep takes place at timg and suppoggmghe maximal audible for a duration ofA g e, = Rb;ep + Avecy.
range of the beep iRy, by time —=2 4 Arecg, it has 3) If no RF burst is recognized in th&,. ;.. period, a sensor
been recognized by the farthest away sensor. On the othel; han  with color i enters RFbursting modeand transmitsvithout
according to Corollary 1, every hearing node (note accgrdm back-off a burst ofi - Ty,,,..; duration.
assumption A2 in Section I, wireless broadcast range isadtl Immediately after the burst, the sensor switches back to RF

2Rpe.,) either enters suppressed mode or elected mode by time listening mode and samples the wireless mediumzprif

TPesic.  Assuming a beep is recognized only when an onset is  Nno other RF burst is recognized, the sensor decides that it

bound*

detected preceded by a period of silence, we can reset exespis wins the election and enters tetected modeOtherwise, it

to initial listening mode at tim&nax{ﬁ + Arecg, TEOSICY, loses the election and enters theppressed modén both
Therefore, as a conservative approach, it is safe tafgf’y = cases, a sensor sets up a timer of lerigffi;

max{@ + Avecg, TPE5I21. Hence, by timeresic, 4 ghasic 4) At any tl_me during RF Ilste_nlng mode,_ if an RF burst
(called turn-around tim¢ all sensors are reset to RF listening is recognized, the sensor fails the election and enters the

suppressed mode. Furthermore, the sensor sets up a timer
of lengthT,°¢,...-
5) After the election is completed (i.e., after tim&i‘s,.,
IV. ENERGY-EFFICIENTLIGHTNING PROTOCOL expires), sensors return to the RF sleeping mode.

ee

Under Basic Lightning Protocol, a sensor keeps its radivect Ty.,.; iS a preset constant for all sensors to reset to initial state
all the time either in RF listening mode or RF bursting modélhe setting off5¢,.; is explained later.
This can be costly in energy consumption. To save energyiva na Fig. 4 illustrates the state transition of Energy-Efficiémght-
approach would be that a sensor turns on its RF module onlpwheing Protocol. Compared to Fig. 2, an extra RF sleeping mode
an acoustic beep is recognized. It turns off the radio afestien is introduced. In RF sleeping mode, a sensor can put its radio
is completed (with results sent back to the sink if necegsarynodule to low power states to conserve energy.
However, consider the case when the acoustic beep arrivtbe at
closest sensof™ earlie_r than sensa$, such thatS* recognizes B. Analysis of Energy-Efficient Lightning Protocol
the beep, say,1ms earlier thars. If the burst ofS* lasts for only
10ms, thenS would not have turned on its RF module befasté

mode.

1) First, we prove that Energy-Efficient Lightning Protocol

finishes its burst. In this case, the burst frath cannot suppress Preserves the desirable properties of the Basic LightnirgoP
col, i.e., single winner, bounded errap(1) transmissions, and

S. ConsequentlyS considers itself elected as well. -
To handle the above problem and conserve energy, we prop@9&nded election delay.

an Energy-Efficient Lightning Protocol. Theorem 2 \Winner Uniqueness and Error Bound):
Lemma 3 and Theorem 1 remain valid for Energy-Efficient
A. Protocol Details Lightning Protocol.

_ . . . Proof: According to Energy-Efficient Lightning Protocol, every
Energy-Eff_ltcj‘lnt Lflghtbmng Protocol rtuns the ILOFHOWQ?' |tdea sensor delays\,, ., after it recognizes the beep. By the time
upon recognition of a beep, a Sensor turns on and listens ffRle first RF burst starts, all sensors that can hear the beep
a period of time before it starts to burst. Let the maximalibled have switched to RF listening mode. From thereon, the pobtoc

radius ‘Zlf ;?zsfep bétj.c,- If @ sensor recognizes a beep, aftef o aads as the Basic Lightning Protocol. In other wordss it
€, b

Agefer = —5 + Arecg, the beep must have reached and beesquivalent to that the beep takes plakg, ;.. units of time later
recognized by the farthest sensor within tRgl?” radius. That than the actual beep with every sensor running Basic Liggtni
is, after A4 f.,, any sensor that can hear the beep has turned Brotocol. Therefore, all proofs in Lemma-B and Theorem 1
its RF module and switched to RF listening mode. And all thsustain. [ |
rest can be the same as Basic Lightning Protocol.

The formal description of Energy-Efficient Lightning Protb

is as follows: Corollary 2 Election Delay Bound): If Ty, > 27, andl >

1) All sensors are initially in RFsleeping mode ﬁ(ATecg + Ty)v, Energy-Efficient Lightning Protocol incurs

Similarly, the following corollary holds.



an election delay no greater thafe, , = TP + Ad%er = assumption A2 (see Section Il) that radio range is at leassietw
\/_l 24 A gofer+20recg +4Tpup st + 2Ty, WhereA g, o, = beep + aslarge as the acoustic sensing range may no longer holsoSen
Arecq overhearing the same acoustic event cannot reach each other
. directly. Therefore, multi-hop communications are neetteelect
Similar to the argument for;¢s/f in SECUOH l1I-C, assume the the closest sensors. As a result, the election delay is teisum
maximal audible range of the beepAg;:;’, a conservative value of single-hop election delay and the delay incurred by rrp
for the time to reset sensors to initial 5|eep mode from seg®d forwarding of data packets. When the sensors get denser (i.e

or elected model’<scr IS Tygyng — Adefer- Therefore, by time when n increases), the election delay increases monotonically
Tréset + Thyuna (calledturn-around timg, all sensors are reset to anyway.
the initial RF sleeping mode.

2) Next, we evaluate the energy consumption. In the Energy-
Efficient Lightning Protocol, sensors are active (with madin)
only during the election period. Since the election timehers
the energy consumption is small. For example, two AA bateri
can sustain a U.C. Berkeley Mote with its radio active for
hours. In our implementation (Section VI), a burst lastams at
the most. The RF listening timA ;. s, + T, = 20.5Ms (suppose

peep = 20ft). Approximately, with two AA batteries, ove
million acoustic events can be localized using Energy-tffic
Lightning Protocol.

In what follows, unless otherwise specified, the term “Lingying
Protocol” refers to Energy-Efficient Lightning Protocol.

V. RANDOM PLACEMENT OF SENSORS

So far, regular placement of sensors (e.g. square grid) is
assumed, where nodes are colored to ensureuttiguenesf
elected sensor. If electing multiple (closest) sensordlvad,
placement of sensors can be random, and coloring of sersors i
no longer necessary. The reason is that the closest senssis b
first and suppress sensors farther away. The only modifitatio
the Basic and Energy-Efficient Lightning Protocol is that RF
burst time of each sensor ig,,,,; instead ofiTy,,..; (¢ is the
color of the sensor). Also, as before, we requiig,,.o; > 27}.

Let d(S) be the distance from sound source to sensotet
S* be the closest sensor to the sound source. Then we have:

C. A Quantitative Comparison with Data Packet (DP)-based rheqrem 3 Error Bound): For both Basic Lightning Protocol

Scheme and Energy-Efficient Lightning Protocol, with random seanso
Let problem scalen be the number of sensors hearing th@lacement, only sensors withif{(S*) + (Arecg + T3)v radius of
acoustic beep. Let}9"" and T2 be the election delay of the sound source may be elected. We denote this aresBasp.
Lllgh}Enlng Protocol and a DP scheme respectively. We haveProof: First, we consider the Basic Lightning Protocol. Suppose
T{q "< Ty g @nd Ti,,q ~ O(1) (Corollary 2), therefore a beep takes place at tinte By time 457 the sound wave
T,2." ~ O(1), which is the best possible for any protocolreaches the closest sensst and by time 257 4+ Ay, §*
Tyyuna ~ O(1) for the following reasons: by the definition of should have recognized the beep and started bursting. By tim
Tyouna 9iven in Corollary 2, the only parameter that is relevant — d(s A5 4 Aveeg+Ty, S* should have burst for at least duration
to total number of sensorsis , i.e. the sensor grid edge length.7; On the other hand, for any senssrwhosed(S) > rv, by
However, as: increases] becomes smaller, which mak&g],,.;  time , it would have not yet heard the beep. Therefstes
smaller. One may argue that in Theorem 1,2 and Corollary 1e?uppressed bys*'s burst, i.e. any sensor whos&S) > v =
it is required thatl > 27\[(Arecq + Tp)v. This requirement d(S*) + (Arecg + Tpy)v would not win the election.
is needed to guarantee onbyne sensor is elected. In cases that The above argument also applies to the Energy-Efficientttigh
l g \/_(Arecq + Tp)v, there may be multiple winners within ning Protocol. [
(Arecg + Ty)v radius (due to Theorem 3) to the sound
27\/5
source (there is no winner outside this circle). But in thise,
with similar approach, it can be proved that both electiotaye
and turn-around timeT(s,,,; + Trese:) are stillO(1). The same
conclusion also applies to Basic Lightning Protocol. )
For DP schemes, sensors that hear the beep must contgﬁ?imco' with rarlt)jom sensor placement elects the closesbse
for the wireless medium to broadcast their TOA readings.nif d" Toouna =, —5— + Ddefer + 2Arecg + Tourst + 213, Where
IEEE 802.11 like MAC protocol is adopted to resolve the clennAgefer = =52 + Arecy.
contention, the expected number of data packet collisi@fsré Proof: First, we consider the Basic Lightning Protocol. By
the first successful data packet broadcast grows exponentialifeorem 3, only sensors withip Beep would burst, all sensors
with the number of contending sensors [7], i.2(c"), where outside of®Beep would be suppressed by the bursts from sensors
c is a constant> 1. For wireless sensors equipped with halfwithin ®Beep. That is, when the sensors withinBeep complete
duplex radio, once a transmission starts, it lasts till tikire their Basic Lightning Protocol election, the whole elentiis
packet is transmitted, and collisions are detected by lakck eompleted.
acknowledgments at the sender. [7&},.;; be the time to transmit ~ From Theorem 3, the radius GfBeep is d(S™)+(Arecg+13)v,
a data packet, the expected delay before the first succesatful thereforevS € ®Beep, the latest time that the beep would reach
packet broadcast is, therefor@(c” x Tpqcr) = Q(c"). The Sis g = (57 )+(A’“J+Tb)” = d(s ) + Arecg + Tp. The latest
expected election delaf[T: dl‘;tc"] to get the data packet with time S would recognlze the beep 5 = 10 + Arecg, and then
earliest TOA is strictly no less thafi(c" x T,,.;). Therefore, it will burst for T;,,.,; and perform a post-burst RF sample of
E[T4%4) ~ Q(c™). T, to see whether other RF bursts exist. Therefore, by tigne

One may argue that MAC contention can be alleviated by + Tyyrst + 15 = (s )+2Arecq+wast+2Tb, S would have
reducing the radio range in data communication. In this cassmpleted its elect|on procedure.

Corollary 3 (Election Delay Bound): If a beep takes place
at time 0, we have i) the election delay of Basic Lightning
Protocol with random sensor placement is bounded ‘¢, =

(S*) + 2Arecqg + Tyurst + 2Ty; (i) Energy-efficient Lightning




Similar argument also applies to the Energy-Efficient Lighg o o o o

Protocol. ] sob
Although according to Theorem 3, multiple winners may be o Sensor ‘
elected, experiment results show that the number of maltipl 40t * Sound source locations
winners is still small (see Section VI-C.3). This is becao$e S1 S2
. . —_ o] (o] * * * (o] O
the randomness of TOA and TOA recognition time castd;), 5 20}
which equals randomly coloring sensors in some sense. Asefut % LA S
work, we plan to further investigate randomized mechanisms 2 0 4+ #
reduce the number of elected sensor withiBeep. 2
8 L
&)
> -20f
VI. EXPERIMENTS AND COMPARISONS © s *FoF F Og ©
. . Sound source (speaker) is
A. Implementation and Lab Environment _s0} always heading rightward at
We implemented Lightning Protocol on U.C. Berkeley MICA each sound source location

Motes, using their standard sensing boards, and an acoustic _go}
sampling rate of 8kHz. The transmission/reception of RFstsur

is supported by the RF hardware of Motes [6]. The final total : 60 10 ?2'0 o 2‘00 0 60 2
footprint (including TinyOS, Mote’s operating system) 830 X coordinate (inch)

bytes in ROM and 187 bytes in RAM. According to our imple-

mentation,Ayccg = 0.12ms, Ty, = 0.4ms andT},,.,; = 0.8mS. Fig. 5. Top-view of sensor layout, sound source (speakeentation and

Several experiments are conducted to evaluate Lightning PI°¢210nS

tocol and compare it against an ideal DP scheme. Video cfips o
the demo are available at [8].

The experiments are all conducted in a common office en-
vironment filled with daily RF interferences, such as RF iinte
ferences from IEEE 802.11a/b/g WLANSs (deployed throughout
the building), large-scale computer clusters and alterwatrent
power cables (deployed right beneath the floor). The wigeles
medium also suffers worse large-scale path loss and mitlitipa
fading (echoes) effects than open spaces [9].

(a)

Directional Sound Source

B. Experiments with Regular Sensor Placement

The experimental setup is as follows:

16 Motes are placed on square grid points, each monitoring a
square area offt x 4ft. Fig. 5 provides a top-view of the layout
of sensors, sound source orientation and locations. Taaiathe
robustness of the protocol, we use upright speaker oriesitaty
the X-axis (see Fig. 5 and Fig. 6) as directional sound source
Fig. 6(b) demonstrates the irregular intensity field of theaker
playing a hand clap sound.

As a baseline, we also implemenbata Packet{DP) Protocol
as shown in Fig. 7. Both Lightning Protocol and DP protoca@ us
the same TOA recognition module. ()

Fig. 6. Sound Source. (a) Speaker (directional sound spwmd U.C.

1) Localization Accuracy:Since the purpose of proximity- Berkeley MICA Mote; (b) Directional sound field of the speake
based localization is to find the closest sensor, we define the
following metric to measure localization errer

NN ow
3 & 8

Amplitude (dB)

g3

-50 -50

protocol. This is because DP protocol requires accuratekclo
synchronization to determine which sensor has the eafi@#
@) while Lightni izati
ghtning Protocol needs no clock synchronizatién.
where S is the location of elected sensdt; is the location of  2) Election Delay: The election delayrgl‘;ff of DP protocol
the sensor closest to sound sourég(x) measures the Euclideanare determined by two factors, i.ei) the medium access control
distance between senserand the sound source. protocol used andii) the order of transmissions for sensors.
For each location of the sound source in Fig. 5, 10 trials ¢f TinyOS 1.0 [5], a simple CSMA/CA mechanism with fixed
experiments are carried out using Lightning Protocol and Débntention window sizew is implemented. Upon detecting an
protocol respectively. Furthermore, the DP protocol resalre
ideal in the sense that we only count those trials where no’ln our implementatio_n, clock synchrqniz_ation is done byduttasting a
data packet loss occurs. Fi_g. 8 shows Iocalizati_on e_rrd'rsﬁta; zgﬂ;ﬁ%ﬁeg;zwir?gdt?]glZ?ﬁg-sgglfgtr?gzeigoi?s ngael ?ﬂifgkfb beep. Every
for both schemes. From Fig. 8, we see that Lightning Protocolssome errors in our experiment may still look large. This isttfar
achieves comparable or even better accuracy than ideal BMglained in Section VII-B.

e ™ dis(S) — dis(8),
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Fig. 8. Localization Error Comparison with Regular Sensaydut. (a) Mean of Lightning Protocol Localization Errob) (Mean of Data Packet Protocol
Localization Error; (c) Standard Deviation of Lightningd®scol Localization Error; (d) Standard Deviation of DatacRet Protocol Localization Error.

1. /* When a beep takes place */ data : ; light o £
2. All sensors report their detected TOAs; and Tanylst reSpeCt'Yel);' From Fig. 9(a), we Se&, .. IS fixed
3. Pick the sensor with the earliest TOA as the closest sgnsor and is only determined by the color of the elected sensor; In

Fig. 9(b) and (c). T4k, and et are scattered because of
the random back-off mechanisms in TinyOS radio stack .
Table Il compares statistics af';"*, Tde!e | and Tat4 .

winls

Clearly, even the maximurf'i9h¢ (when elected sensor is colored

elec

idle channel, sensors that have backlogged packets firktdiac 4) is shorter than the minimun?ieq,, and 7§, This
randomly (uniformly distributed i, cw]) and then transmit if tne indicates that Lightning Protocol always incurs less étectielay
channel remains idle. The current TinyOS implementatioesdothan any data packet-based schemes.

not retransmit data packets in presence of collisions. Wessre ~ 3) Number of Transmissiond\ext, we count the number of
two delays in the DP protocol. The first one§%¢ . defined transmissions in the Lightning Protocol. From the analyisis
as the time for the winner sensor (i.e. the sensor with thiesar Section 1lI-C, we know that in Lightning Protocol, at most 4
TOA reading. Note the winner sensor is not necessarily theshc S€nsors would burst and each bursts only once, indepentitTe o
closest sensor.) to send out its first data packet; the sevetitc total number of sensors hearing the beep. This is proved &y th

is Tfﬁ;‘ht defined as the time it takes to send out the first dagxperimental results1.4% of the localization trials only involves

packet from any sensor. C|earW$?fﬁst > Tz(zis;%st' And ngﬁst one burst (broadcast)18.6% of the trials incur two bursts; and

is a lower bound of election delay for data packet based sekeni’one involves more than two bursts.

We measure the election delay of Lightning Protocol and
compare it against the delays measured in DP protocol. This Experiments with Random Sensor Placement
comparison errs on the pessimistic side for Lightning Rioko e use the same sound source used in Section VI-B, but deploy
as DP protocol does not retransmit collided packets. sensors in random layouts, as shown in Fig. 10. The random
layout in Fig. 10(a) isuniform, where 16 sensors are uniformly
distributed in a square area @offt x 12ft. On the other hand,
the random layout in Fig. 10(b) islustered where 20 sensors
are randomly distributed but deliberately made denserratdbe

Fig. 7. Data Packet Protocol

TABLE Il
STATISTICS OFELECTION DELAY

Metric(ms) | Max | Min | Mean | Standard Deviation
Tight - ) . o
7.9, winner colored 4| 36 | 36 | 3.6 0 5The comparison is made between Basic Lightning Protocol Bid
T,;fffl‘ist 101.8 | 15.4 | 33.6 14.9 Protocol. Both protocols share the same acoustic promagatelay from
Tm‘;;‘{st 40.8 | 149| 20.2 5 sound source to the closest sensor, and share the same TOgnit&m

module, therefore time zero refers to the time that TOA isogeized at
the closest sensor. For Energy-Efficient Lightning Prototieere should be

) ht d an additional A 4. ¢, delay. However, if the corresponding DP Protocol is
Fig. 9(a)(b)(c) show the measurement result.ffgfc , Tlata . also energy efficient, it should also have the additioal (., delay.
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Fig. 9. Election Delay Comparison. (a) Lightning Protodglection delay distribution; (b) DP Protocol: Distributiaf 742t , (time when the 1st packet

winlst

is sent out from the winner sensor); (c) DP Protocol: Distiitn of ng;‘{&,t (time when the 1st packet is sent out from any sensor).

80

o o orientation, 30 localization trials are carried out.

60 ° 1) Localization Accuracy:As mentioned earlier, for both lay-
10 ° outs in Fig. 10(a) and (b), and for each speaker orientaion,
5 o ° ° trials are carried out using Lightning Protocol and anoB(trials
20 % N are carried out using ideal DP protocol. We use the same ereetri
W oa@‘* defined in Equation (1) (Section VI-B.1) to measure the aaoyr

720‘% of Lightning Protocol, and compare it against the resultD&f
g ° ° o Protocol. According to Theorem 3, Lightning Protocol magui¢
-40 o in more than one winning sensors. In this case, we pessiaiisti
#* Sound Source .
60 5 count the sensor farthest away from the sound source as #ie fin
o o winning sensor.
%00 -50y Coordiffate (inch)© 100 Fig. 11(a.1) and (a.2) shows the localization error siatisbf
@ Lightning Protocol and DP protocol respectively with thefarm
o . random layout testbed (see Fig. 10(a)). Fig. 11(b.1) and) (b.
60 o shows the statistics for the clustered random layout tes{bee
o Sensor Fig. 10(b)). From these figures we observe that Lightningdea
= achieves comparable, or even better localization accutesy DP
£ ° o Protocol. This holds even when there are denser sensoradarou
%é 0 o %K‘e% the sound source, which tends to increase the number ofplaulti
g oo winners of the Lightning Protocol election. The better aacy
Sh ° e of Lightning Protocol is due to its self-synchronizatioroperty.
-40 2) Election Delay: We also compare the election delays of
60 ° Lightning Protocol €'9"") with TJ%% , and 7294, of DP
& o o Protocol, whererd%¢ . is the time cost to send out the first
-100  -50 0 50 100 packet from the winner senséy and 79944 . is the time cost to
X Coordinate (inch) . Y
(b) send out the first packet from any sensor.

Experiment results from both the uniform and clustered camd

Fig. 10. Random Sensor Layout Testbed Settings. (a) UnifBiandom . : e
Layout; (b) Clustered Random Layout with Additional Sesséround the layout testbeds are Shog\;?am Fig. 12. Table Il comparesstitz

Sound Source. of 79" rdate | andTdete . Clearly, in both random layouts,

elec !

7" is much less than the minimalete . and7.2%¢ . This

elec inlst any

indicates that Lightning Protocol, under random layoul, isturs

sound source, so as to intensify election contention withiteep less election delay than_any data pac_ket-based sch_emes.
(see Theorem 3 and Corollary 3). For random layout, it is not 3) Number of Transmissions and Winnefspm Section V, we

supposed to elect onlgne winner, therefore sensor coloring iskNOW that owing to the lack of regular layout and coloringe th
no longer necessary. In practice, all sensors are colored that andom layout Lightning Protocol is less efficient in supssiag
each sensor's bursting time %,,,,..;, if there is any sensors from contending (bursting) and winning the elactio
it is infeasibl ue ’d I Herefore Mot iOWEVver experiment results show that the degradation ts no
t 'S nieasib'e to test every random ayout, therefore ntsignificant. Fig. 13(a) and (b) illustrates the statistitaumber of
Carlo is carried out. We utilize the feature that the sounars®

ken) h - | di ity field Fid) 6 bursts per localization trial for the uniform and clusteraddom
(speaker) has a irregular sound intensity field (see Fig) 6ftor layouts respectively. Note that in the clustered randonouay

e_ach layout of Fig' 1‘?("") and (b), eight speaker orienta.tia)m .there are more sensors around the sound source. This would
tried (as shown in Fig. 10(a) and (b), the speaker oriematio

:_007 4507 900_7 135°,1807,225,270° and 315°), which equals  sfor pp protocol, there is always only one winner, given tie are broken
testing eight different random sensor layouts. For eaclalsge randomly.
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Fig. 11. Localization Error Comparison with Random Sensaydut. (a.1) Lightning Protocol with Uniform Random Layp(&.2) DP Protocol with Uniform
Random Layout; (b.1) Lightning Protocol with Clustered Bam Layout; (b.2) DP Protocol with Clustered Random Layout.

TABLE Il
STATISTICS OFELECTION DELAY WITH RANDOM SENSORLAYOUTS
Layout [ Metric(ms) [ Max | Min [ Mean | Standard Deviation

Thont 12 [ 12 ] 12 0
Uniform %Zég“ 1235 | 15.6 | 47.3 227
data . | 457 | 156 | 186 4.1

Higni 12 | 12| 12 0
Clustered| Tdafa | 9.4 | 156 | 40.5 18.7
data | 43.0 | 156 | 187 4.6

further impair the efficiency of burst suppression. Howeaes
observed from the results of Fig. 13(a) and (b), the total lmeim
of bursts remains low.

VII.
A. Multiple Acoustic Events

DIscussIiON

Lightning Protocol can effectively handle multiple acdast
events (beeps) if the events are separated either tempdmall
at leastTy, .. + Treser Units of time or spatially by at least
4 times the maximal acoustic audible range (i&;.¢,, where
Rpeep 1S the maximal audible radius from any sound source).
The minimal spatial separation requirement is derived devis
(Fig. 15). Suppose bedp andb, take place simultaneously, and
by and b, are 4Rg’;g; apart from each other. The most remote
sensors that can heaf and by are R;;gg; away fromb; and
bs respectively (denoted a$; and Ss in the Fig. 15).52’s RF
broadcast only needs to cover a radius2dt,.c; to reach all
sensors that can heas. Therefore, the broadcast 6% does not

interfere with any sensor (s&y};) that can heab,, and vise versa.

Fig. 14 show the statistics on the number of winners: the Take our experiment testbed settings for example, we assume

majority of the localization trials only eleobne winner. The

Rmam

peep = 20ft. this should translate to a separation of beeps by at

percentage of having 2 or 3 winners is low, and there is nd trileast34.3ms in timeor by at least0ft in space.

that elects more than 3 winners.

That Lightning Protocol performs well with random layoutd3- Violation of Theoretical Assumptions on Regular Layout
and single coloring can be attributed to the randomness & TO Fig. 8 shows both Lightning and DP protocols may have

recognition. Firstly, because of the random layout, theuatio
wave propagation delay to each sensor is randomized. Itiaddi

large error when the sound source is @t24,12), (£24,0)
and (+24, —12). This is because our sound source, a directional

the TOA is not immediately recognized when the acoustic waspeaker shown in Fig. 6(a), doe®t fully comply with the

physically reaches a sensor. Instead, there is a randorgniticm

bounded directionality assumption(see Section Il P2)chvisiays

time trecq € [0, Arecy|. Both factors contribute to differentiating the closest sensor shall always be able to recognize the rieep
the time when the bursts start and end. Therefore, majofity matter what direction it is oriented toward the sound soweben

redundant RF bursts are still suppressed.

the speaker is ai+24, 12), (+£24,0) and(+24, —12), the nearest
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Fig. 12. Election Delay Comparison with Random Sensor Lés/o@.1) Lightning Protocol with Uniform Random Layout;ZaDP Protocol with Uniform
Random Layout: Distribution dﬂjat“ i.e. time when the 1st packet is sent out from the winner@eifa.3) DP Protocol with Uniform Random Layout:

inlst’

Distribution ongg;‘{St, i.e. time when the 1st packet is sent out from any sensdr) [ightning Protocol with Clustered Random Layout; (b.Zy Protocol

with Clustered Random Layout: Distribution ﬁfgam i.e. time when the 1st packet is sent out from the winneraergb.3) DP Protocol with Clustered

inlst?

Random Layout: Distribution of*4ete _ j.e. time when the 1st packet is sent out from any sensor.

anylst’

sensor is exactly at the speaker’s right/left side (seeF)igvhere LOS between the sound source and its closest sensor. Tteerefo
the sound intensity may be too weak, which sometimes caushe closest sensor still bursts first. Secong, ¢, is increased in

the sensor’'s simple threshold-based algorithm fail to ctetee case some remote sensor does not have LOS to the sound source
beep. Also, as an early generation of Motes, the MICA Mote&ut can hear the beep arrived through reflected path. Thjtd,,
microphones may occasionally fail to detect the beep, addiis increased to prevent sensors from resetting too earlyistake
another source of error. echoes of the beep as new beeps.

Fortunately, Lightning Protocol still works when some s@ss
fail to detect the beep. Under such cases, the sensor lagants
be regarded as random layouts, which still has good prazerti
Note when the random layout Lightning Protocol elects rpléti  EXisting solutions to acoustic localization using wiralesen-
winners, we count the winner farthest away from the soundcsou sors mainly fall into two categories.
for localization error. Of all the trials for Fig. 8, we obseronly The first category requires the use of some high-
5.7% trials generate two winners; and no trial generates mone theapability nodes to conduct triangulation based on reading
two winners. gathered from a larger population of low-end sensors
[10][21][12][1][2][23][14][15][16]. In Sheng et al. [10]and
. Aslam et al. [11], recursive particle-filtering algorithmare
C. Multipath Effects devised to asymptotically converge to a moving target'skra

As for wireless multipath, in indoor environments, the coomm over time. Though convergence is proven, there is no hard
multipath spread is in the order 0f0001ms. In our Lightning time bound on convergence time. In [12][1][2][13}laximum
Protocol implementation7;,.s; = 0.8ms, T, = 0.4ms, which LikelihoodML)-based localization methods are proposed based
are way larger tham.0001ms. This means the wireless channebn intensity or TOA readings of an array of sensors. In Kim
is flat, and the RF multipath effect can be neglected [9]. et al. [12], binary readings are aggregated at a centrakitigc

As for acoustic multipath, this paper assumes open spacenmde where regressions are carried out to best fit the welghte
lightly obstructed environment where acoustic multipfeats is set of readings. In Sheng et al. [1], sound sources are assume
negligible (see Section Il A4). In practice, our experingeghow to be omni-directional and the attenuation model is known.
that Lightning Protocol can tolerate acoustic multipatfeets in  Each sensor estimates its distance to sound source basée on t
a common office environment satisfactorily. Lightning Pail detected acoustic intensity. In Wang et al. [2], each sereqmorts
may even handle worse acoustic multipath effects with ekina its local TOA, and the algorithm scans the whole monitored
cost: First, dense deployment of sensors empirically guees area to find the grid point that best matches the TOA readings

VIll. RELATED WORK
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Fig. 13. Number of Bursts per Localization Trial. (a) Lightg Protocol Fig. 14. Number of Winners per Localization Trial. (a) Liglttg Protocol
with Uniform Random Layout; (b) Lightning Protocol with Gitered Random \C/'th Uniform Random Layout; (b) Lightning Protocol with Gitered Random
Layout. ayout.

57¢ Sound Source (Beep) O Sensor

of the sensor array. Simon et al. [13] implement a sniper

gun localization system based on TOA of muzzle blast using

Maximum Likelihood estimation on consistent TOA readings. &t—f?éiﬁ JL 2Ry, JL Rﬁlfjﬁ{

Both VigilNet [14] and ExScal [15][16] systems focus on

providing holistic middleware architecture solution forowing 1

target tracking. In VigilNet, the target localization mdelwses o ) ) )

magnetic sensors. Every sensor detecting a target witlsin ft9- 15 Sufficient spatial separation of two simultaneoespis

sensing range reports its coordinates and timestamp. Tdwgpgr

leader uses regression to estimate the most likely trackhef t

moving target. In ExScal, all sensors that detect a targ#tini just give the singular sensor that covers the event’s lonaiis

its sensing range report its coordinates and timestampe&oh  sensors’ sensory coverages are non-overlapping. Geynepehk-

time window, the leader calculates the centroid of the cenvéng, with densely deployed sensors, proximity-based lpatibn

region that envelops all sensors currently detecting thgeteas achieves acceptable accuracy. More importantly, sinceimity-

the target's location; and uses correlation over successide based localization requires only algorithmic comparisoings

windows to estimate the track of the target. lightweight and can be carried out using only low-end micro-
The second category of acoustic localization schemes isdbasensors. A proximity-based localization scheme can alseshe

on proximity-based localizatioramong homogeneous wirelesspurpose of leader election, which is important for actastisuch

sensor nodes [17][18][19][20]. In Liu et al. [17] and Blum etas dynamically collaborating sensors around the soundcedor

al. [18], all sensors detecting an impulsive sound exchahgi achieve higher localization accuracy.

sound intensity readings or TOAs using multi-hop data comimu Compared to all the aforementioned approaches, we claim

cation. The sensor with the best reading wins the electiben@t Lightning Protocol is the first scheme that provides a haal-re

al.[19] devise a back-off based method to accelerate ttetiefe time (O(1)) guarantee on acoustic event localization, and it

process. This scheme works well if the sound sources are-omainly involves a few most basic computations (specificallfew

directional and of known intensity. Oh et al. [20] proposéngs algorithmic comparison operations). The simplicity of higing

Viterbi algorithm and hidden Markovian model to track tasye Protocol allows it being implemented on very cheap low-end

in a sparse wireless sensor network, where sensors’ senseikeless sensors. The acoustic localization scheme isdbase

coverages are non-overlapping. This algorithm is mainkigleed TOA, but unlike conventional TOA based localization scheme

for tracking. For locating individual acoustic events, ibwid which need clock synchronization (simple schemes may need
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coarse-grained clock synchronization as those deploye®-in [4] (2003, Aug.) Mica2 wireless measurement system dagtsienline].
MAC [21] and Z-MAC [22]; sophisticated schemes [2] may need Available: htt p: // www. xbow. coni Product s/ Product \ pdf \_

; o files/Wreless\ pdf/6020- 0042- 04\ A\ M CA2. pdf
microsecond level clock synchronization, such as RBS [23})5] (2004) TinyOS a component-based OS for the networkedaeregime.

Lightning Protocol eliminates the need of clock synchratitm [Online]. Available:ht t p: / / webs. cs. ber kel ey. edu/ t os/
among sensors. Lightning Protocol is also robust to (bodnde6] (2004, Apr) RFM TR1000 916.50MHz Hybrid Tansceiver. rifde].
directionality of sound sources and variation of sensorsifgn Available: ht t p://today. cs. berkel ey. edu/ t os/ har dwar e/

. . . desi gn/ dat a\_sheet s/ RFM pdf
This paper extends the previous conference version of [24].17] £ cali et al, “Dynamic tuning of the IEEE 802.11 protocol to achieve
a theoretical throughput limit,FEEE/ACM Trans. on Networkingol. 8,
no. 6, pp. 785-799, Dec. 2000.
IX. CONCLUSION [8] (2004, Apr.) Lightning Protocol Demo. [Online]. Avaliée: http://
In this paper, we exploit the fact that electromagnetic \Mav:f:9 W rt sl . cs. ui uc. edu/ paper s/ Li ght ni ngDeno. ht m

. . . J9] T.S.RappaportWireless communications: principles and practice (2nd
propagate much faster than acoustic waves to devise Lightni Ed) Prentice Hall, 2004.

Protocol, which elects the closest sensor to an acoustiotevgo] X. Shenget al, “Distributed particle filter with gmm approximation for
in a network of low-end wireless sensors. This protocol can multiple targets localization and tracking in wireless sennetwork,” in

TR ‘At Proc. of IPSN'05 Apr. 2005, pp. 181-188.
be used for proximity-based localization or leader electior [11] J. Aslamet al, “Tracking a moving object with a binary sensor network,”

sensor collaboration. Bqth t.heoretical an_alysis and eéxpmertal in Proc. of SenSys'02003, pp. 150-161.
results are presented. Lighting Protocol is shown to haverg v [12] W. Kim et al, “On target tracking with binary proximity sensors,” in
short and bounded delayD(1)). It only incurs O(1) wireless Proc. of IPSN'05 Apr. 2005, pp. 301-308.

broadcasts. The majority81.4% with regular sensor layout and (23] 0?5?:232%42305 e;; og_nle;N ork-based countersniper systemproc.
> 75% with random sensor layout) of our experimental trial$14] T. Heet al, “VigilNet: An integrated sensor network system for energy
incur only one wireless broadcast. The protocol does nailvey efficient surveillance,’ACM Trans. on Sensor Networkel. 2, no. 1, pp.

; it ; ; 1-38, 2006.
wireless data packet Commu.mcatlpn’ instead, it deploy iRt [15] A. Arora et al, “ExScal: Elements of an extreme scale wireless sensor
so that concurrent overlapping wireless broadcasts acevedl. network,” in Proc. of IEEE RTCSA'Q52005, pp. 102—108.

This greatly simplifies the design of its wireless commuti@a [16] S. Bapatet al, “Analyzing the yield of ExScal, a large-scale wireless
module, and makes it faster and more reliable. Moreover, the Sensor network experiment,” iRroc. of ICNP'05 2005, pp. 53-62.

. . . [17] J. Liu et al, “Distributed group management for track initiation and
protocol has little computation and storage complexity éoes maintenance in target localization applications,”Hroc. of IPSN 2003

not require clock synchronization among distributed sesxsour ser. LNCS, vol. 2634. Springer, 2003, pp. 113-128.
experiments demonstrate that the accuracy of Lightningoeod [18] B. Blumet al, “An entity maintenance and connection service for sensor

is comparable to and often better than an ideal DP scheme. {1 networks,” in Proc. of MobiSys'032003. . -
-l[— Eﬁ W.-P. Chenet al, “Dynamic clustering for acoustic target tracking in

protocol is _en_ergy-effluent in the Se_nse_that sensor noaés o _wireless sensor networks/EEE Trans. on Mobile Computing/ol. 3,
turn on radio in an on-demand fashion in presence of acoustic no. 3, pp. 258-271, 2004.
events for a constant bounded time. Finally, we demonstrdg8] S. Ohetal, “Tracking on a graph,” irProc. of IPSN'05 Apr. 2005, pp.

: : ; - 195-202.
through experiments that Lightning Protocol can handledir [21] W. Ye. J. Heidemann, and D. Estrin, “Medium access @dnith

tional sound sources with variable intensities, and is einglly coordinated adaptive sleeping for wireless sensor nesyotEEE/ACM
feasible in a common office environment. Trans. on Networkingvol. 12, no. 3, pp. 493-506, 2004.
In our future work, we plan to investigate more effectivézz]_ I. Rheeet al, “Z-MAC: a hybrid MAC for wireless sensor networks,”
. in Proc. of SenSys’QNov. 2005, pp. 90-101.
methods to handle multiple sound sources. [23] J. Elsonet al, “Fine-grained network time synchronization using refer-
ence broadcasts,” iRroc. of OSDI'02 Dec. 2002, pp. 147-163.
[24] Q. Wanget al, “Lightning: A fast and lightweight acoustic localization
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