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Optimal Content Downloading in Vehicular Networks

Francesco Malandrin&tudent Member, |IEEE, Claudio CasettiMember, |EEE,
Carla-Fabiana Chiasseririenior Member, |EEE, and Marco FioreMember, |EEE

Abstract—We consider a system where users aboard DSRC-based 12V and V2V communication paradigms due to
communication-enabled vehicles are interested in downl@ing its lack of strict time constraints.
different contents from Internet-based servers. This sceario Within such a context, previous works on content down-

captures many of the infotainment services that vehicular om- loading in vehicular networks have dealt with individual
munication is envisioned to enable, including news repontig, g

navigation maps and software updating, or multimedia file aspects of the process, such as the deployment of roadside
downloading. In this paper, we outline the performance limts Access Points (APs) [3]-[5], the performance evaluation of
of such a vehicular content downloading system by modelling 12 communication [6], or the exploitation of specific V2V
the downloading process as an optimization problem, and max {ansfer paradigms [7], [8]. None of them, however, hasletk

mizing the overall system throughput. Our approach allows $ to . . .
investigate the impact of different factors, such as the rodside the problem as a whole, trying to quantify the actual pognti

infrastructure deployment, the vehicle-to-vehicle relayng, and Of an 12V/V2V-based content downloading. In this paper,

the penetration rate of the communication technology, everin we identify the downloading performance limits achievable

presence of large instances of the problem. Results highligthe  through DSRC-based 12V/V2V communication.

exgttinc.e of tvtvo oper?nonilflre.gwpes ?tzdk:fferent ptengtra(;bn\};gtles To this end, we assume ideal conditions from a system

Z:\,ehﬁ;;énfec:;;g(;o an eflicient, ye Op constrained, vacle engineering viewpoint, i.e., the availability of preempti
knowledge of vehicular trajectories and perfect schedudih

Index Terms—Vehicular networks, downloading, optimization.  gata transmissions, and we cast the downloading process to a
mixed integer linear programming (MILP) max-flow problem.
The solution of such a problem yields the optimal AP deploy-
ment over a given road layout, and the optimal combination

The presence of high-end Internet-connected navigatidn apf any possible 12V and V2V data transfer paradigm. It thus
infotainment systems is becoming a reality that will easilsepresents the theoretical upper bound to the downloading
lead to a dramatic growth in bandwidth demand by irthroughput, under the aforementioned assumptions.
vehicle mobile users. Examples of applications of vehicula While it is true that the resulting problem is NP-complete,
communication abound, and range from the updating of roag show that, with a careful design of the model, it can
maps to the retrieval of nearby points of interest, from tHge solved in presence of realistic vehicle mobility in a real
instant learning of traffic conditions to the download ofvorld road topology. In addition, we propose a sampling-
touristic information and media-rich data files. This willuce based technique that efficiently yields a solution even for
vehicular users to resort to resource-intensive apptinatito large-scale instances. Although the problem formulatiod a
the same extent as today’s cellular customers. the performance figures we derive are interesting per-se, we

Most observers concur that neither the current nor ti#so exploit our optimal solution to discuss the impact of
upcoming cellular technologies will suffice in the face otlsu key factors such as AP deployment, transfer paradigms and
a surge in the utilization of resource-demanding appliceti technology penetration rate.

Recent network overload episodes incurred in by cellularAs a final remark, we stress that our model, the first
infrastructures in presence of smartphone users [1] peosid Of its type to our knowledge, targets the general case of
sobering wake-up call. To wit, a recent analysis on the traffisers interested in best-effort downloading dbfferent data

of a large US-based operator showed that smartphone ug@gtent. As a consequence, the goal is not to study infoomati
represent just 1% of the total subscribers, yet drain 60% @ssemination or cooperative caching, but to investighee t
the network resources [2]. performance of content downloading.

In order to design a network architecture that will scale This paper is organized as follows. Sec. Il discusses previ-
to support the mass of vehicular users, one possibility is @S work, while Sec. Ill describes the network scenario and
offload part of the traffic to Dedicated Short-Range Commurffur objectives. In Sec. IV, we build the graph modeling the
cation (DSRC), through direct infrastructure-to-vehi@2V) vehicular network, while we formulate the max-flow problem
transfer, as well as vehicle-to-vehicle (V2V) data relgyinin Sec. V. Results, derived in the scenarios described in
Such an approach is especially attractive in the case of theC. VI, are presented in Sec. VII. In Sec. VIII, we evaluate
download of large amounts of delay-tolerant data, a task tiBe impact of our assumptions on the physical and MAC layers

is likely to choke 3G/4G operator networks, but that well fitirough ns-3 simulations. Finally, Sec. IX summarizes our
major findings and points out directions for future research

|. INTRODUCTION

F. Malandrino, C. Casetti and C.-F. Chiasserini are withit€alico di
Torino, Torino, ltaly. II. RELATED WORK
M. Fiore is with INSA Lyon and INRIA, Lyon, France. .
An earlier version of this work appeared at the IEEE INFOCOBLR Our work relates to infrastructure deployment and content

Mini-Conference. delivery in mobile environments, as well as to delay toléran



networks. Below, we review the studies that are most relevamireless mesh network, given the AP deployment and an
to ours, highlighting the novelty of our approach. (imprecise) knowledge of the vehicles trajectory and ofrthe
Infrastructure deployment. Earlier studies [9], [10] focus on connectivity with the APs. However, no multihop data tramsf
the feasibility of using IEEE 802.11 APs to inject data intare investigated. In [7], both 12V and V2V communications
vehicular networks, as well as on the connectivity challengare considered and the performance evaluation is carried ou
posed by such an environment. In [11], the authors shdtwough simulation and a testbed on a circular campus bus
that a random distribution of APs over the street layout canute. Furthermore, a comparison against the solution to a
help routing data within urban vehicular ad hoc networksnax-flow problem is presented, but (i) it is limited to a
In [12], the impact of several AP deployments on delayimplified, highway-like scenario featuring one AP and one
tolerant routing among vehicles is studied. More precjselgownloader and (ii) it assumes atomic contacts betweensjode
each AP is employed as a static cache for content items thanhce neglecting interference and channel contention.
have to be transferred between vehicles visiting the AP atOur study also relates to cooperative downloading in vehicu
different times. Other than in the scope, the works in [112][ lar networks. In this context, the work in [18], [19] introckes
differ from ours also because they do not provide theorktica vehicular peer-to-peer file sharing protocol, which aiow
justification of the AP placements they propose. vehicles to share a content of common interest. Our study

AP deployment is formulated as an optimization problemn content download, instead, works in the more generic
in [13], where, however, the objective is not content dowrgase where each user is interested in a different file. System
loading but the dissemination of information to vehicles iassumptions similar to the ones made in [18], [19] are behind
the shortest possible time. The study in [14], insteadpegis the works in [20], [21], about which, as a consequence, the
the minimum number of infrastructure nodes to be deploysdame considerations hold.
along a straight road segment so as to provide delay guasanieelay tolerant networks (DTNSs). The vehicular cooperation
to the data traffic that vehicles have to deliver to the infraparadigm that we consider relates our work to DTNs. In
tructure, possibly with the help of relays. A similar praile particular, [22] assesses the benefit to content disseimmaet
is addressed in [15], with the aim to support informatioadding varying numbers of base stations, mesh nodes ayd rela
dissemination. The different objectives of the above @sidinodes to a DTN, through both a real testbed and an asymptotic
lead to completely different formulations, thus to resultt analysis. A DTN time-invariant graph, which is similar teeth
comparable with the ones we present. time-expanded graph used in our study, was presented in [23]

In [3], [4], infrastructure placement strategies are psgzb With respect to [23], we do not assume the contacts between
that maximize the amount of time a vehicle is within radionobile nodes to be atomic but to have arbitrary duration,
range of an AP. Although longer periods of time undeand we build the network graph so as to account for the
coverage can undoubtedly favor the download of contents pgesence of roadside infrastructure and channel contentio
vehicular users, important differences with our work exisThe representation of a time-varying network topology as a
First, our analysis is not limited to direct transfers frorfRsA time-expanded graph can be found in [24], [25], where the
to vehicles, but includes traffic relaying. Second, while thformer is an earlier version of this work. As for the lattarch
problem formulation in [3] guarantees a minimum coverage ra graph is used to identify the nodes whose limited storage
qguirement and the one in [4] maximizes the minimum-contaatay impair the network performance, and to formulate a max-
opportunity, we optimize the actual throughput, accoupfor flow problem whose solution leads to an optimal, distributed
the airtime conflicts deriving from the contemporary presenrouting and storage policy. In our work, we address the
of an arbitrary number of vehicles. Third, instead of stadyi performance limits of content downloading and the problém o
a predefined set of paths over a given topology we procesB deployment, for which no distributed solution is needed.
complete mobility traces.

An AP deployment strategy designed to favor content I1l. NETWORK SYSTEM AND GOALS
download through relaying in vehicular networks is introeld We envision a network composed of fixed roadside APs and
in [5]. The proposed optimization problem, however, aimgehicular users, where some of the latter (hereinafter dame
at maximizing a metric reflecting the amount of vehiculadownloaders) are interested in downloading best-effort traffic
traffic that enables V2V communication, and not the actuibm the Internet through the APs. We consider the general
throughput. Moreover, such a formulation cannot captuee tease in which every downloader is interested in different
mutual interference among concurrent traffic transfers. content: downloaders can either exploit direct conndgtivi
Content downloading and dissemination.With regard to with the APs, if available, or be assisted by other vehicles
content downloading in vehicular networks, the study in][16acting as intermediate relays. Specifically, we accountafbr
unlike ours, focuses on the access to Web search and presepisssible datatransfer paradigms that can be implemented
system that makes such a service highly efficient by explpiti through 12V/V2V communication:
prefetching. Experimental and analytical results show thirect transfer, resulting from a direct communication be-
contribution of V2V and 12V communications to the systentween an AP and a downloader. This represents the typical
performance. The works in [7], [17] address the benefitgay mobile users interact with the infrastructure in today’
of prefetching jointly with traffic scheduling techniquds. wireless networks;
particular, the objective of [17] is to maximize the amoumntonnected forwarding i.e., traffic relaying through one or
of data downloaded by vehicles through APs that form raore vehicles that create a multi-hop path between an AP



and a downloader, where all the links of the connected paihsubset ofD vehicles that wish to download data from the
exist at the time of the transfer. This is the traditionalraggh infrastructure.
to traffic delivery in ad hoc networks; The aim of the DNTG is to model all possible opportunities
carry-and-forward , i.e., traffic relaying through one or morethrough which data can flow from the APs to the downloaders,
vehicles that store and carry the data, eventually defigeripossibly via relays. Given the mobility trace, we therefore
them either to the target downloader or to another relégentify the contact events between any pair of nodes (i.e.,
deemed to meet the downloader sooner. two vehicles, or an AP and a vehicle). Each contact event is
We stress that connected forwarding and carry-and-forwardaracterized by:
are inherently multi-hop paradigms. We assume that veduicu(i) the quality level of the link between the two nodes. Several
users are rational, hence they can be engaged in relayingtrics could be considered; here, we specifically takens li
traffic for others only if they are not currently retrievinget quality metric the data rate achievable at the network layer
content for themselves. Furthermore, since our goal istivele (ii) the contact starting time, i.e., the time instant at whiah th
an upper bound to the system performance, we assume lthk between the two nodes is established or the qualityl leve
availability of preemptive knowledge of vehicular trajpges of an already established link takes on a new value;
and perfect scheduling of data transmissions. (iii) the contact ending time, i.e., the time instant at which the
From the viewpoint of the network system, we considdink is removed, or its quality level has changed.
that each node (a vehicle or an AP) has one radio interfadle stress that, by associating a time duration to the contact
only. This is a common assumption for vehicular nodes, whitvents, instead of considering them as atomic, we can model
the extension to the case where APs have more than amiical aspects such as channel contention.
interface is straightforward. Any two nodes in the netwaskc  The time interval between any two successive contact events
communicate at a given time instant, i.e., they are neighlior in the network is calledrame. Within a frame the network is
their distance is below or equal to their maximum radio rangstatic, i.e., no link is created or removed and the link dyali
Also, we assume that the maximum radio range is commonleyels do not change. We denote Bythe number of frames
all network nodes and is equal to the node interference fange the considered trace, and bj the duration of the generic
We consider that V2V communications occur on the sanfkamek (1 < k < F); also, all on-going contact events during
frequency channel, which is different from the channelddusérame % are said to bective in that frame.
for 12V communicatioR; APs with overlapping coverage areas Each vehiclev; participating in the network at framk is
operate on separate channels. When under AP coveragéepresented by a verte£ (1 < i < V) in the DNTG, whereas
vehicle can always choose either 12V or V2V communicatioyvery candidate AP locatiom; is mapped within each frame
The nodes share the channel bandwidth allocated for servicento a vertexa? (1 < i < A). We denote byw* and A*
applications using an IEEE 802.11-based MAC protocol. the set of vertices representing, respectively, the vesiahd
Our objective is to design the content downloading systepandidate AP locations in the DNTG at time frarhgwhile
so as to maximize the aggregate throughput. To this aim, we denote byD* C V* the subset of vertices representing the
have to jointly solve two problems: (i) given a set of candiddadownloaders that exist in the network at frarhe All non-
locations and a number of APs to be activated, we need downloader vehicles ifR* = V¥ \ D* can act as relays,
identify the deployment yielding the maximum throughpugccording to the data transfer paradigms outlined above.
(ii) given the availability of different data transfer pdigms, ~ Within each frame, a directed edgév”,v¥) exists from
possibly involving relays, we have to determine how to useertexvj € R¥ to vertexvt € V¥, if a contact between the
them in order to maximize the data flow from the infrastruetumon-downloader vehicle; and another vehicle; is active
to the downloaders. Our approach consists in processingl@ing that frame. Each edge of this type is associated with a
road layout and an associated vehicular mobility trace,sso &eightw (v, vf), equal to the rate of that contact event. The
to build a graph that represents the temporal network eiemiut set including such edges is definedzfs Similarly, a directed
(Sec. IV). By using this graph, we formulate a max-flovedge(a},v¥) exists from vertex:} € A" to vertexv} € V¥, if

problem whose solution matches our goals (Sec. V). a contact between the candidate AP locatipand the vehicle
v; is active during framé:. Again, these edges are associated
IV. DYNAMIC NETWORK TOPOLOGY GRAPH with weights w(af,vf), corresponding to the contact event
We generate a time-expanded graph [26], hereinafter di@te. and their set is defined a5

. k .
namic network topology graph (DNTG), from a vehicular A directed edgg(vf,v; ") is also drawn from any vertex

mobility trace. To build the graph, we consider that on thedro Vi € RE to any vertem}“ e RF, for 1 <k < F. While
layout corresponding to the mobility trace there are: (iea sthe edges inCj and ,C’;krepresent transmission opportunities,
of A candidate locationsaf, i = 1, ..., A) where APs could those of the for(v, v;"") model the possibility that a non-
be placed, (ii) a set oF vehicles ¢;, i = 1, ..., V) transiting QOwnIoader ve_hlclevi physu;ally carries some data during
over the road layout and participating in the network, aiijl (iits movement in the time interval from frame to frame
k + 1. Accordingly, these edges are associated with a weight

1Although simplistic, the impact of such an assumption on sigetem representing the vehicle memory capabilities, since they d
gﬁgosrir”:]irl‘:ﬁor'frg:gl't'g'?r']e's SCS_ \S/T|(|).\Nn by the comparison twanalytical ot jmply any rate-limited data transfer over the wireless

2Single-radio multichannel management is foreseen by rustandardiza- medium. However, dealing with vehicular nodes as Opposed to

tion activities on vehicular communication systems, dfEE 1609.4. resource-constrained hand-held devices, we assume tigatwei
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(a) Space-time representation of the contact events (b) DNTG resulting from the contact events

Fig. 1. A sample set of contact events (a) and the correspgridNTG (b), in presence of one candidate AP location ancethehicles, the first of which
(d1) is a downloader while the others;( r2) can act as relays. In (a), shadowed areas représtved transmission ranges, so that links exist when two
shadowed areas touch or overlap, and break when such areaméelisjoint. These events allow to fragment the time indonks of durationr!, ..., 78
(for simplicity, here the link quality is assumed constafthe network connectivity during each frame is represetugé row of vertices in the DNTG. In
the graph, we highlight paths that are representative ot#ne/-and-forward (A), connected forwarding (B), and diréC) transfer paradigms

of such edges to take on an infinite value. A directed edgeto w, i.e., the total amount of downloaded data. Denoting
k+1

(a¥,ai*") of infinite weight is also drawn between any twddy (-, -) the traffic flow over an edge connecting two generic
vertices representing the same candidate AP location at twertices, our objective can be expressed as:
consecutive frames, i.e., from’ ¢ A* to "' ¢ /}C’“;l .
(1 <k < F). We will refer to the edges of the kin@?, vy ")
or (a¥,a*) as intra-nodal. max ) Y a(vf,w). @)

Finally, in order to formulate a max-flow problem over k=1vfeD*
the DN.TG’ we mtroduce two virtual vertpem_ and w, The max-flow problem needs to be solved taking into account
respectively representing the source and destinatioreattal . .

. .. . . several constraints, listed below.

flow over the graph. Then, the graph is completed with infinite
weight edges(a, a}), from a to any vertexa! € A!, and
(vF,w), from any vertexo® € D tow, 1 <k < F. A Constraints

The DNTG is therefore a weighted directed graph, repre-
senting the temporal evolution of the network topology. ANon-negative flow.The flow on every existing edge must be
example of its derivation is given in Fig. 1, in presence dfreater than or equal to zero.
one AP location and three vehiclds, r1,ro, with d; being Flow conservation.For any vertex in the DNTG, the amount
a downloader and,r, possibly acting as relays. Fig. 1(a)of incoming flow must equal the amount of outgoing flow. This
depicts the spatio-temporal evolution of node positionsré, constraint is expressed in slightly different form, depegd
contact events are highlighted through the times at whidtsli on whether the vertex represents a downloader, a relay, or a
are established or lost. For simplicity, in this example weandidate AP location. For the generic vertex represerging
assume the achievable network-layer rateto be constant downloaderp® € D*, and any framek, this maps onto:

during the entire lifetime of a link. The durations of the

frames, within which the network connectivity is unchanged > a(ahvf)+ Y a2 of) =2(f,w). (2
are denoted by',...,7%. In Fig. 1(b), frames correspond akeak, vEerk,
to rows of vertices in the DNTG, where intra-nodal edges (akwhyeck (vhwk)eck

connect vertices representing the same vehicle or cardidat

location over time. Note that the graph allows us to captuF®r any framek and potential relay vertex® € R*:

all the data transfer paradigms previously discussed.ths

possible to identify paths in the graph that correspond)to (i~ z(a¥, vf) + > x(vf,vf) + LI ]x(vffl k)

» Y

direct download from the candidate AP to the downloader, S,k c k. Ferk:

path C, (ii) connected forwarding through 3-hops (frame 2% vF)eck (vkwk)eck

and 2-hops (frame 5), as path B, and (iii) carry-and-forward E ok ko k1

through the movement in time of the relay, as path A. - kz:kx(vi 05) o+ g )2 (0,07 3)
uj€V :

(vf wi)eLy

V. THE MAX-FLOW PROBLEM

Given the DNTG, our next step is the formulation of amvhere the indicator function is equal to 1 if the specifiedeedg
optimization problem whose goal is to maximize the flow fromexists, and it is 0 otherwise.



For each vertex representing a candidate &Pg A*: wherey;, i = 1,..., A, are Boolean variables, whose value is

Loz, ab) + 1 x(a’?_l aky = 1if an AP is placed at ca_ndidate Iocat_iband 0 otherwi_se. If
[k=1]A% T (>15A% 0 S there is at least an AP within the vehicle range, the first term
Lpcpz(af,af™) + > z(af,vf) (4)  of the product becomes, thus imposing that the flow on all
oEevk, edges(v¥,vf,) € LF is 0.
(a7 vi)eLy Overlapping AP coveragesRecall that, when a vehicle falls

where the indicator functions are equal to 1 if the specifiatdithin coverage of two or more APs, we assume that, during
condition holds, and 0 otherwise. Note that, for a vertek frame, it communicates with one AP only, and that the
representing a candidate AP location, ingoing flows may cori®s operate on different frequency channels. We therefore
from a vertical edge or from, while outgoing flows may be introduce a second set of Boolean variabigs(l < i < A4,
over a vertical edge, or over edges toward vehicle verticesl < j < V, 1 < k < F) whose value is 1 if the candidate
Finally, we impose that the total flow exitingr AP a; communicates with the vehicle during framek and
equals the total flow enteringy: Za}eAl z(a,al) = 0 otherwise. T}i:en, fkor every Candidate AP vertéxe AF,
2521 vaem x(vf w). vehicle vertexv; € V¥, and framek, we impose that

Channel accessAs mentioned, we deal with unicast trans- A
missions and assume that the nodes use a 802.11-based MA;% € {0,1} ; thj <1; HC(af,vf) < w(af’vfhkt%_
scheme; also, V2V and 12V communications occur on different P
channels. Then, given a tagged vehicle, we consider tha non . . .
g 99 cf\/IaX|mum number of APs. The last set of constraints im-

of the following events can take place simultaneously, &ed t . . :
time span of each frame must be shared among them: poses that no more thahcandidate AP locations are selected,
" through the variableg;. Then, for anyi, we write:

1) the vehicle transmits to a neighboring vehicle;
2) a neighboring vehicle receives from any relay; A
3) the vehicle receives from a neighboring relay; yi € {0,1} ; Z% <A ; z(a,a)) < My;
4) a neighboring relay transmits to any vehicle; i=1
5) the vehicle receives from a neighboring AP. ~ whereM € R is an arbitrarily large positive constant.
Recall that we do not model the scheduling of the single
packets transmitted within each frame. Rather, we consider
the total amount of data carried by each flow. Also, in Z§- Modeling the transfer paradigms
a neighboring vehicle receiving data is accounted for; inwe now describe how the different transfer paradigms
presence of hidden terminals, this still holds if the RT%Tintroduced in Sec. Ill are modeled in our formulation.
handshake is used. Considering that: 1) is a subcase of 2) angihe traffic transferred through the direct paradigm corre-
3) is a subcase of 4), for the generic verigxe V* and for gponds to the amount of data that, at any frameflows
any framek, we have: from one candidate AP vertexs; € A*, to vf e DF.
L k ok As for the traffic transferred through connected forwarding

xvjavm) I(ajvvi) k
Zl[(vfn,vf)ﬂ(vf,vf)]w(vk ) +Zw(ak ) <77 ()  thisis represented as the amount of data that, at any frame

VB eRk ok, evh 32T keak, 37T k, flows from one relay vertex? € R* to a downloader
(v vp ) €Ly (a5 v Ly vertex, with one or more edges connectinfy to the vertex
where the indicator functions are defined as before. representing the AP that originated the data. Such a tuati

In addition, for each candidate AP, we have that its totaddeed corresponds to the case where a multi-hop connected
transmission time during the generic frarhecannot exceed path between an AP and a downloader exists. The data
the frame duration. Thus, for arlyand a? € A¥, we have: transferred through carry-and-forward, instead, cowadpo
the flow associated with anfv’, v¥) edge at frame: (with

k ok J
Z M <k (6) vF € R¥ vk € D), such that the relay vertex’ is no longer
w(ak, vF) — | (ei ' i
Fevk, 30 Vi connected (either directly or through multiple edges) te th
(a¥wh)eck vertex representing the AP that originated the flow.

The previous constraints allow a vehicle under coverage offurthermore, while deriving the results, we consider three
an AP to use 12V and V2V communications within the sameossible cases. In thenlimited case, no limitation is imposed
frame. Next, we consider the case where a vehicle under {Reth® maximum number of relays used to deliver traffic to
coverage of (at least) one AP is not configured to operate dndownloader. This is modeled simply using the constraints
ad hoc mode, i.e., it cannot communicate with other vehicld§ted in Sec. V-A. In the2-hop limit case, at most one
Then, for any framek and v* € R¥,vk € V* such that "elay can be employed. This is studied by imposing that

(¥, vk ) € £F, the following Constrair;t ﬁlolds: transmissions between relays cannot occur, i@, vf) =0
e ! for 1 <k < F andof,vf € R¥, such that(vf, o) € LF.
In the 1-hop limit case, only 1-hop transfers from an AP to a
x(v?,vfn) <l1- max {y:} w(vf,vfn)Tk @) downloader are allowed; we represent this case by imposing
' akeak: ' thatz(vf,v¥) = 0 for any k andv} € R*,v% € V¥ such that

k o,k k yk k /
(ai aU]‘ )”(u’z avwn)eﬁa (/Uf’ 'U;C) E Cﬁ.



Further refinements on the representation of the transfer
paradigms can be found in Appendix A-1 (see Supplemental
Material).

C. Sampling-based solution

The problem falls in the category of mixed integer linear
programming (MILP) problems. Denoting b¥ the average
vehicle trip duration in frames and beidgl’/ F' the average
number of vehicles in the road layout at a given instant, the
number of decision variables 9 ((V71)?/F). The number
of constraints is of the same order of magnitude as the one
of the number of variables. A more detailed discussion on the
problem complexity can be found in Appendix A-2.

We solve the problem through the Gurobi solver, which
uses a variant of the branch-and-cut algorithm. Howevef;)
due to the large number of constraints involving Boolean
variables, solving the MILP on the full DNTG is impractical
for large instances (e.g., large geographical areas, higiber
of vehicles participating in the content downloading, ag&a
number of candidate AP locations). To be able to analyze © %)

SUCh, Fases’ we resort to a g.raph sampling approach. Mg{qe 2. Example of a DNTG sampling when walks cross each etlggya
specifically, we take the following steps: its direction (a) or its opposite direction (c). Resultirgnpled graph are in
1) we sample the DNTG obtaining a small, yet representative), e (d), respectively. Arrows refer to the walk directideftfigures) and to
sub-graph, which includes all relevant candidate AP loceti e edge direction (right figures)

(as detailed below); 50 50
2) we find the optimal AP deployment using such a sub-graph;oo 400 ®
3) we apply the obtained deployment to the full graph and > %0

300

optimize the flows — a linear programming (LP) problem thét 250 g 250 . ':
can be easily solved as it does not involve Boolean variablgszo o 4 2 200 °
. . I 150% 0 Qo -* e I 150 °0

In order to accomplish the first step, the selected su%-mo =0 o, o 1o | &

graph must include thex and w vertices, and reflect the solg-® of ° 50|
P . [ ] i i i

characteristics of the original graph (e.g., the relevavfcine %0 05 T 15 2 25 3 a5 4 O 05 1 15 2 25 3 35 4
candidate AP |Ocati0ns). Since we have to collect not On'y Downloaded data (full graph) [Mbis] Downloaded data (full graph) [Mbls]
a representative set of the graph vertices, butoanected (@) Random walks frona (b) Random walks fromw

sample, uniform vertex sampling is not a viable option. Thusig. 3. Number of times that a vertex corresponding to a ke AP

we resort to a random walk-based approach [27], and devigeation is sampled, vs. the amount of data per second dadetb through

a tailored variant of it. Such a variant is needed to effetyiv that AP in the full DNTG. Walks start from in (a) and fromw in (b)

cope with the following challenging peculiarities that our

DNTG exhibits with respect to ordinary graphs. yet containing vertices representing several vehiclegyding
First, not only is the DNTG directed, but the flow goegelays and downloaders), as well as candidate AP locations.

from o to w, while the edges are specifically directed from Another desirable effect of the above strategy is that the

candidate AP location vertices to vehicle vertices, as well candidate AP locations and the relays are sampled with a

from lower to higher values of the frame indexThis implies frequency that is proportional to the number of paths betwee

that it is not possible to make an arbitrarily long walk on the and w passing through them, while the downloaders are

DNTG; thus, we need to combine vertices and edges that sempled with a frequency that is proportional to their trip

sampled over subsequent multiple short walks. duration. We support such a statement by looking at the
Second, while walking fromy to w would be a natural correlation between the relevance of candidate AP location

choice in ordinary graphs, in our case this would turn intter content downloading, and the number of walks including

sampling relay vehicle vertices that may not be connectedch candidate AP location. The relevance is expresseeas th

with downloaders, hence with (see top Fig. 2). To avoid the amount of data per second outgoing from each candidate AP

unnecessary sampling of these vertices, we let the walks Igoation under the max-flow solution in the full DNTG, in

from w to «, crossing each edge along its opposite directiothe scenario in Fig. 4(a) wittd = 60. As is clear from

Each walk therefore goes from to one or more vertices Fig. 3(b), there is a strong correlation when walks startfig

representing one downloader, then possibly to relay \estic conversely, with the standard sampling (i.e., for walkstistg

to one candidate AP location and finally to (see bottom from «) there is no evident correlation (Fig. 3(a)).

Fig. 2). An example is shown in Fig. 2(d). Note that, by The performance of the max-flow solution over the sampled

adopting such a strategy, we obtain a fairly small subgragdNTG is compared to that over the full graph in Sec. VII-A.
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VI. REFERENCE SCENARIOS deployed, in the next section we present the performance

We consider real-world road topologies representing ldiffeObtained by solving the max-flow problem on the full DNTG,

ent environments, namely the urban area of Zurich,thegtillaOr cl)n Its sampled”versmr)ln. VVle thusf arfta|fr|1 the O.ptl')Tal AP
area of Schlieren and the suburban area of Wallisellen, qﬁp oym_ent as well as the values of the flow variables cor-
Switzerland. Each road topology covers an area of 28; khe responding to the amount of data that downloaders receive.
vehicular mobility in the region has been synthetically gren Using the flow values, we can then compute: (i) the per-

ated at ETH Zurich [28]. The macroscopic- and microscopieSe’ throughput, as the ratio of the amount of received data

level models employed to produce the movement traces alld(avl_the c(ijov:}nloadherhtn%_duratlon; (i tgef fractldqn of traffic
a realistic representation of the vehicular mobility, imte of elivered through the direct, connected forwarding, oryear

both large-scale traffic flows and small-scale V2V intexatsi and-forward paradigm; (iif) the Jain's fairness index, gorned

Although our model can accommodate any frame duration, 8 the average throughput obiained by each downloader; (iv)
as to reflect, e.g., faster variations of the link qualityegithe 1€ average packet delivery delay from AP to downloader,

1-second time granularity of the trace, we consider> 1 s 2ccounting for both 12V and V2V communication.
(k=1 F) Our problem formulation can also accommodate any spe-

Since we use a realistic mobility model, in each road topo(f-iﬁc AP deployment by fixing the values of the binary vari-

ogy the vehicular traffic intensity varies depending on thedr ablesy;. The system throughput Is then obtained as th_e output
segment and time of the day. In Figs. 4(a)-4(c), we report t Ieth.e max-flow problem given the s.elected AP.lo.Cat'.%S
road layout of the urban, village and suburban environmen piving _the max-ﬂow lproblem implies the optimization of
highlighting the different traffic volumes observed oveckea M€ traffic scheduling, i.e., the values taken by the V2V and

: koo k kok
road segment: thicker, darker segments identify the roady flow variables atany framé (z(vj, v7), x(aj, v; ). The

characterized by higher vehicular density. As far as vehicu results thus represent the best performance achievablker und

traffic variations over time are concerned, we consider on'ipe\"NCh?Sen depI(t)%/ment anb(_jl_:he ?ssum?tmns maliiet n Seg. II”.
time periods corresponding to medium-high vehicle density. N ?\f;a(?e | € ca![oa Iljy 0 | ourth ra:crr]lewqr (t)go €
In the urban, village and suburban traces, each lastingtab u‘feren T eployments and explore the following strazsg

5 hours, this leads to an average density of 90, 62.5 a 1{imdom. A locations are randomly selected among the can-

33.5 veh/km, respectively. Further details on the behawfor C'datz o(;‘_eji' lacco_rdlng o a Pi'f‘(;rm (rj]|str|but|on;
vehicular traffic and on the selection of candidate AP |arsi h_LQW ed- 4 ocatlrc])nshla;]e pic eh.’ VIV og,e coverage area ex-
can be found in Appendix A-3. ibits, over time, the highest vehicular density;

We consider different values of the technology penetratit%omaa: A locations are selected, Wh'C.h maximize the sum_of
e contact opportunities between vehicles and APs. ledpir

rate, i.e., the fraction of vehicles equipped with a commuy- th tric adooted in 41 f h vehicl th
nication interface and willing to participate in the cortte y the metric adopted in [4], for each vehicle we express the

downloading process; we denote such a parametex Byso, contact opportunity as the fraction of the road segmenttleng

the percentage of such communication-enabled vehiclds tHS‘VEIed while under coverage of at least one AP.

concurrently request content, i.e., that act as downlcader

denoted byd. Unless otherwise specified, we will consider VII. PERFORMANCE EVALUATION

d = 0.01 (i.e., 1% of the vehicles participating in the network) In this section, we evaluate the performance of content

— a reasonable value as observed in wired networks [29]. downloading in vehicular networks, by assessing the impact
The value of the achievable network-layer rate between aofydifferent settings on the system.

two nodes is adjusted according to the distance between thenpecifically, in Sec. VII-A, we evaluate the impact that the

To this end, we refer to the 802.11a experimental result6]in [penetration rate of the vehicular communication technglog

to derive the values shown in Fig. 4(d), and we use them ashas on the content downloading performance. Our results

samples of the achievable network-layer rate. Note that weveal the existence of two regimes, separating initial de-

limit the maximum node transmission range to 200 m, sinceloyment stages (characterized py< 20%) from a mature

as stated in [6], this distance allows the establishment oftechnology (i.e.p > 30%).

reliable communication in 80% of the cases. These two working regimes are analysed in detail in
Given the above settings and that APs have to be Sec. VII-B and Sec. VII-C, respectively. For each regime, we



discuss the impact of the AP deployment strategies, transé®me unfairness arises for low penetration rates, while the
paradigms and the road environment on the downloading psystem becomes fair for medium-high valuespofAlso, the
formance. For the high-penetration regime, we also ingesi larger theA, the higher the level of fairness, as both main and
the system behavior as the percentage of concurrent dodmlosecondary roads can be covered.
ers varies and in presence of overlapping AP coverages. Transfer paradigm. The above observations on the fun-
damental role of V2V traffic relaying is confirmed by the
A. Impact of vehicular communication technology adoption  results in Fig. 5(d), depicting the fraction of content dewn
As a first step in the evaluation of vehicular conterlbaded through relay vehicles. Indeed, most of the content i
downloading, we look at the impact that the diffusion ofeceived by downloaders from relays (through either cotetec
2V and V2V communication technologies has on the systeforwarding or carry-and-forward). Clearly, the importancf
performance. To that end, we consider different valuegs @ V2V communication tends to grow with the penetration rate
well as different extensions of the roadside AP deployment. since the availability of additional relays allows a more
For clarity, we focus on the urban scenario depicted in Hi@) 4 intensive utilization of the wireless resources. More sgkp
and we consider the AP deployment obtained by solving tirgly, the presence of additional APs only marginally reslic
max-flow problem on the full and the sampled DNTG. Alsathe utilization of V2V communication, and, at high values of
we study non-overlapping AP coverages and constrain V2 more than 80% of the data is downloaded through relays
relaying to 2 hops from APs; these assumptions will be relaxeven when the whole road surface is covered by APs. We will
later on. further comment on this phenomenon later in this section.
Fig. 5 portrays the evolution of the key performance metrics Problem solution. Fig. 5 highlights the effectiveness of the
when the technology penetration rate,varies between 5% sampling-based technique introduced in Sec. V-C, when com-
and 80%. The curves refer instead to different extensiotiseof pared against the optimization solution on the full DNTGeTh
roadside infrastructure, ranging from= 15 to A = 60 APs. performance results obtained with the latter are shownlin al
Note that the latter value essentially corresponds to a &ztmp the plots as thick grey curves, while the thinner lines repng¢
coverage of the road topology by the APs. The results oldaintne outcome of the sampling-based solution. The throughput
using full and sampled DNTG are denoted by thick and thiand delay loss induced by the sampling are negligible, aed th
lines, respectively. fraction of V2V downloading is identical in the two cases€Th
Throughput. The average per-downloader throughput, ionly noticeable difference can be observed in terms of éaisn
Fig. 5(a), is very satisfying in all conditions, scoring Welsince, by sampling the vertices representing the candidiate
above 10 Mb/s even in low; low-A scenarios, and more thanlocations with higher weight, APs on secondary roads are
20 Mb/s in presence of a wide 12V and V2V technology adogeldom activated in the max-flow solution, thus reducing the
tion. When separating the effects dfand p, the availability level of fairness.
of a more pervasive (although non overlapping) infrastrueet  We remark that sampling the DNTG allows to solve signifi-
coverage helps at both low and high-penetration rates)adfin  cantly more complex instances of the max-flow problem. As an
its impact is lower than one could expect. Indeed, a pereasigxample, in the plots of Fig. 5, memory requirements become
60-AP deployment only results in a constant 3-Mb/s gaio demanding for the solution of the complete problem when
over a simple 15-AP deployment. Higher improvements canore than 20% of the vehicles are part of the network.
be instead obtained from the spread of in-car communicationSummary. The performance metrics are consistent in re-
interfaces, with an average throughput increase of 8 Mb/galing the critical importance of the penetration ratnd the
as p grows from 5% to 80%. We remark that the steepeRwer impact of the roadside infrastructure extension.akde
throughput growth lies between 5% and 20% penetration rajiggly, we can separate two regimes. The first, wien 20%,
Delay. Delays, in Fig. 5(b), are in the order of tens ofe., at early stages of the technology adoption, chariaetr
seconds, a good result when considering the delay-tolerggtiower throughput and higher delay, a stronger dependency
nature of most V2V transfers. We can observe differeah direct 12V communication and lower downloading fairness
behaviors for low and high values @f For p < 20%, an The second, fop > 30%, i.e., in presence of a quite mature
increase in availability of relays leads to more frequen¥V2technology, featuring instead higher throughput and lower
transfers, hence higher delays. When> 30%, the already delay, massive use of V2V communication and high fairness.
pervasive presence of relays makes the impact of even higherthe impact of the system settings is different within thes
penetration rates negligible. Also, a denser AP deploymeflo regimes, in the following we will study them separately.
helps reducing the delay, although such a gain is significagécording to the results above, we will employ the max-flow
only whenA4 is low. problem solution on the complete and on the sampled graph

Fairness To get an insight on how the system throughpuf the low- and high-penetration regime, respectively.
is actually shared among the downloaders, Fig. 5(c) shows

the Jain's fairness index. The increase in penetration rate . .

has a major impact since it implies a growing number (ﬁ Low-penetration regime

V2V communication opportunities. Indeed, for low values of As case study of the low-penetration regime, we consider
p, downloaders travelling over secondary roads have fewer= 10%. The default settings include the urban scenario, non-
chances to benefit from traffic relay than downloaders travaverlapping AP coverages, a 1% fraction of downloaders and
ling on main (typically, more crowded) roads. It follows thaa 2-hop limit in V2V relaying.
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delay (b), vs.A, for different AP deployment strategies throughput whenA = 15 (b), for different AP deployment strategies

AP deployment Fig. 6 shows the average per-downloadeyystem, while no significant difference can be appreciated
throughput and delay for the different deployment straggi among non-optimal placement strategies.
as the number of active AP4 varies. Overall, the perfor- The reason for the unfairness for small AP deployments is
mance at early deployment stages is satisfactory. The platsestigated in Fig. 7(b), fo = 15. The plot reports the CDF
confirm that increasingl positively affects the downloading of the per-downloader throughput, and shows a large hetero-
performance. However, it is also clear that the extensich@f geneity in the amount of content obtained by different users
infrastructure deployment is more critical when the nunmdfer On the one hand, a significant percentage of downloaders,
active APs is low. Indeed, activating 20 APs yields a 8-Mb/setween 20% and 40% depending on the deployment strategy,
throughput and 35-second delay gain over a 5-AP deploymesxperiences zero throughput. On the other, the luckiest 10%
while the activation of additional 40 APs only leads to meref downloaders enjoys a throughput between 16 and 20 Mb/s.
3-Mb/s throughput and 15-second delay improvement. Although fairness in content downloading is not an objectiv

The figure also highlights the impact of different AP deployef the max-flow problerfy we point out that such unfairness
ment techniques in the low-penetration regime. As one cénonly marginally due to our formulation. Rather, it can
expect, the AP placement dictated by the Max-flow stratedpe attributed to the very different conditions incurred i b
guarantees the best performance in terms of both throughgawnloaders in a realistic mobility trace, such as various
and delay, while a Random deployment of APs yields the wottsaffic intensity on the roads they travel on, or differemhe:i
result. AP placements based on the Crowded and Contatervals spent within coverage of the APs in their trip. Shi
approaches fall in between. If the performance ranking ef tis confirmed by the limit curve in Fig. 7(b), which presents
deployment strategies is constant throughout all valued,of the CDF of the maximum achievable throughput, i.e., the
the same is not true for the relative gain. Indeed, when a félroughput that each of the downloaders in the trace would
APs are activated, a well-planned deployment can result ireaperience if it were the only downloader in the network jwit
200% throughput gain over a random placement. As the nuail resources and relays at its disposal. Not even in suc ide
ber of deployed APs grows, such an advantage is progregsivednditions one can guarantee fairness among all users give
reduced: in particular, when APs cover more than 50% of thieeir different trips. More pervasive AP coverages (Fiq)Y (
road topology (i.e.,A > 30), using non-optimal approachesor additional relaying opportunities (Fig. 5(c)) can hetp t
to AP deployment makes the performance quickly close ieduce disparities, by providing transfer paths to dowiéoa
towards those achieved with a random placement. Finally, tagvelling on secondary routes.
the active APs tend to cover the whole region, optimal and Transfer paradigm. The fraction of content downloaded
non-optimal strategies yield similar performance. through vehicular relays is shown in Fig. 8(a). Across almos

Fairness As shown in Fig. 7(a), the system favors down-
loaders travelling on the main roads Whénis low, while 3We remark that, in an attempt to provide the downloaders atter

performance, we have considered a max-min formulationeaustof the

user experience tends to be leveled as more and more APSFIEH)QﬂOW one. However, due to the diversity in the downloadenditions

activated. The Max-flow deployment results in a slightlydai highlighted next, no minimum positive throughput could hegnteed.
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(a) and transfer paradigm split-up of the per-downloadeouphput (b). In  and transfer paradigm split-up (b), when APs are deploy@drding to the

the latter plot APs are deployed according to the Max-flowatsgy Max-flow strategy. In the latter plot, the number of relay i@punconstrained
25.0 T T 25.0 T T
mmm carry-and-forward mmm carry-and-forward . . . . .
200 I 2 connected forward | | I = connected forward | relaying is employed to improve the wireless resourcezatili
A L APrange |1 2 PN i LT AP range tion and, thus, the overall throughput.

15.0

15.0

Unlimited relaying. All previous results assumed a 2-hop
limit in data transfers, basically constraining V2V relayi
to one hop at most. We now relax this assumption and
i compare three different scenarios, where (i) only dire&t 12
o 20 400 600 800 *0 20 a0 e o communication is allowed, (i) the 2-hop limit is enforceahd
Distance from closest AP [m] Distance from closest AP [m] (iii) unlimited rel aying is allowed.
(2) Max-flow (b) Crowded Fig. 10(a) depicts the average throughput achieved in the
Fig. 9. Low-penetration regime: Average per-downloadeodghput as a three cases, when the APs are deployed according to the Max-
function of the distance between the downloader and theesio&P flow strategy. It is clear that, in absence of relaying thioug
vehicles, downloaders can only leverage direct contactis wi
all AP deployment strategies, the V2V downloading fractiothe APs, which leads to a significantly lower throughput.
is around 0.8 when a low number of APs is activatedyllowing a single relay between APs and downloaders yields
and then decreases ab grows, i.e., as a direct access t@ throughput gain between 150% and 20%, depending on the
the infrastructure becomes more pervasive. This is a ratlifrastructure coverage. Even more interestingly, caerang
intuitive behavior that, however, yields an interestingule transfers over 3-hop long or more yields almost no advantage
when coupled with the average per-downloader throughpater the case where a 2-hop limit is enforced.
as in Fig. 8(b). There, we can observe that the fractionIn order to explain the latter effect, we fragment the down-
of content downloaded through V2V relaying is somewh&bading throughput measured in the former scenario, agogrd
constant, contributing approximately 5 Mb/s to the overaldb the number of hops traveled by packets to reach their
throughput, regardless of the number of deployed APs. Alsestination. Fig. 10(b) shows how, even when unlimited hops
the dominant relay paradigm is carry-and-forward. are allowed, a large majority of the relayed data trafficvasi
A quite surprising result is that, even when APs fully coveat destination in just two hops. There is a small probability
the road topology (ford = 60), V2V relaying is still widely of going through 3 hops, while 4 hops or more are almost
employed in the downloading process. The reason behind sunglver employed. When comparing Fig. 10(b) to Fig. 8(b), it is
a phenomenon is unveiled in Fig. 9, portraying the averagkear that the availability of additional hops, which gantore
per-downloader throughput as a function of the download#exibility to the max-flow problem solution, only leads to
distance from the closest AP, for the Max-flow and Crowdeuinor adjustments that have a negligible impact on the divera
(i.e., the most performing) strategies. The plot highligtite downloading performance. Indeed, in the case of connected-
portions of traffic transferred through the different pagads. forwarding transfers, we observed that, unless the APs are
As one would expect, direct 12V transfers can only occwery sparse, the distance in hops between a downloader and
within the AP transmission range, and a 2-hop connect#tk closest AP is rarely beyond 2, due to the network fleeting
forwarding reaches at most twice such a distance. Carry-aednnectivity. In the case of carry-and-forward transferisen
forward is not distance-bounded, hence it can reach downloshe APs are not sparse, by the time a downloader can receive
ers that are very far from APs. data that have traversed more than 2 hops, it is likely to be
However, a key observation is that V2V relaying frequentligither under coverage of another AP or close enough to eceiv
occurs within range of APs. In fact, at a distance of 10@ata in two hops from it.
m, i.e., half of the maximum transmission range of the AP, Road environment The average per-downloader through-
communication largely takes place through relays. Theoreasput recorded in the three road topologies presented in Sec. V
is that our model realistically accounts for the networkela is portrayed in Fig. 11(a), when the APs are deployed as
rate decrease with distance, hence making the use of high-idictated by the Max-flow strategy.
multi-hop paths preferable to low-rate direct transferkisT ~ The overall performance trend in the new environments is
explains why, even in presence of a pervasive AP coveragfge same as already observed in the urban scenario, thus our
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Average throughput [Mb/s]
Average throughput [Mb/s]
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Fig. 12. High-penetration regime: Throughput (a), delay fhirness (c), and V2V downloading fraction (d) v4, for different AP deployment strategies

25 1

to a throughput twice or three times higher than that observe
08 |y with careless placements. Moreover, the activation of a few
0s | ‘\\ more (or less) APs dramatically affects the throughputaylel
T~ and fairness of the system. Since the downloading perfocman
during early adoption phases will play an important role in
— Uan — attracting new users, the AP deployment should be carefully
. — Vilage™ o L= vage™” studied when introducing the technology. Conversely, the
i © mperotacveres . Placement of too many APs may have a small impact on the
(a) Throughput (b) V2V download fraction downloading perforr_nance, while significantly increasihg t
Fig. 11. Low-penetration regime: Average per-downloadeoughput (a) deployment and maintenance costs. :
and fraction of data downloaded through V2V (b) v&, in different road O_ne should not e_xpe(_:t the system to_ be fair, or _tO have
environments. APs are deployed according to the Max-floatesy similar performance in different road environments, sitice
diversity in the routes traveled on by drivers lead to irgign
. . . differences in their download experience.
considerations on the impact of the AP deployment also holdAS a final remark, our results suggest that the complexity of

for the village and suburban enwronmen_ts. ) designing multi-hop relaying protocols can be safely agdid
However, we can observe that the relative result in suburbg{; limiting the process to one relay, without incurring in

and village environments differs from that measured in thﬁf'erformance penalties. This confirms recent findings on bus

urban case. On the one hand, the throughput in_ th_e_ villaggyorks [16], [22], which thus apply also to a more general
scenario is lower than in the urban one, with a significant\y.hicular downloading context.

reduced utilization of V2V relaying. On the other, the subur
ban scenario yields higher V2V download fraction and per- ) )
downloader throughput. C. High-penetration regime
The reason for these different behaviors is found in the In the high-penetration regime, we consigee 50% and
diverse nature of vehicular traffic in the tree regions. Bthe max-flow problem is solved on the sampled DNTG. Once
looking at Fig. 4(b), it is clear that fewer vehicles cirdala more, the default settings include the urban scenario, non-
in the village environment than in the urban one: thus, for@erlapping AP coverages, a 1% fraction of downloaders and
givenp, fewer vehicles participate in the content downloading 2-hop limit in V2V relaying.
as relays. Moreover, the traffic is distributed over the road AP deployment The overall performance is outlined in
topology quite evenly, which makes it difficult to find an APFig. 12, for different extensions and strategies of the sl
deployment that well covers most of the vehicular traffic. Amfrastructure deployment. When comparing the results to
a result, downloaders in the village scenario are penalizedthose obtained in the low-penetration regime, we observe a
terms of throughput. significant improvement in the absolute value of the throaugh
In the suburban scenario, the car traffic volume is clogait, in Fig. 12(a), that now reaches more than 20 Mb/s — a clear
to that observed in the urban environment, which means tledfect of the increased availability of relays. The thropgh
the number of available relays in the two cases is similagrowth is much faster as additional APs are deployed, with
However, the suburban region is characterized by a few highearly optimal performance attained with as few as 15 active
traffic thoroughfares and many low-traffic secondary roads. APs. This is due to the fact that relays can now easily
the vehicular traffic is so concentrated, it is easier toagpl compensate for undersized infrastructure, as also denabdedt
few APs in the right locations; also, downloaders have highby the extremely frequent utilization of V2V communicatjon
chances of meeting many relays on their way. Thus, driversimFig. 12(d), employed in 80% to 98% of the transfers.
the suburban environment typically enjoy a higher throughp As far as delay is concerned, Fig. 12(b) exhibits a peculiar
Summary. In the low-penetration regime, the early infrasbehavior. Given the high number of users, several downksade
tructure deployment stages are critical. When just a few ARappen to travel on secondary roads. For a very low number
are activated, the policy chosen for their placement hasjarmaof APs, such roads are scarcely covered, hence a number of
impact on the user experience, as optimal deployments ledmvnloaders experience zero throughput. Their delay is not
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Fig. 13. High-penetration regime: Average per-downloaiieoughput (a) Fig- 15. High-penetration regime: Average per-downloattieoughput (a),
and fairness (b) vsd, under theMax-flow strategy and for different APand fraction of data downloaded through V2V (b) v&, in different road

deployment extensions environments. APs are deployed according to the Max-floatesy
25 1 T
7 4 3 s additional APs when{ is high, we study the impact of a
s . £ ~— further infrastructure extension by allowing AP coveratmes
g = g overlap. Fig. 14 compares the throughput and V2V download
% 10 5 04 fraction obtained when non-overlapping and overlapping AP
g 5 g 02 coverages are allowed. The results have been obtained for
) ‘ [= Qe || . | == Réetaeping g | a relatively high downloading demand, namelly,= 0.05.
10 20 30 40 50 GO 70 80 90 10 20 30 40 50 60 70 80 90 When overlapping among AP coverages is not allowed, only
Number of active APs Number of active APs

60 candidate locations can be considered. Conversely, &uch
number grows to 90 when the coverage of any two candidate
gig- I14-d dHir?h-per:\t\%/tE?;iOS r;%imi: T;roughputﬂga) and ff(mctofl data  APs can overlap. Observe that, for a fixed number of APs, the
e e e e oo s siaan? poSSIBily t0 have overlapping coverages Ieads o a matgin
improvement in the per-downloader throughput. As shown by
Fig. 14(b), the reason for this behavior is once more that
accounted for, and the dominant contribution is limitedhe t the V2V traffic relaying tends to compensate for the lack of
few lucky fast downloaders. As the deployment becomes mdtexibility of the non-overlapping deployment.
widespread andd increases, more downloaders experience Road environment Fig. 15 shows the throughput and
non-zero coverage time, including those on secondary roagv download fraction in the urban, suburban and village
where the chances to carry on the download are few ag€enarios. As already observed in the low-penetratiomregi
far between. For even denser deployments, such delays &g in presence of highp the road topology has a major
mitigated by the availability of more APs. impact on the downloading process. However, the relative
Finally, the massive presence of relays helps to reduce therformance of the three scenarios are different with spe
unfairness, in Fig. 12(c), as downloaders have high chataceso those in Fig. 11. The highest throughput is now achieved in
meet relays, regardless of the route they take. the urban scenario, while drivers in the suburban and \llag
Concurrent downloaders In presence of a wide diffusion environments experience similarly worse performance.
of 12V and V2V communications, the downloading activity The reason lies in the increased contention for resources,
by users participating in the system is likely to grow. Thusnduced by the higher participation of vehicles in the netwvo
in the high-penetration regime, it is important to evalué® In the urban scenario, many vehicles travel over different
impact of the amount of concurrent downloaders, i.e., usatsads, which basically allows a spatial reuse of the wiseles
requesting some content during the same time interval.  medium. The village scenario is similar to the urban one,
Fig. 13 shows the impact of the concurrent downloadér that vehicular traffic is quite evenly spread over the road
fractiond on the performance. We considéranging between topology; however, the lower number of vehicles reduces the
0.01 and 0.2, the latter representing a highly-loaded sysite  availability of relays, as also evident from Fig. 15(b). het
which one out of five users is downloading data at any tinmiburban scenario, instead, a high vehicular density is con
instant. As one could expect, when the system load grovegntrated on a few roads: the consequent channel congestion
increasing the number of APs comes in handy, and can notigélds reduced per-downloader throughput.
ably improve throughput (Fig. 13(a)) and fairness (FighdB(  Summary. The analysis in the high-penetration regime
Also, increasing the demand (especially, for- 0.1) reduces significantly differs from the early technology adoptioragk.
the per-user throughput, due to the augmented contentishen the technology is mature and spread enough, the in-
for the limited wireless resources. Less intuitively, f@iss frastructure deployment will play a minor role, and a few,
degrades as/ grows: when the number of simultaneougandomly deployed APs will suffice to achieve near-optimal
downloaders increases, vehicles on secondary roads erperi downloading performance. Indeed, V2V communication will
less channel contention, hence higher throughput tharcheshi be able to sustain the system, no matter the underlying AP
travelling on main (more crowded) roads. placement. Pervasive non-overlapping APs will be needgd on
Overlapping AP coverages Given the beneficial effect of in case the technology attains a level of success such that

(a) Throughput (b) V2V download fraction
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the number of concurrent downloaders grows well above theSimilar results (included in Appendix A-4) have been ob-
percentages today’s recorded in wired networks. In thig,cagined for the less critical case of the low-penetratiorimey
channel contention will become the primary constraint ® th We stress that plots are limited to 30 APs along the x-axis,
downloading performance, with 12V and V2V transfers corsince larger simulations would have required an exceegling|
tending for air time across the whole road topology. As suclong computational time. This further underscores the ulsef
redundant coverages will not yield a significant throughpuaess of our formulation, which makes much more extensive
gain and downloaders travelling on more crowded roads wélaluations of the downloading system feasible.

experience worse performance.

IX. CONCLUSIONS

VIIl. 1 MPACT OF MAC AND PHYSICAL LAYER MODELING We proposed a framework based on time-expanded graphs

The max-flow problem we formulate relies on a simplifiedor the study of content downloading in vehicular networks.
model of channel access and RF signal propagation. Sirf@er approach allows to capture the space and time network dy-
our goal is to derive an upper bound to the performane@mics, and to formulate a max-flow problem whose solution
achievable in a real-world deployment, these assumptioms grovides an upper bound to the system performance. Through a
not especially limiting. However, one may wonder about thgraph-sampling technique, we solved the problem for réalis
impact that more realistic MAC and physical layer represetarge-scale traces. Simulation results showed that theigdly
tations have on the system, i.e., how much their idealinati@nd MAC-layer assumptions on which the framework relies
contributes to shift the upper bound away from the actubfve a minor impact, leading to a tight upper bound.
performance. Including complex models of signal propagati  The major findings in our analysis are as follows.
and layer-2 protocols in the optimization problem is unfeag(i) Two regimes, characterized by different performancd an
ble, thus we rely on simulation to evaluate these aspects. impact of the system settings, emerge at different teclgyolo

We consider the same reference scenario, road topolg@gnetration rates. In a urban scenario, the watershedsarise
and vehicular mobility used for the urban environment iwhen 20-30% of the vehicles participate in the network.
the previous section, with non-overlapping AP coverageb afii) The strategy and the extension of the AP deployment
data transfers limited to 2 hops. Under these conditions, wky a major role in the low-penetration regime, with well-
assess the impact of our simplifying assumptions on the MA@anned deployments leading to a throughput twice or three
and physical layers by employing ns-3. At the physical layegimes higher than that observed under a careless placement.
the simulator computes the bit error rate accounting for ttie the high-penetration regime, instead, even a random AP
SINR and the signal modulation. We set the transmit outpdeployment works well and the pervasiveness of the APs
power to 16 dBm and the path loss exponen8ialso, we becomes important only for high downloading demand.
included a log-normal shadowing with zero mean and standdiid) The contribution to performance of V2V traffic relaygns
deviation of8 dB. At the MAC layer, we use IEEE 802.11acritical. It can compensate for reduced coverage as welbas f
with the AARF rate adaptation algorithm [30]. We feed the non-optimal AP placement, with such an effect becoming
optimal scheduling to the simulator, i.e., the schedulevigies more and more evident as the technology penetration rate
() the amount of application-layer data that each AP hascreases. The contribution of V2V communications remains
to send to relays or downloaders at a given frame, and (iglevant even under a pervasive AP deployment and in both
the amount of application-layer data that every relay has penetration regimes, as optimal scheduling tends to faigbr-h
deliver to downloaders at a given frame. Vehicle associativate V2V transfers over low-rate 12V communications.
to APs is simulated, and vehicles periodically send a heattb(iv) Knowledge of user mobility is paramount to the system
message including their ID. Thus, an AP delivers the data performance, since most of the V2V traffic relaying takes
the intended relay or downloader after association; the Afface through the carry-and-forward paradigm. Howeves, th
also informs the relay about the identity of the downloadeomplexity of multi-hop protocols can be limited to one sela
to which data have to delivered. Relays deliver the data toaa the contribution of transfers over a higher number of hops
downloader upon hearing the periodic heartbeat message.is negligible. An interesting direction for future resdars

Fig. 16 depicts the average throughput, delay, fairness aherefore the design of protocols that let the roadsideagfr
V2V downloading fraction, in the case of high-penetratiotructure acquire accurate estimates of the vehicles eneoun
regime. We report the results of the max-flow problem ompportunities, and the definition of a scheduling algorithiat
the sampled DNTG and those obtained under the Crowdeiffectively leverages such information. We remark that, by
strategy. The optimization problem results are compared using edges with probabilistic weights, our graph-basedeho
ns-3 simulations. The qualitative behavior of the congdercould account for the uncertainty in the mobility estimates
metrics derived through optimization and simulation clpse(v) The structure of the road topology and the route fol-
match, and, even from the quantitative viewpoint, the diffelowed by vehicles determine the downloading performance
ence is limited in all cases. This demonstrates that it is tlee&perienced by the users. Thus, one should adapt the system
optimality of the scheduling that plays the most importardonfiguration to the characteristics of the road environmen
role in determining the downloading experience of the yseia any case, some unfairness should be expected unless there
rather than the local channel access coordination of iddali is a pervasive presence of APs and relays, and the number of
transmissions or the propagation conditions model. downloaders is not overwhelming.
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