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Decentralized Throughput Maximization in
Cognitive Radio Wireless Mesh Networks
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Abstract—Scheduling and spectrum allocation are tasks affecting the performance of cognitive radio wireless networks, where
heterogeneity in channel availability limits the performance and poses a great challenge on protocol design. In this paper, we present
a distributed algorithm for scheduling and spectrum allocation with the objective of maximizing the network’s throughout subject to a
delay constraint. During each time slot, the scheduling and spectrum allocation problems involve selecting a subset of links to be
activated, and based on spectrum sensing outcomes, allocate the available resources to these links. This problem is addressed as an
aggregate utility maximization problem. Since the throughput of any data flow is limited by the throughput of the weakest link along its
end-to-end path, the utility of each flow is chosen as a function of this weakest link’s throughput. The throughput and delay
performance of the network are characterized using a queueing theoretic analysis, and throughput is maximized via the application of
Lagrangian duality theory. The dual decomposition framework decouples the problem into a set of subproblems that can be solved
locally, hence, it allows us to develop a scalable distributed algorithm. Numerical results demonstrate the fast convergence rates of
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the proposed algorithm, as well as significant performance gains compared to conventional design methods.

Index Terms—Resource allocation, distributed algorithms, cognitive radios, mesh networks

1 INTRODUCTION

OGNITIVE radio is a communication paradigm in

which wireless users are classified into two categories
based on whether they are licensed to use a particular
spectrum band (primary users (PUs)) or are unlicensed
(secondary users (SUs)) [1]. SUs are allowed to oppor-
tunistically use the spectrum as long as they do not
cause harmful interference to active PUs. This is achievable
if PU receivers are far enough from the SU transmit-
ter (spatial channel availability), or no PU receivers are
receiving while the SU transmitter is transmitting (tempo-
ral channel availability). This opportunistic and dynamic
communication paradigm leads to higher spectrum uti-
lization, and provides SUs with good service availability
and reliability. One of the biggest challenges in cognitive
radio networks is spectrum sharing, which defines the
set of rules and strategies that regulate the behavior of
SUs regarding spectrum mobility, allocation, and access.
In general, spectrum sharing architectures are classified
into two categories: centralized and distributed [2]. For
the centralized case, a spectrum management entity con-
trols both spectrum allocation and spectrum access [3]-[5].
In a distributed architecture, on the other hand, each
SU is responsible for the channel allocation and access

e A. A. El-Sherif is with the Department of Electrical Engineering,
Alexandria University, Alexandria 21544, Egypt.
E-mail: amr.elsherif@ieee.org.

o A. Mohamed is with the Computer Science and Engineering Department,
Qatar University, Doha, 2713, Qatar. E-mail: amrm@ieee.org.

Manuscript received 30 Sep. 2012; revised 18 June 2013; accepted 20 June
2013. Date of publication 19 Feb. 2014; date of current version 22 July 2014.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.

Digital Object Identifier 10.1109/TMC.2013.82

decisions. The SU may make its decisions based on its
local observation of the network and spectrum status or
by cooperating with other SUs to have a more global
observation [6]-[8].

A cognitive radio mesh network is a wireless mesh net-
work (WMN) that deploys cognitive radios for its nodes,
and relies on opportunistic and dynamic spectrum access
for its operation [9]-[11]. In addition to increasing spectrum
utilization and overcoming spectrum scarcity, cognitive
radio mesh networks were motivated by a number of
potential applications. For instance, cognitive mesh net-
works could alleviate congestion in traditional WMNs by
searching for available channels in the primary band so
they can reduce the congestion on the operational band of
the WMN by moving some of the mesh clients to those
available channels [10], [12]. In some situations, mesh nodes
need to restrict their transmission power levels so that
the interference they cause at the location of other mesh
nodes in neighboring cells stays within a pre-calculated
threshold that insures the required QoS. However, restrict-
ing the transmission power means restricting the network
coverage. Exploiting cognitive radios allows mesh nodes
to heal this problem by extending their coverage on any
available channels in the primary band [13]. Moreover,
recent research initiatives suggest the integration of dif-
ferent heterogeneous wireless access networks into one
cognitive radio mesh network using the ability of cog-
nitive radios to adapt to different transmission/reception
parameters like power, frequency, modulation, and medium
access [14]. Therefore, a mobile cognitive mesh client can
observe the performance (in terms of throughput, service
availability, and reliability) of different coexisting wireless
access networks and select the network that best fits its
requirements [15].
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The problem of resource allocation in cognitive radio
mesh networks has been addressed in a number of studies
recently. In [16], three different frequency assignment prob-
lems were studied: common broadcast frequencies, non-
interfering frequencies for simultaneous transmissions, and
frequencies for direct source-destination communications.
Each is viewed as a graph-coloring problem, and both
centralized and distributed algorithms were presented.
However, these algorithms only guarantee non-interfering
direct communication between pairs of nodes without con-
sidering any end-to-end performance measure. In [17], a
cluster-based approach was proposed such that the net-
work is clustered into 1-hop clusters based on channel
availability. Nodes that belong to the same cluster use
a common control channel to negotiate their data chan-
nels. However, no inter-cluster interference guarantees were
obtained, and the ability to adapt to varying spectrum avail-
ability is lacking. The main objective in [18] was to select
a channel that a node can transmit on such that the inter-
ference within the transmission range of the node does not
exceed a predefined threshold. Fixed and adaptive power
control strategies were proposed for this purpose. In [19],
the authors defined two bandwidth allocation problems
based on max-min fairness models, and presented linear
programming solutions as well as heuristic algorithms for
those problems. The presented algorithms are centralized
and require global information about the network to be
collected at a central point. Moreover, no performance mea-
sures, such as throughput or delay, are considered in the
bandwidth allocation process. In [20], the authors stud-
ied how to assign frequency bands at each node to form
a topology such that a certain performance metric can
be optimized. A layered graph was proposed to model
frequency bands available at each node and to facilitate
topology formation and achieve optimization objective. The
authors considered the so-called fixed channel approach
whereby the radio is assumed to operate on only one chan-
nel at a specific time. The main limitation of the works
mentioned above is that they don’t accommodate any end-
to-end performance measures in their channel allocation
decisions. Therefore, no QoS guarantees can be obtained
using such designs. The authors in [21] tried to over-
come this shortcoming by proposing a cross-layer routing
and channel allocation algorithm that minimizes the end-
to-end packet dropping probability. However, the design
presented was a centralized one and of limited scalability.

This paper studies the resource allocation problem
in cognitive radio mesh networks. The objective of the
resource allocation problem is to maximize the aggregate
end-to-end throughput of the different traffic streams in the
network. The problem is cast as an aggregate utility maxi-
mization problem, where the utility function takes a loga-
rithmic form and is a function of the minimum throughput
along a stream’s end-to-end path. This choice of utility
guarantees fairness among the different streams [22]. The
cognitive mesh network’s dynamics and its dependence on
primary users’ activities are captured through the develop-
ment of a queueing theory model describing the network
operation. This model enables us to study the through-
put as well as the delay at each node in the network.
Characterization of the delay at each node makes it possible
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Fig. 1. Network model.

to introduce an end-to-end delay constraint for each traffic
stream, where the constraints can be different for different
streams according to their QoS requirements. The utility
maximization problem is formulated as a non-linear integer
programming (NIP) problem having combinatorial com-
plexity. By relaxing the integer valued constraints imposed
on the decision variables, an efficient solution to the relaxed
problem is found based on the dual decomposition of the
problem. This decomposition enables us to subdivide the
network wide resource allocation problem into a set of
local subproblems, one subproblem per traffic stream. Such
decomposition makes it easy to implement the solution
algorithm in large networks. Since the target is an inte-
ger valued solution, a simple algorithm that reconstructs an
integer valued solution from the relaxed one is developed
and presented. Performance gains in terms of end-to-end
throughput and delay are demonstrated in comparison
to a trivial uniform allocation scheme and the max-min
bandwidth allocation scheme presented in [19].

The rest of the paper is organized as follows. The differ-
ent aspects of the system model are presented in Section 2.
In Section 3 the resource allocation problem is formu-
lated as an integer programming optimization problem and
suboptimal approximate solution is provided. Section 4
presents an efficient distributed solution algorithm for the
resource allocation problem. Numerical results are pre-
sented and discussed in 5. Finally, the paper is concluded
in Section 6.

2 SYSTEM MODEL

2.1 Network Model

The cognitive radio based wireless mesh network model
used is depicted in Fig. 1. The cognitive mesh network
consists of M nodes that opportunistically share the spec-
trum resources with a primary network composed of
N transmitter-receiver pairs. Each primary transmitter-
receiver pair operates over a unique channel that does not
overlap with other users’ channels. Therefore, there will
be N non-overlapping channels. Furthermore, all primary
channels have the same bandwidth. We assume that the
primary network follows a time-slotted transmission struc-
ture. Therefore, primary transmissions can only start at the
beginning of a time slot. This assumption will simplify the
analysis of our cognitive network, however, our model and
analysis could be extended to incorporate different primary
transmission schemes.
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Each cognitive mesh node will opportunistically access
idle primary channels to transmit its packets. Local chan-
nel availability can be detected using one of the different
spectrum sensing techniques available [23]-[26]. The cog-
nitive mesh network employs hybrid TDMA/FDMA for
channel access. Therefore, time is divided into time slots
of fixed duration, which are further grouped into frames of
T time slots each. In each time slot, a node selects one of
the available frequency channels to transmit over.

Since the primary network transmissions are also slot-
ted, it is customary that the cognitive network adjusts the
boundaries of its time slots to match those of the primary
network [27]-[30]. In any practical system, PUs have pilots,
preambles, synchronization words or spreading codes that
are used by their receivers for coherent detection. For exam-
ple: TV signal has narrow-band pilot for audio and video
carriers; CDMA systems have dedicated spreading codes
for pilot and synchronization channels; OFDM packets have
preambles for packet acquisition and pilot tones for chan-
nel estimation and equalization. A cognitive radio that has
prior knowledge about the primary system can benefit from
these known structures to acquire the different parameters
of the primary system [31]-[34]. In general, when SUs do
not try to decode any part of the PUs signals for coopera-
tion [35], [36] or for exploiting the PUs feedback [37], [38],
coarse acquisition of the time slot boundaries in addition
to the use of guard intervals can guarantee the protection
of PUs from any interference.

A time slot and a channel pair (t, ¢), is considered as the
minimum unit for resource allocation and we will call it
resource element. As defined, a resource element is sim-
ilar to the resource block concept in LTE systems [39].
A cognitive mesh node senses its assigned channel c
at the beginning of each time slot t. If the channel is
detected as idle, the node transmits the packet at the
head of its queue to the next node along the route to its
destination, otherwise it remains silent and keeps sens-
ing the channel in subsequent time slots. For simplicity,
we will assume that cognitive nodes have access to per-
fect spectrum sensing information. The case of imperfect
sensing, where SUs can sometimes make false detections,
can be easily incorporated into the problem formulation
similar to the model in [40]. After any successful trans-
mission, the receiving node acknowledges the reception
of the packet by transmitting an ACK packet back to the
transmitter.

The cognitive mesh network is modeled as a directed
graph G(V,E), where each vertex v € V corresponds to
a cognitive mesh node. During any given time slot, there
will be a set C, of channels available to node v. An edge
e € E exists between nodes u and v if there exists a chan-
nel ¢ € C,(Cy and the nodes are within transmission
range of each other, ie., |u — v|| < R, where |lu — v is
the Euclidean distance between nodes u and v, and R is
the transmission range. Since the graph is directed, then
there will be two edges between nodes u and v in this
case, the first has node u as a transmitter, while the sec-
ond has node v as transmitter. For the ease of presentation,
it is assumed that all cognitive nodes use the same fixed
transmission power, therefore, all nodes have the same
transmission range R. However, as it will be discussed
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later, each node collects information about its neighbors
at the beginning of network’s operation, and all calcula-
tions are based on these gathered information. Therefore,
the presented protocol does not depend on this assump-
tion, and can already accommodate nodes with different
power levels and transmission ranges. Due to the primary
nodes’ activity, channel availability will vary with time,
which poses a challenge to the resource allocation protocol
design.

In this work, the effect of the wireless interference
between different nodes is modeled based on the proto-
col model [41], i.e., simultaneous packet transmissions from
interfering nodes results in the loss of all involved packets.
We say that two links e; and e, interfere with each other if

1) there is a shared node between e; and e, (because
of half duplexing, unicast communications, or colli-
sions) or

any node from e; is within interference range I > R
of any node that is part of e, and they are using

the same channel.

2)

Because of the ACK packet sent back to the transmitter by
the receiver, both the link’s transmitter and receiver need to
be interference free. It is worth mentioning here that ACK
packets are usually very small in size, which allows them
to be protected by low rate error correction codes resulting
in a high level of protection while still having a relatively
small size. Therefore, the effect of lost feedback packets will
not be considered in this paper. It is noted that, the use of
error correction codes for information packets protection is
not considered in this paper. While the use of error correc-
tion codes will enhance the performance of any network,
its use will complicate the analysis without providing any
new insights to the paper’s main focus.

2.2 Channel Model

The wireless channel between a node and its destina-
tion is modeled as a Rayleigh flat fading channel with
additive white Gaussian noise [42]. Success and failure of
packet reception is characterized by outage events and out-
age probabilities. Details of the channel model and outage
probability calculation can be found in [42] and [28].

2.3 Queuing Model

Each node in the cognitive mesh network has an infi-
nite buffer for storing packets of fixed length. The finite
buffers case could also be accommodated into our model
with slight modifications to the optimization problem for-
mulated in the next section. The packet transmission time
equals to one time slot duration. Since at the start of each
time slot secondary users spend time sensing the chan-
nel, they will have less time to transmit their packets
compared to primary users. However, SUs can choose a
modulation scheme and packet length such that the useful
part of a time slot is sufficient to transmit one complete
packet.

Multiple data connections or streams are present in the
network. For data stream f having node u as source, packet
arrivals at the source are modeled as a stationary Bernoulli

process with i.i.d arrivals from slot to slot and mean )»]; [43].
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Fig. 2. Primary node’s Markov chain model.

In other words, the probability that a new packet arrives
at any given time slot ¢ is x;,. Moreover, the packet arrival
processes are assumed to be independent from one data
stream to another.

The state (idle or busy) of any of the N primary chan-
nels is modeled using a two state Markov chain as shown
in Fig. 2. Using the stationary distribution of the Markov
chain, at any given time slot channel c will be idle (Markov
chain in the off state) with probability «.. The evolution of
any channel is independent from all other channels.

3 PROBLEM STATEMENT

In this work, we focus on allocating channel and time
resources to maximize the aggregate utility for all the traffic
streams in the network. We assume that the routes between
each stream’s source and its destination are already estab-
lished.

Before presenting the optimization problem and the
solution approach we need first to analyze the effect of the
resource allocation decisions on the network’s performance.

3.1 Queueing Analysis

In this work we rely on queueing theory to model the dif-
ferent aspects of the cognitive mesh network and to form
a base for our resource allocation protocol design.

We start by calculating the average arrival and service
rates at the different nodes in the cognitive mesh network.
For this calculation we need to first introduce the decision
variables that define the resources allocated to the different
links in the network. We define the following set of decision
variables:

. y}i y}g = 1 if the resource element (¢, c) is allocated

to data stream f over link (edge) ¢; otherwise y}i =0.
It is worth mentioning here that the same resource alloca-
tion pattern is repeated every TDMA frame, and that the
system is assumed stationary.

To define the average arrival rate for any node v along
the route of data stream f we start by identifying the events
necessary for a packet arrival to take place. A packet from
data stream f enters the queue of node v in a given TDMA
frame if:

1) there is a resource element (¢, ¢) allocated to one of
v’s incoming edges,

2) the primary node owning channel c is either idle
during that time slot or the cognitive node v is out
of the primary node’s interference range,

3) the preceding cognitive node in the route has at least
one packet in its queue to transmit to node v.

Therefore, the probability of a packet arrival at node v

along the route of the data stream f is the joint probability
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of these three events. Since these events are independent,
then this probability can be written as

a/‘,t al tc ki(s) c c out
o= D e e+ A-ID](1-P) . (D)
ecEln c=1 Fe(s)

where E is the set of incoming edges to node v, e(s) is
the source node for edge (link) e, A];(S) is its arrival rate

and u];(s) its service rate. By modeling each queue as dis-
crete time Markov chain, it can be shown that the fraction
)J; / u{; is the probability that the queue has at least one
packet [44], and hence will transmit a packet to the follow-
ing node on the route whenever it has a chance. «, is the
probability that channel c is idle during time slot ¢, P%* is
the outage probability between the transmitter and receiver
of link e. Finally, I; = 1 if the primary node owning chan-
nel ¢ interferes with transmissions over link e, otherwise
I¢ = 0. Note that for simplicity we assume perfect sensing
at all cognitive mesh nodes. The case of imperfect sens-
ing can be simply accommodated by multiplying (1) with
the probability of idle channel detection in order to get the
correct arrival rate. Interference from other cognitive nodes
is not reflected in (1), since the resource allocation scheme
discussed below makes sure that no two interfering links
can share the same resources.

It is clear that the packet arrival probability can vary
from one time slot to another within the same frame since
assigned channels can vary between time slots. This depen-
dence is emphasized in (1) by the use of the superscript ¢
(which is the index of the time slot in a TDMA frame).
Since the same resource allocation pattern is repeated each
TDMA frame, a given time slot within any frame will
always have the same packet arrival probability. For the
purpose of mathematical tractability, instead of using dif-
ferent packet arrival probabilities for the different time slots
in a TDMA frame, we will use the average packet arrival
probability over one complete frame and use it for all the
time slots. The average packet arrival probability can then
be calculated as,

1 T
=23 @)
t=1

which is interpreted as the probability that a packet from
data stream f arrives at node v in any time slot. Given this
definition, packet arrivals can be seen as Bernoulli trials at
each time slot with success probability )J;. Therefore, the
packet arrival process can be approximated as a Bernoulli
process with average arrival rate ;.

Similarly, to calculate the average service rate, we start
by identifying the events necessary for a successful packet
transmission. This will take place if in a given time slot ¢

1) there is a resource element (t, c) assigned to one of
v’s outgoing edges,

2) the primary node owning channel c is either idle
during that time slot or cognitive node v is out of
its interference range.

Therefore, the probability of a packet being serviced

from node v along the route of data stream f is defined as
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the joint probability of these two events, which is given by

S= 3 Yl

ecEgM c=1

Lo+ (1-ID](1-P).  (3)

where E9* is the set of outgoing edges to node v.

Similar to the arrival probabilities, the service probabil-
ities vary between time slots. Here also we resort to using
the average service probability per time slot, calculated as

)
t=1

which is the probability that a packet from data stream

f leaves the queue of node v in any time slot. Similar

to the arrival events, the service events can be seen as

Bernoulli trials at each time slot with success probability ,u{,.

Therefore, the packet service process can be approximated

as a Bernoulli process with average service rate /1.

3.2 Optimization Problem Formulation

First, we assign a utility function Uf(minvevf M{;) for
each traffic stream f to measure the degree of service
satisfaction based on the minimum service rate over
the end-to-end path of that traffic stream. Let y =
{y}if eF,ecE te[l,T],ce [1,N]} be the vector of all
decision variables. The optimization problem is to find a
resource allocation solution that maximizes the aggregate
utility function of all traffic streams. This can be formulated

as follows:
. f

Yoe V,Vte[l,T]; (6)

myax Z Uys 5)

feF

subject to:

N
22 Y yest

feF ecEgt c=1

N N
PIDIPRLEDIDIPBEN

f€F eegin =1 fEF ecEgt c=1

IOV

feF e€S,
<, Voe V.¥f e F; (9)
y}i’fe €{0,1), VeeE,¥feF,Vte[l,T] veel[l,N](10)

Vte[l1,T],Yo e V; (7)
Ve € E,Vt € [1,T],Vc € [1,N]; (8)

The objective function in (5) is set to maximize the aggre-
gate utility function for all the traffic streams, where F is
set of all traffic streams, and Vr is the set of nodes along
the end-to-end path for traffic stream f.

Constraint (6) ensures that a node is assigned no more
than one channel per time slot. This is assuming the avail-
able radios can only access a single channel at any given
time slot. This constraint can be modified to accommodate
multi-channel radios, as well as different capabilities for
different nodes. Constraint (7) is a half duplex constraint,
making sure a node cannot transmit and receive simulta-
neously. In (8), S, denotes the set of links interfering with
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link e as per the interference conditions discussed in the pre-
vious section. This constraint ensures that interfering links
are allocated distinct resource elements, which avoids inter-
ference between mesh nodes during packet transmissions.
Constraint (9) guarantees the stability of all the queues in
the network. Unstable queues result in unbounded delays.
Finally, constraint (10) ensures that the decision variable can
only take a value of 0 or 1.

Assumption 1: There exists at least one vector y of deci-
sion variables, such that constraints (6) through (9) are
satisfied.

Assumption 2: The utility functions Uy are increasing,
twice continuously differentiable and strictly concave in the
interval [0, 1] (by definition, u € [0, 1]).

It is also noted that a delay constraint can be imposed
at each node. Given that the arrival and services processes
to and from any node are Bernoulli processes with average

rates k}; and ,u{,, respectively. Each node’s queue can be
modeled as a discrete time M/M/1 queue [45]. Therefore,
the average delay incurred by data stream f’s packets when

passing through cognitive node v is given by [45],

_f
Dl = 1f k”f . (11)
My — Xy
If constraint (9) is modified to take the form
f
x{,<%, Voe V,Vf eF, (12)

where d > 1 is a constant parameter. It can be easily shown
that (12) can be used to impose a per link delay constraint
of the form,

o 1-— )LJ;

N S

Mo(d —1)

where the constraint can be adjusted through the constant

parameter d. As the value of d increases, the constraint

becomes more stringent. It is worth mentioning here that

when the system is stable (i.e., all queues are stable), the

arrival rates at any node along the path of a given traffic

stream f will be constant and equal to the arrival rate at

the source node [45]. In this way, we are able to impose

a constraint on the delay without using the explicit non-

linear form of (11). It is also noted that, different traffic

streams can impose different delay constraints reflecting
their required QoS levels.

It is noted that the average arrival and service rates at
each node are linear in the decision variables as given by
(2) and (4). Therefore, all the constraints are linear in the
decision variables.

To validate our analytical model, we simulate a 4 node
network with two traffic streams. Fig. 3 shows a compar-
ison between the average delay based on our analytical
model and that based on Monte Carlo simulation. The
results show that the delay calculated based on the analyti-
cal model is within 10% to 15% from that of the simulation
model.

(13)

3.3 Alternative Formulation
The main target while trying to solve the optimization prob-
lem in (5) is to find a solution that is decentralized and
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Fig. 3. Comparison between analytical and simulation models.

scalable. Presence of the min term inside the utility function
makes the problem significantly more difficult. To simplify
the problem, we propose to transform the min term into
a set of linear inequality constraints. This transformation
simplifies the objective function and allows us to use the
duality theory to find a decentralized solution as will be
shown in the next section.

To reformulate the optimization problem in (5), we intro-
duce a new decision variable z¢ for each one of the traffic
streams in the network. Let z = {zf, f € F} be the vector of
such decision variables. Then the equivalent optimization
problem can be written as,

max U, , 14
na Z [ (z) (14)
f
subject to constraints (6), (7), (8), (9), (10), and
z <, VfeFoeVy (15)

The maximization is now over the two sets of decision
variables, y}f_, and zs. Each min term in the original opti-
mization problem is now replaced by |Vy| linear inequality
constraints.

Note that since the objective function (14) is strictly con-
cave with respect to the variables (z, f € F), these variables
are unique in any optimal solution. However, the variables
(y}:CE) in an optimal solution may not be unique.

3.4 Suboptimal Relaxation

Despite the concavity of the objective and the linearity of all
the constraints, the integer-valued constraints on the deci-
sion variables renders the problem extremely complex to
solve. To reduce the high complexity of the nonlinear inte-
ger programming problem presented in the previous sec-
tion we propose to relax the binary value constraint (10) and
allow the decision variables to take real values in the inter-
val [0, 1]. The resulting optimization problem has the same
form as in (14), and (6) to (9), with (10) rewritten as follows

y}:ie[o,l], Ve € E,Vf € F,Vt € [1,T],Vc € [1,N]. (16)

This relaxation transforms the nonlinear integer pro-
gram into a convex optimization problem with real valued
variables for which efficient solution algorithms exist [46].
However, the resulting optimal solution for the relaxed
problem is not guaranteed to be optimal for the original
integer-valued problem.

In the relaxed problem, the resource allocation variables
y}‘; take values in the range [0, 1]. Solving this optimization
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Algorithm 1 Real-Valued to Binary-Valued (RV-BV) conver-
sion
1: Define the set X = [(f e, t, c):y}’; > 0]
2: (f*, e t*, ") = argmax(f’e,t,c)exy;:z.
3: Set y;iii =1
4: Define the set Q(f*, ¢*, t*,c*) = {(f. e, t,0) € X:
given y}*:i* =1, any of the constraints (6), (7), or (8) is
violated.}

5: Set y}ce =0,Y(f,e,t,c) €Q

6: Update X = X\ {QUI(f*, e*, t*, c")}
7. if X # ® then

8  Goto step 2

9: else

10: End

11: end if

problem results in fractional allocation of resource elements
to the different links in the network. In other words, a
resource element can no longer be seen as the minimum
unit for resource allocation as discussed earlier. Because of
the real-valued nature of ytii, fractions of a given resource
element could be allocated to different links in the network.

A stochastic interpretation can be provided for the frac-
tional values of the resource allocation variables y}‘; The

value of y}'; can be interpreted as the probability with
which a given resource element (t, c) is used by link e for
forwarding packets belonging to data stream f. Fractions
of the same resource element might be allocated to differ-
ent links and/or different data streams. Moreover, a given
link might have several resource elements assigned to it,
where it stochastically chooses which resource element to
use for packet forwarding according to the value of the
variable y¢.

Since the initial design goals were for deterministic
resource allocation, we have to find an algorithm to trans-
form the resulting stochastic resource allocation solutions
into the required deterministic one. For this transformation
to take place, the decision variables yt:‘; have to be con-
verted back into binary valued variables. In the course of
this conversion process, it is crucial not to violate any of
the original problem’s constraints.

Algorithm 1 describes our proposed scheme for real-
valued to binary-valued (RV-BV) solution conversion while
obeying the constraints imposed by the optimization prob-
lem. The algorithm is implemented at each node and does
not need any centralized control.

The algorithm starts by defining the set X of all resource
elements that are assigned to any of the network links.
Then the highest assignment probability is found and the
corresponding decision variable is set to ytz’;i = 1. Given
the constraints (6), (7), and (8) a set Q of all the resource
elements with assignments that conflict with the above
assignment is defined. All the conflicting assignments are
then released, and the set X is updated by removing the
element (f*, e*, t*, ¢*) and all elements in Q from X. These
steps are repeated till all the elements are removed from
the set X.
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Since constraints (6) and (7) are local to each node and
each node has knowledge of its interfering neighbors and
their decisions (as discussed in the next section), entries in
the set Q at each node can be easily obtained. If we consider
an arbitrary node v, constraint (6) forces the node not to use
more than one channel in any given time slot. Therefore,
given (f*, e*, t*, c*), the entries in Q corresponding to con-
straint (6) are {(f, e, t*, ¢c) € Xic # c*}. The algorithm needs
to simply go through these entries in memory and set
them to 0, therefore the complexity of this operation is
O(|Fy| x |Eg”t| x (N — 1)), where F, is the number of data
streams passing through node v, E9* is the set of outgoing
links from v and N is the number of available channels.
Constraint (7) imposes half duplex communications, there-
fore, if ¢* ¢ Eé,” (i.e., resources are allocated for receiving
data into node v), then the corresponding entries in Q are
{(f.e.t*,c) € X:e € E3} (i.e., no resources are allocated to
any outgoing link). The complexity of going through these
elements and setting them to 0 is then O(|Fy| x |[EZ*| x N).
Finally, constraint (8) makes sure that no two interfering
links are active at the same time over the same channel.
Since each node has knowledge of its neighbors solutions,
if e* belongs to a node interfering with node v, then the
entries in Q at node v are {(f,e, t*,c*) € X:e € E3'}, and
setting those entries to 0 is of complexity O(|F,| x |ES*|). It
can be seen from this discussion that the three constraints
may have overlapped entries in Q, thus, careful design of
the algorithm should result in an overall complexity that is
less than the sum of the individual complexities.

4 DISTRIBUTED SOLUTION APPROACH

Solving the resource allocation problem in a centralized
fashion requires global information about the network to
be present at a central point to be able to find a solution. In
a wireless mesh network, each node has local information
about its environment. These local information need to be
communicated to the central point from all the nodes in
the network. In many cases such communication overhead
is not practical, especially in networks with a large num-
ber of nodes. Therefore, a distributed and scalable solution
scheme in which calculations are done locally at each node,
or at local central points or cluster heads is desirable. In this
section, we propose a decomposition of the original prob-
lem into smaller subproblems that can be efficiently solved
in a distributed fashion.

4.1 Dual Decomposition

The distributed solution approach is based on dual decom-
position. The first step is to define the Lagrangian function
for the optimization problem in (14) as follows:

L= U =30 3 v (o —1h)

feF feF veVy
T i N
T DIDID
veV t=1 feF ecEgH c=1
T
=2 Pu ZZ vt 2o v -1
veV =1 | feF c=1 \ceEll ecEy

1973
T N
"L 2D Pere| 2 2 Ve 1
ecE t=1 c=1 feF e'eS,
=3 > -] (17)
feF veVy

where p}y o PR PSP, s and pj‘f” , are the Lagrange multipli-
ers associated with the problem’s constraints. Rearranging
the order of the summations, the Lagrangian function could
be rewritten as,

I = Z |:Uf(Zf) - Z P}.v (Zf - ij’)
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where Ef is the set of edges forming the end-to-end path
for traffic stream f. From (18) it is concluded that this
Lagrangian can be divided into |F| separate subproblems,
one for each of the traffic streams in the network. Each sub-
problem for stream f can be solved locally if the Values of
the Lagrange multipliers pf o pv v P pe t.cand pf at each
node or link taking part in the routing path for stream f are
known.
The dual problem can then be written as,

minmaxL, (19)
.z
subject to

P},v >0, VfeF,YveV; (20)
p3; >0, YoeV.vtell,Tl; (21)
p3, >0, VoeV,Vte[l, Tl (22)
ph. =0, Ve e E,Vte[1,T],Vc e [1,N];  (23)
p? >0, VfeF,YoeV. (24)

4.2 Proximal Minimization Algorithm

Before getting into the minimization of the dual problem
of (19), we first note that the dual objective function is
non-differentiable, and therefore, its gradient may not always
exist. This is because in general, differentiability of the dual
requires a unique primal optimizer (Ch. 6 [47]), whereas
in our case, the optimal values of the variables yt’g can
be non-unique. Therefore, the well-known gradient-based
algorithms do not apply in this case. The reason behind
the non-differentiability of the dual objective function is the
lack of strict concavity of the primal objective function (the
primal objective function is strictly concave with respect to
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Algorithm 2 Proximal Minimization Algorithm

1: Assume y(1) is any feasible point.

2: Set X(1) = y(1).

3: for i=1,2,... nj,r do

4:  Solve (25) to obtain new optimal solution y(i+1) and
z(i+1).

5 Set X(i+1) =y(i+1).

6: end for

the variables zf, but not so with respect to the variables
vio):

The solution approach we present here is based on
the proximal minimization algorithm proposed in (Section
3.4.3 [48]). To make the primal objective function strictly
concave, a strlctly concave term is added for each of the
variables yf therefore, making the dual function differ-
entiable w1th respect to all decision variables. For each
variable y¥ ., we introduce an additional variable Xk '\, and
define x as the vector containing these variables. The
approximate primal objective function is now written as,

1 2
zxzuf(zf) ZZZsz(yfe—x ). @)

v feF ecE t=1 c=1
subject to constraints (6) - (10). In (25), « > 0 is any con-
stant. The proximal minimization algorithm is an iterative
procedure as stated in algorithm 2. It is also noted that the
objective function in (25) is separable into |F| subproblems,
which will be solved locally as discussed in the next section.
The primal problem of (25) will be solved using the
dual approach. From (18) and (25), the corresponding dual
problem can be written as,

oy

(26)

T N4
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axL Z
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feF
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subject to constraints (20) - (24).

Since the primal objective function is now strictly con-
cave, the dual is differentiable, and the gradient of L" with
respect to the different Lagrange multipliers are obtained
as

oL’ ¥

=zf — Wy, 27
ap} ) Zf /’L’U ( )
S =Y >y, (28)
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Applying the gradient projection method [48], the
Lagrange multipliers are calculated iteratively as follows:

, ot
proi+1) = [p},z,m + ”ap}j : (32)
where v > 0 is the gradient step size, and [-]* denotes
max(0, -). The remaining Lagrange multipliers are obtained
iteratively using similar equations.

Equating the gradient of L’ with respect to z to zero,
results in

(33)

Zi+1) = U (Z p},v(i)) :

Z}EVf

similarly, equating the gradient of L’ with respect to y to
zero, results in

Y1) = x50+ [, DB = PB4 — P34

— Pt = Y oD +PF (i)ﬁﬁ} . (34)

e'eS,

where v1 is the source node of edge ¢, and vp is its
destination node. And g5 = [Iac + (1 —I5)] (1 — P9

4.3 Distributed Implementation

Here we describe how the proximal approximation algo-
rithm can be implemented in a real network in a distributed
way. For each traffic stream in the network, we assume
that single path routes from source to destination is already
established through any routing protocol. Therefore, at the
start of the resource allocation protocol, each mesh node
has the knowledge of

1) the routes it is part of,

2) the previous node in each of those routes, and

3) the next node along each of those routes.

In addition, each node will need to identify all the nodes
within its interference range. This can be achieved through
the use of a simple HELLO protocol to construct the
contention domains [49].

At the i iteration, any node v updates the Lagrange
multipliers associated with itself and with all outgoing links
emanating from it according to (32) and using the gradi-
ents in (27) to (31). Then, using the updated multipliers,
node v calculates the resources allocated to each of its out-
going links according to (34). Investigating the Lagrange
multipliers updates (27) through (31), and the resource allo-
cation solution (34), it can be noted that, node v needs to
acquire the following information in order to perform its
calculations;

1) resource allocation solutions (y}’;) at all nodes
within interference range (used in the update of
pﬁ,t,c, as seen from (31)),

2)  the value sz,t from the next node along each route
node v is part of (used for the calculation of yt’;
in (34)),

3) the value z for all streams passing through node v
(used to update Pfl,y)~
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From (33), it is seen that the calculation of zf for each
data stream requires the knowledge of p! , from all nodes
along stream’s f route. Therefore, this calculation will take
place at the source node, where the values p}  from all
nodes along the route are gathered at each iteration.

In order for the calculations and updates discussed
above to take place, the required information need to be
communicated between nodes. At each iteration, infor-
mation exchange between nodes can be classified into 4
categories as follows;

1) Each node broadcasts its resource allocation solu-
tions to all nodes within interference range.
Depending on the transmission parameters, the
interference range may contain nodes that are sev-
eral hops away from the originating node.
The last node in any given route forwards its
p}’v value to the next node on the backward path
towards the source node. Subsequent nodes on that
backward path add their own p value to the
value received from preceding nodes and then for-
ward the sum to the next node towards the source.
Therefore, the value received at the source will be
Zver P } v(i)
Each node forwards its pvt value to the next node
along the backward path towards the source node.
Transmission of pv’ ; and accumulated pf, , values can
be combined into a single packet transmission at
each node, since both values are propagated in the
backward path.
Once the source calculates zf, this value is trans-
mitted propagated along the forward path from the
source towards the destination.
x}yc
(each n'" iteration for instance).
It should be mentioned that the information exchange
process between nodes can be affected by errors in the wire-
less channel. These errors may result in the loss of some of
these information. Different methods could be used to deal
with data loss during the update procedure. For instance,
a node that does not receive the expected updated data
may simply choose not perform any updates or calcula-
tions during the current iteration. Since other nodes are
expecting updates from that affected node, it cannot sim-
ply remain silent as this will result in the whole process
to stall. Instead, this node can resend the updates it sent
during the previous iteration. Another approach can be to
use the last correctly received data or a historical moving
average of the last k correct values to do the updates and
broadcast the resulting solution. In all these cases, we argue
that the convergence is still attained as discussed in chapter
7 of [48]. In both cases, the system is expected to require
more iterations to converge. Due to space limitations, we
will not further investigate this issue, but it should be the
subject of a future work.

Finally, each node sets yf . at regular intervals

4.4 Complexity
Calculations at each node can be summarized in the fol-
lowing steps,

1975

| Equ. [ Complexity |

(27) | O(JES" | x T x N)

(@8) [ O(FI X [F™]) _

(29) | O(IFI x N x (1" +1E™]))

(30) | O(]S.])

Bl) | O(JE | x T x N)

32 o)

(33) | o(Vsl)

(34) | O(]S.])

1) Calculating the gradient of the Lagrangian w.r.t each
Lagrange multiplier, as per (27) to (31),

Updating the Lagrange multipliers as in (32),
Getting resource allocation variables using (33) and
(34).

The gradient calculation in (27) and (31) involves the

2)
3)

calculation of ,uj; using (3) and (4). This calculation can be
seen to have a complexity of O(|[ES*| x T x N) as it involves
the summation over all the nodes outgoing edges and all
possible resource elements (t, c) that each edge can use.

Getting the value of z¢ in (33) involves the inverse of the
gradient utility function. If a logarithmic utility function on
the form Us(z) = log(z) is used, then (33) becomes,

1
(Zoev, 7o)

which can be seen to have a complexity of O(|Vyl).

The remaining calculations and updates are all on the
form of summation and their complexities are summarized
in the following table.

Z(i+1) = (35)

5 RESULTS AND DISCUSSIONS

To evaluate the performance of the proposed algorithm,
we consider a mesh network with nodes deployed uni-
formly on a square grid with a side length of 250m.
The size of the mesh network varies between 5 and 35
nodes. Primary nodes are uniformly distributed in the same
region. The number of primary transmitter-receiver pairs
varies between 1 and 20. The transmission range of any
node is set to R = 100m, and the interference range I = 2R.
A TDMA frame has T = 20 time slots. Channel parameters
used are: transmission power P = 100mW, SNR thresh-
old ¢ = 20dB, path loss exponent y = 3.7, and noise
power spectral density Ny = 107! W/Hz. The utility func-
tions used are Us(z) = log(z) which impose proportional
fairness amongst the traffic streams. Performance of the
proposed resource allocation algorithm is compared with a
simple baseline algorithm in which the available resources
are uniformly distributed over the different used links in
the network. This uniform resource allocation scheme is
subject to the same constraints as our optimization based
scheme. Furthermore, the performance is compared with
the max-min bandwidth allocation (MMBA) algorithm pre-
sented in [19]. The MMBA algorithm maximizes the sum of
the throughput of all traffic streams in the network while
achieving max-min fairness among them. The optimization
variables in the MMBA algorithm are the bandwidth allo-
cated to each link and the fraction of time a given link
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Fig. 4. Effect of the number of primary channels on (a) average
secondary throughput, and (b) end-to-end delay.

is active. The solution is obtained by solving two linear
programs. It is noted that this algorithm is centralized. To
average out the effect of random channels, random deploy-
ment of primary nodes, and random selection of the source
and destination of the different traffic streams, each sce-
nario is repeated 25 times and the results averaged over
these runs.

In Fig. 4(a), we study the effect of the number of primary
channels available on the average achievable secondary
throughput. The network in this case has 10 secondary
nodes and has either 1 or 3 traffic streams. It is noted that
the proposed resource allocation algorithm outperforms
both the MMBA and the uniform allocation schemes by 9%
and 16%, respectively, in the case of 1 traffic stream, and
6% and 17% in the case of 3 traffic streams. Moreover, to
accommodate the 3 traffic streams, the MMBA and uniform
allocation schemes require 5 channels, while the proposed
schemes requires only 4. Finally, it is noted that after a cer-
tain point, the system does not benefit from any additional
primary channels available. For instance, with 1 stream
all schemes cannot benefit from more than 15 channels,
and with 3 streams they cannot benefit from more than
15 channels. That’s because of the single channel per time
slot constraint. Once all the links start using the maximum
number of time slots possible, they cannot benefit from any
additional channel resources.

The end-to-end delay performance as a function of
the number of primary channels is depicted in Fig. 4(b).
The performance gain of the proposed resource allocation
algorithm over the MMBA and uniform allocation algo-
rithms is clear. For instance, there is a 20% decrease in
the average delay for the proposed algorithm compared to
uniform allocation, and 12% decrease compared to MMBA.
Furthermore, the increase in delay due to the admission
of additional traffic streams into the network is much less
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Fig. 5. Effect of the number of secondary nodes on average secondary
(a) throughput, and (b) and-to-end delay.

with our algorithm. For example, moving from a network
with a single traffic stream and accepting two additional
streams increases the per stream end-to-end delay by 40%
with our algorithm compared to 47% with MMBA and 53%
with uniform allocation. Finally, similar to the throughput
performance, we note that after a given point the average
delay per stream does not benefit from the increase in the
number of available channels.

Fig. 5(a) and (b) depict the effect of the number of sec-
ondary mesh nodes on the per stream throughput and
end-to-end delay, respectively. In this case, the number of
available primary channels is fixed at 10. The important
point to note here is that the network performance (in
terms of throughput and delay) benefits from the increase
in the number of mesh nodes. To interpret this observa-
tion, we note that, as the number of nodes increases, the
node density increases, and hence nodes are closer together.
Therefore, links tend to be shorter in length, and paths
tend to have fewer hops. Where shorter links result in
lower outage probability, and fewer hops result in more
resources being allocated to each hop. On the other hand,
the denser network means that each active link will inter-
fere with more links. However, in our case, the performance
increase outweigh the negative effect of this increased
interference.

The effect of the number of traffic streams is shown in
Fig. 6. Here the network has 25 secondary nodes and 5 or 15
primary channels. It is clear that the proposed scheme out-
performs both the MMBA and uniform allocation schemes
in all cases. As the number of traffic streams in the net-
work increases, the share of each stream from the available
resources decrease. Therefore, the achievable throughput
per stream decreases and the end-to-end delay increases
as shown in the figures. It is also noted that our proposed
scheme can manage the available resources better than the
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Fig. 7. Effect of the primary idle probability on average secondary
(a) throughput, and (b) and-to-end delay.
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other two. For instance, with 5 channels our scheme is able
to support all the 5 traffic streams, while the MMBA scheme
can support 4 streams and the uniform scheme supports
only 3 streams.

Fig. 7 shows the effect of the primary channels idle prob-
ability on the secondary throughput and end-to-end delay,
respectively. Here the network has 10 primary channels
and 10 secondary nodes. It can be seen that there exists
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Fig. 8. Effect of the secondary arrival rate on average secondary
(a) throughput, and (b) and-to-end delay.
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a lower bound on the values of the primary channels’
probability below which the network cannot support the
traffic demand of the secondary users. This lower bound
depends on the number of available channels, with more
channels available, the probability of finding an idle chan-
nel at any given time slot increases, therefore, the bound’s
value decreases. As shown in the figures, the bound’s value
increases with the number of traffic streams. Since as the
number of streams increases, more resources are required
to support them, which requires that the channels need
to be available with higher probability. It is also observed
that the lower idle probabilities result in higher end-to-
end delay, since packets have to wait longer to find an
idle channel. Finally, it is clear from the figures that our
proposed scheme is able to support the secondary nodes
traffic at lower primary channels idle probability compared
to the two other schemes, and that as the number of streams
increases, the difference between the required lower bounds
for the different schemes also increases.

Fig. 8 shows the effect of the secondary packets arrival
rate on the secondary throughput and end-to-end delay,
respectively. As expected, the delay increases as the pack-
ets arrival rate increases. On the other hand, the maximum
achievable throughput is independent from the secondary
arrival rate, as it only depends on the primary idle proba-
bility and the physical channel conditions. It can be seen
that when the secondary arrival rate exceeds the maxi-
mum achievable throughput, the network becomes unable
to support the traffic load while maintaining the stability
of the different queues and the problem becomes infeasible.
That is why the throughput drops to zero after some point.
It is clear that our proposed scheme results in a higher
maximum achievable throughput, and therefore, is able to
support higher traffic load compared to the MMBA and
uniform allocation schemes.
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Fig. 10. Convergence behavior of the distributed algorithm, (a) with dif-
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SUs.

The effect of the delay constraint parameter d on the
network’s performance is depicted in Fig. 9, where the
parameter d takes values between 1 and 5. A value of d =1
corresponds to no delay constraint, and a value of d = 5
corresponds to a delay constraint on the form D < 2 time
slots. It is noted that the delay constraint is not an end-to-
end constraint, but is applied on a link by link basis. The
network here has 15 secondary nodes. It is noted that the
achievable throughput by the secondary nodes is almost
unaffected by the delay constraint as long as the available
spectrum resources are enough to satisfy the delay con-
straint. However, when the delay constraint becomes more
stringent there is a point where the available resources are
not enough to satisfy it and the problem becomes infeasi-
ble and unable to converge to a useful solution. It is seen
that by increasing the number of available channels, a more
stringent delay constraint can be supported by the network.

Fig. 10 depicts the convergence behavior of our proposed
resource allocation algorithm. The convergence behavior for
the case of 1, 3, and 5 traffic streams is shown in 10(a). It
can be seen that with a single stream, the algorithm con-
verges in about 150 iterations. Here it is noted that, the
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streams.

number of streams has almost insignificant effect when
it comes to convergence time. This is mainly because in
our algorithm the resource allocation calculations for each
stream are done in isolation from the remaining streams in
the network. From Fig. 10(b), it can be noted that when
the number of primary channels increases from 5 to 15
more degrees of freedom exists in the network, however,
convergence is faster than the case with only 5 primary
channels. This can be resorted to the fact that we are
using the same step size in all the experiments. Adapting
the step size to the system’s parameters is expected to
result in better convergence for the case of 5 PUs. The
effect of the number of mesh nodes on the convergence
was also studied. The results reveal that the number of
nodes has no effect on the convergence speed, this is
mainly because all the nodes perform their calculations in
parallel.

Finally, the impact of a dynamic load on the network is
studied in Fig. 11. The network starts with a single stream
and converges in around 250 iterations. After 500 iterations,
a second stream is added. The aggregate utility initially
drops since the utility of the newly added stream is very
low (no resources assigned yet). After about 250 iterations
the network converges to the optimal solution, distribut-
ing the resources between the two streams. At the 1000
iteration, one of the two streams leaves the network. Here
we see that the network adapts to the new situation and
reassigns all of the freed resources to the remaining stream
leading to an increase in its utility.

6 CONCLUSION

In this paper, the throughput maximization problem in
cognitive radio based WMNs is formulated as a utility max-
imization problem. The utility function used is a function
of the minimum service rate along that stream’s end-to-end
path, which provides a degree of fairness among different
streams. Furthermore, the maximization problem formula-
tion allows the incorporation of different end-to-end delay
constraints. The centralized network wide resource alloca-
tion problem was decomposed into a set of subproblems
that can be locally solved. An efficient and scalable decen-
tralized solution protocol was proposed. Results demon-
strate the efficiency of the proposed decentralized solution
scheme, and its ability to adapt to varying network loads.
Performance gains of the proposed protocol in compari-
son with uniform resource allocation and max-min band-
width allocation are demonstrated. It was shown that, for
a given amount of resources, the proposed protocol can
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accommodate more traffic streams. Moreover, it can achieve
up to 17% increase in throughput and 20% decrease in
delay.
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