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Abstract—Federated Learning is a new learning scheme for collaborative training a shared prediction model while keeping data locally
on participating devices. In this paper, we study a new model of multiple federated learning services at the multi-access edge
computing server. Accordingly, the sharing of CPU resources among learning services at each mobile device for the local training
process and allocating communication resources among mobile devices for exchanging learning information must be considered.
Furthermore, the convergence performance of different learning services depends on the hyper-learning rate parameter that needs to
be precisely decided. Towards this end, we propose a joint resource optimization and hyper-learning rate control problem, namely

MS — FEDL, regarding the energy consumption of mobile devices and overall learning time. We design a centralized algorithm based on
the block coordinate descent method and a decentralized JP-miADMM algorithm for solving the MS — FEDL problem. Different from the
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centralized approach, the decentralized approach requires many iterations to obtain but it allows each learning service to
independently manage the local resource and learning process without revealing the learning service information. Our simulation
results demonstrate the convergence performance of our proposed algorithms and the superior performance of our proposed

algorithms compared to the heuristic strategy.

Index Terms—Federated learning, resource allocation, multi-access edge computing, decentralized optimization
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1 INTRODUCTION

owaDAYs, following the great success of Machine

Learning (ML) and Artificial Intelligence (Al) applica-
tions, there are more and more intelligent services that have
transformed our lives. This progress has been drastically
elevated by the ubiquity of device-generated data that is
available to the service operator and stronger computing
power at cloud data centers and mobile devices. Recently,
the deployment of MEC servers at the edge networks has
been acknowledged as one of the key pillars to revolutionize
mobile communication by assisting cellular base stations
with low latency computing capability. When compared to
cloud datacenter, the machine learning training process can
be done at the mobile edge network with the help of multi-
access edge computing (MEC) servers, resulting in lower
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communication latency for exchanging learning informa-
tion. Therefore, these enablers unlock the full potential of
edge ML applications for the vision of truly intelligent next-
generation communication systems in 6G [1]. However, the
ML applications raise a privacy concern in the data collec-
tion for training purposes. In many ML applications (e.g.,
Crowdtracker [2], Waze Carpool [3], etc.), users are required
to share their sensitive personal information (i.e., user loca-
tion, user identity, user photos, etc.) to the server. Further-
more, uploading a massive amount of data throughout
radio access links or the Internet to the cloud data centers is
costly. Hence, the strong computation capabilities of the
increasingly powerful mobile devices empower the local
inference and fine-tuning of Deep Neural Networks
(DNNs) model on device without sending their training
data to the server [4], [5]. On the other hand, using solely
the personalized local data could lead to the overfitting
problem of the local training models. Thus, sharing the local
learning model parameters among user equipments (UEs)
equip to build up a generalized global model is the primary
idea of a brand-new ML scheme, namely federated learning
[6], [7], [8]. The deployment of this learning scheme at the
edge networks brings up latency and transmission cost
reduction by sending the weight parameters of local learn-
ing models to the MEC server instead of sending device-
generated data to the cloud and enhances the user privacy
compared to the conventional centralized training [9]. Inevi-
tably, the federated learning scheme is one of the vital ena-
blers to bring edge intelligence into reality.

In the typical federated learning scheme, the actual train-
ing process is decentralized as each UE constructs a local
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model based on its local dataset. Then a shared global model
is updated at the server by aggregating local learning weight
parameters from all UEs such as gradient, and learning
weight parameters. After that the updated global model is
broadcast back to UEs. As an example, the work of [6] has
provided the simplest form of a federated learning algorithm
in which the learning parameters of the global model are
averaged from local ones at UEs. However, the performance
of this learning scheme at the edge networks firmly depends
on the allocated computation resources for local training and
communication resources for uploading the updated local
model parameters to the MEC server. Therefore, the alloca-
tion problem for both computation and communication
resources is crucial for deploying a federated learning
scheme at the edge networks. This type of problem is well-
studied in [10], [11] that design resource allocation frame-
works regarding learning performance and resource cost.
Since these works focus on the model of a single federated
learning service in the edge networks, there is the necessity
of an extensive study and analysis for the upcoming multiple
learning services systems. Indeed, more data consisting of
network-level mobile data (e.g., call detail record, radio
information, performance indicator, etc.) and app-level data
(e.g., device profile, sensing data, photos, video streaming,
voice data, etc.) [12] can be collected on user equipment such
as mobile devices, wearable devices, augmented reality
headset, IoT devices. As a result, it enables many ML appli-
cations and services can be deployed on UEs or in the edge
networks. In addition to the independent deployment for
different learning tasks, multiple deep learning models can
be deployed together and provide better performance sys-
tems such as the mobile vision system [4], [5].

According to the essential deployment of multiple feder-
ated learning services, the computation resources necessar-
ily are shared among these services for the local training
while the communication resources are shared among
mobile devices for exchanging learning information from
different services. Moreover, the performance of learning
services depends on the learning parameters that need to be
precisely decided regarding the resource allocation cost and
the overall learning time. In this paper, we study the under-
explored problem - the shared computation, communication
resource allocation, and the learning parameter control for multi-
ple federated learning services coexisting at the edge networks.

In Fig. 1, we depict the system of multiple federate learn-
ing services where a Federated Learning Orchestrator (FLO)
at the MEC server is in charge of the computation and com-
munication resource management, controls the hyper-learn-
ing rate parameter of learning services and operates these
federated learning services. Accordingly, FLO performs
two main processes as follows

Resource Allocation Process. In this work, we consider the
flexible CPU sharing model such as the CPU frequency shar-
ing among virtual machines or containers to perform the
local learning updates. Since those virtual instances often
require a high deployment cost, we consider the pre-allocat-
ing CPU strategy for different services. To capture the trade-
off between the energy consumption of mobile devices and
overall learning time, we propose a resource optimization
problem, namely MS — FEDL that decides the optimal CPU
frequency for each learning service and the fraction of total
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Fig. 1. Multiple federated learning services model.

uplink bandwidth for each UE. As shown in Fig. 1, comput-
ing (i.e., CPU cycles) and communication (i.e., bandwidth)
resources are shared among learning services and UEs,
respectively. In addition to resource allocation, it also con-
trols the hyper-learning rate of learning services such as
the relative accuracy of the local learning problem at the
UEs.

Federated Learning Process. After the shared computation
and communication resources allocation, FLO performs the
federated learning process iteratively according to the fol-
lowing steps: training local model, transmitting local learn-
ing model to FLO, updating the global model, and
broadcasting the global model to UEs until the convergence
is observed.

In order to provide an efficient approach for the resource
allocation and learning parameter control of multiple feder-
ated learning services, in this work, we develop the problem
design and analysis for FLO, which can be summarized as
follows

e In Section 3, we first propose a resource-sharing
model for multiple learning services. Then, we pose
the resource allocation and learning parameter con-
trol problem for FLO to manage multiple learning
services with the MS — FEDL problem, which is in the
form of a multi-convex problem.

e In Section 4, we develop both centralized and decen-
tralized approaches to solve the MS — FEDL problem.
Specifically, We first propose a centralized algorithm
based on block coordinate descent framework that
provides a quick scheme by decoupling the global
problem into three subproblems such as CPU alloca-
tion, bandwidth allocation, and hyper-learning rate
decision subproblems. After that, we develop a
decentralized approach based on the JP-miADMM
algorithm which allows each learning service to
independently manage the resource allocation, local
learning process and cooperatively operate under
the management of FLO. Although the decentralized
approach requires many iterations to convergence, it
provides a more flexible and scalable method for
resource allocation without revealing the learning
service information.

e In Section 5, we provide extensive numerical results
to demonstrate the convergence performance of the
proposed algorithms. Moreover, we present the per-
formance gain of our proposed algorithms when
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compared with the heuristic strategy. Finally, we
present the conclusions in Section 7.

2 RELATED WORKS

Many attempts on distributed training over multiple
machines have recently given rise to research on decentral-
ized machine learning [11], [13], [14]. However, most of the
algorithms in these works are designed for machines having
balanced and i.i.d. data, and is connected to high-throughput
networks in data centers. With a different scheme, Federated
Learning (and related on-device intelligence approaches),
which has attracted much attention recently [6], [7], [15],
[16], [17], [18], [19], exploits the collaboration of mobile devi-
ces that can be large in number, slow and/or unstable in
Internet connections, and have non-ii.d. and unbalanced
data locally. In the simplest form of a federated learning
algorithm (i.e., FedAvg [6]), the authors provide a simple
mechanism of averaging the updated learning parameters of
the local model using local data at individual UEs. On the
other hand, CoCoA+ [17] provides a general framework
under a strong theoretical convergence analysis, in which
the local learning problem of UEs is transformed into dual
problems and can be solved by any arbitrary solvers. Differ-
ent from CoCoA+ framework, in our recent work [20], we
develop a new federated learning algorithm, namely FEDL
that uses an additional Bregman divergence in the learning
objective [21] to encourage the local model being close to the
global model. Most of these existing works aim to provide
the learning algorithms that focus on learning performance
and providing the theoretical convergence analysis. How-
ever, for the practical deployment in mobile edge networks,
a resource allocation problem for federated learning service
needs to be carefully designed to manage the computation
and communication resources. Furthermore, it is important
to control the learning parameters by considering energy
consumption and learning time convergence. The work of
[11] introduced this type of problem for the distributed gra-
dient descent analysis, in which the authors propose a con-
trol algorithm that determines the best trade-off between
local updates and global parameter aggregation to minimize
the loss function under a given resource budget.

In our previous work [10], [20], we propose a resource
allocation problem among UEs and the hyper-learning rate
control of learning services in the wireless environment
regarding the computation, communication latency, UE
energy consumption, and the heterogeneity of UEs. In this
paper, we study the extensive design for multiple federated
learning services that co-exist at the edge networks with the
change in the sharing of bandwidth allocation based on
OFDMA instead of transmission power control in our previ-
ous work. Also, we consider the additional broadcast time,
extra communication overhead, and the time for averaging
operation at the edge server. Furthermore, both resource
allocation and learning processes can be controlled by a FLO
at the MEC server which performs the resource allocation in
the centralized or decentralized approaches and is being an
aggregator for the global learning update. For the centralized
solution approach, the MS — FEDL problem is bi-convex and
we adopt the alternative minimization algorithm to provide
a solid approach that can help the subproblems of the

MS — FEDL problem can be solved by arbitrary convex solv-
ers. When all services from the same owner such as multiple
deep learning models can be deployed together and provide
better performance mobile vision systems in [4], [5], this
approach can be sufficient to provide an efficient resource
allocation mechanism in which the sharing of service infor-
mation in the MS — FEDL problem is not an issue. However,
the centralized approach will be limited when scaling up toa
large number of users and require the sharing of all informa-
tion among services. To resolve these problems, we develop
another flexible decentralized solution approach based on
the combination of multi-convex and parallel setting of
ADMM. The conventional ADMM algorithm can be applied
in convex problem [22], and later extended to parallelly solve
subproblem with JP-ADMM [23]. Recently, the new analysis
for the convergence of the multi-convex ADMM problem
[24]. To the best of our knowledge, the combination of these
two extended algorithms for ADMM hasn’t applied in other
works as in our decentralized approach. Our decentralized
approach can be useful for independent service providers
such as multi-tenant FL services that use the common shared
resources from the third-party edge provider. The decisions
can be made by each service and shared with FLO only with-
out revealing the learning service information (i.e., dataset
information, exchange local updates information between
UEs and the MEC server, the number of CPU cycles for each
UE to execute one sample of data).

3 MuLTI-SERVICE FEDERATED LEARNING
AT THE EDGE

3.1 Federated Learning Algorithm Design

In this subsection, we summarize our recent federated
learning algorithm design according to [20] as in the detail
of Algorithm 1. Accordingly, in the typical setting of feder-
ated learning for a general supervised learning problem,
given a sample data {z;,y;} € D with input z; € R?, the
learning task is required to train the model parameter w to
predict the correct label y; by minimizing the loss function
fi(w). The training data at UEs can be the usage information
or sensing data from the integrated sensors. Different from
the conventional centralized learning, the dataset of the fed-
erated learning scheme is distributed over a set of N UEs
where each participating UE n collects training data sam-
ples and stores a local dataset D,, such that

D= U
=1.

n

Dp; N Dn:@
N n=1.N

The local loss function of the learning problem using the
local dataset of UE n is defined as

1

F,(w) = W

> filw). (6Y)

i€Dy,

Assumption 1. The local loss function F,(-) is L-smooth and
B-strongly convex, Vn, respectively, as follows, Vw, w':

L
Fo(w) < Fy(w) + (VE,(w),w—u') + 5 [lw — w’||2

Fu(w) 2 () + (VE, ()0 =) + S w—w,
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where (z,2’) denotes the inner product of vectors z and
2/ and ||| is Euclidean norm. These strong convexity,
smoothness assumptions are also used in [25], and satisfied
in popular ML problems such as I;-regularized linear
regression model with f;(w) =1 ((z;,w) — y;)” + & |lw|*, y: €
R, and lg-regularlzed lo glstlc regression with f;(w) =
log (1 + exp(—y;i(zi, w) [wl? y; € {~1,1}. Accordingly,
we denote p := % as the Cond1t1on number of F,(-)’s Hessian
matrix.

Algorithm 1. Federated Learning Algorithm (FEDL)[20]

1:  Input:w® 6 €[0,1],n > 0.

2: fort=1toK,do

3: Local Training: Each UE n solves its local learning prob-
lem (3) in K; rounds to achieve #-approximation solu-
tion w!, satisfying (5).

4: Communication: All UEs transmit w!, and VF,(
the edge server.

5: Aggregation and Feedbacks: The edge server updates
the global model as in (9) and then fed-backs w' and
VF(w') to all UEs.

wh) to

Then, the global loss function of the global learning prob-
lem is as follows

N

(2)

mln F(w) :

n=1

Accordingly, the global learning model can be obtained
by solving the global problem (2) using an iterative update
process at the server and UEs in the federated learning
scheme. These updates perform alternatively within a num-
ber of global rounds (i.e., K,) that consists of four following
steps at one global round as

e S1. Local Training: Every UE needs to train a local
model by using the local training data D,,.

e  52. Upload local model: UEs transmit the local learning
model and global gradient updates to the server.

e S3. Update global model: The global model is con-
structed based on the weight parameters of local
models at the server.

e  S4. Broadcast global model: The updated global model
and gradient are broadcast to all UEs.

Local Training at UEs. According to [20], instead of solv-
ing the local objective in the equation (1), the surrogate
problem is solved to attain the local model w! for each
global round ¢ as follows
Y+ 1 F(wlw'™), @)

min J! (w) := Dp, (w,w'™
w
where Dy, denotes the Bregman divergence [21] of F,,(-)

DFn (’LU, wtil)

= Fy(w) ~ Fy(w'™) — (VE,(w' ™), 0 - w');

F(w|w'™") denotes the first-order approximation of the
global function F(-) at w'~!

Flwlw™) = F(w'™) + (VF(u' ™), w - w'™);
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and n > 0 is the weight that balances between two objec-
tives which is also our controlled learning parameter. The
Bregman divergence is the generalized distance between
the local model solution w and the latest global model
parameter w'~! (e.g., square Euclidean distance) that is
widely applied in machine learning applications, statistics,
and information geometry [21]. Thus, the local model at
UEs can be constructed by minimizing the surrogate objec-
tive with the approximated loss function minimization such
that its parameters is close to the latest global model param-
eter w'~'. Then the equivalent local learning problem is
derived as follows

H}Lm J!(w) =1 F(w) + — VE,(w'™

<17VF(wt71) 1),w>.

(4)

Since it is usually difficult to obtain the optimal solution in
the learning problem (4), UEs is required find a (possibly
weak) solution w!, instead. As an analogy from the definition
for the relative accuracy in [14], [26] for the approximation,
the local weight parameters at all UEs satisfy

(6))

90| < 090w

where the relative local accuracy 6 € (0,1) is common to all
UEs. This parameter also defines the quality of the approxi-
mation solutions when solving the local learning problem
(3), in which 6 = 0 the optimal solution is obtained, while
6 = 1 we have no progress (i.e., w!, = w'™!). Since the objec-
tives J! (w) and F,(-) have the same Hessian matrix, J! (w)
is also B-strongly convex and L-smooth. Accordingly, the
gradient descent (GD) method is reasonable to solve (4) and
requires K; number of local iterations to achieve the accuracy
f-approximation of the solution.

k1

w7l

=wl — VI (wh), (6)
where hy, is a learning rate. Note that each UE holds a small
portion of samples, i.e, D, < < D, Vn. In case of large D,,
mini-batch SGD can be used to alleviate the computation
burden on UEs, but the convergence rate will be different.
We assume that the generated convergent sequence (wf ),
for the local model satisfying a linear convergence rate [27]
as follows
Tl = Ji(w)) < et = p)F(Towo) = To(w}), (D)

where w} is the optimal solution of the local problem (4),
and cand y € (0, 1) are constants depending on p.

Lemma 1. With Assumption 1 and the assumed linear conver-
gence rate (7) with wy = w'=, the number of local rounds for
solving (3) to achieve a 0-approximation condition (5) is

2 C
K;=—log —,

85 ®

where C := cp.

Global model updates at the server: Considering a synchro-
nous federated learning scheme, the global model parame-
ter is then updated by aggregating the local model
parameter w!, from all UEs as follows
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9)

N D
:Z||D w

n=1

This updated global model is then broadcast along with

VF(w') to all UEs (line 5) to all UEs. The convergence of the
global problem (2) is achieved by satisfying
Fuw') — F(w*) <e YVt > K, (10)

where ¢ > 0 is an arbitrarily small constant, w* is the opti-
mal solution of the problem (2). The algorithm enhances
data privacy by exchanging learning information only
rather than the local training data. The convergence analysis
for FEDL is developed in [20].

Theorem 1. With Assumption 1, the convergence of the FEDL
algorithm is achieved with linear rate

F(uw') — F(w") < (1 — ) (F(w®) — F(w), (11)
where O € (0, 1) is defined as
o . 120 =1 = (0+1)0(3n +2)* — 0+ 1)ne?)
. 20((1+6)* 1202 + 1) '
(12)

Corollary 1. The number of global rounds for FEDL to achieve
the convergence satisfying (10) is

1 Fw®) - F
ngglog—( )e ,

13)

We show the detail proofs of Lemma 1, Theorem 1, and
Corollary 1 in our prior work [20]. Note that the conver-
gence of FEDL can always be obtained by setting sufficiently
small values of both n and 6 € (0,1) such that ® € (0,1).
Thus, © € (0,1) is only the sufficient condition, but not the
necessary condition, for the convergence of FEDL. Thus,
there exist possible hyper-parameter settings such that
FEDL converges but ® ¢ (0,1). Even though the convergence
of FEDL algorithm is only applicable to strongly convex loss
(e.g., linear regression problem) in theory, we show that
FEDL also empirically works well in the non-convex case
with CNN learning models. The further convex and non-
convex learning models and design of the FEDL algorithm
were profoundly analyzed in our prior work [20].

Learning Time Model: According to the convergence anal-
ysis of the federated learning algorithm, we obtain the con-
vergence rate and the global rounds depend on the hyper-
learning rate n and the relative accuracy of the local learning
problem 6 as in Corollary 1. Therefore, the total learning
time can be defined in the general form as follows
Ky(0) x (¢ +T(0)),

TIME(7,6) = (14)

where ¢ is the one round of communication time, 7 (6) is the
required time to obtain the relative accuracy 6 of the local
learning algorithm, and K (®) is the required number of
global rounds in the Equation (12) and the O is defined in
the equation (12). In a common setting of many federated
learning frameworks [6], [18], the number of local iterations

is often fixed for each UE, thus, the remaining control
parameter is the hyper-learning rate 5 that affects to the
number of global rounds. Accordingly, we substitute the
constants and get the simplified form as follows

A
Ky(0) = o
(200 — 1)° — 20+ 1)8p> — np*(0 + 1)(30 + 1))
®: 2. 9 9 ’ (15)
20((146)"n%p% + 1)
_ Cn—Dp?
~2p(Bp2+1)’
where
0y _ *
A log M .,
B:= (1+6)*p
C:=206-1) —2(9-1—1)9,02,
D:= p*(0+1)(30 4 1).

3.2 Multi-Service Sharing Model
In this paper, we consider a multi-service federated learning
scheme with one Federated Learning Orchestrator (FLO) at
the MEC server and a set V' of N UEs as shown in Fig. 1.
Each participating UE n stores a local data set D, ,, with size
Dy, for each federated learning service s. Then, we can
define the total data size of a service s by D, = SN | D, .
The CPU resource of each UE is consumed to perform the
local learning problem in (4) for each service s by using
the local data. Therefore, it is crucial to share the CPU
resource of each UE amongst the local learning problems of
multiple services efficiently. After the local training, all UEs
upload their updated local model parameters to the MEC
server by using the wireless medium. Hence, it is also
important to efficiently share the communication resource
(i.e., bandwidth) among the UEs. At the MEC server, FLO is
deployed to manage computation (i.e., CPU) and communi-
cation resources sharing among learning services and UEs.
In addition to resource allocation, FLO also controls the
hyper-learning rate of learning services.

3.2.1 Local Computation Model

We denote the required number of CPU cycles for each UE
to execute one sample of data belong to service s by c,,
which can be measured offline [28]. The required CPU
cycles are directly proportional to the number of samples in
the local dataset. Since all samples {z;,yi};cp,  have the
same size (i.e., number of bits), the number of CPU cycles
required for UE n to run one local iteration of learning ser-
vice s is ¢;D; . The allocated CPU-cycle frequency for the
service s is denoted by f; . Then the energy consumption of
UE n to compute one local iteration for learning service s
can be expressed as follows [29]

(’stnlB
cmp Fn g2 7771
Een § f@n_ 9

i=1

N (16)

where B, /2 is the effective capacitance coefficient of UE n’s
computing chipset. In addition, the computation time per
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TABLE 1
The Summary Table of Important Notations
Var Definition
s Index denoting FL service
n Index denoting participating UE
D, The size of local dataset of the service s at UE n
Cs The number of CPU cycles required to process 1 bit
of data sample of the service s
EZY The energy consumption of service s at UE n to
compute one local iteration
EXm The energy consumption of service s at UE n to
transmit the local updates
Teme The local training time for one local iteration of
service s
Teom The transimission time of service s
B The total uplink bandwidth
B The downlink bandwidth
Vs The size of local information updates of the service s
K, The number of local iterations of service s
K4(®,) The number of global rounds using FEDL

C, The total cost of the learning service s

N The hyper-learning rate 5, using FEDL

fom The allocated CPU-cycle frequency for service s at
UEn

wy, The allocated fraction of the uplink bandwidth for
UEn

(s 5.0

local iteration of the UE n for a service s is . Using a
synchronous federated learning scheme, local trammg time
for one local iteration of the learning service s is the same
with the computation time of the slowest UE as

T( L —— Cs'Dsm,

neN sn

m
s,mn?

+7 an
where 7]’ is the extra overhead to access memory. We
denote the vector of f,, by f; € R".

3.2.2 Communication Model

After processing the local learning problem, UEs need to
exchange the local information to FLO on a shared wireless
medium via a multi-access protocol (i.e., OFDMA). There-
fore, the achievable transmission rate (bps) of UE n on the
given the allocated fraction w,, of the total uplink bandwidth
B is defined as follows:

hapn

)

where N is the background noise, p, is the transmission
power, and h,, is the channel gain of the UE n. Since the
dimensions of local models and global gradient updates in
line 4 of the Alg. 1 are fixed for all UEs, the data size (in
bits) of local information updates does not change and is
denoted by v, for each learning service s. Thus, uplink
transmission time of each UE n for a service s is

r(w,) = w, B"1og , (1 + (18)

Vs

T;Lzl(wn) ‘ 19

rg,]n (wn) =

In addition, the downlink broadcast delay should be
taken into account to transmit the global changes to all users
using the downlink bandwidth B% as follows

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 22, NO. 1, JANUARY 2023

h, P
— B (1 n )
ng + N

(20)
Since the global information and the local information has
the same size v,, then, the downlink transmission time for
the updated global information is t¥, = % . Thus, the down-
link of the service s is ¥ = max, .\ t?,. &

Accordingly, the communication time of a learning ser-
vice s consisting of the uplink transmission time and down-
link transmission time is defined as

Tme = In%( Tb n(w") + T + Ts nd (21)

ne.
where 77" is the extra communications overhead during the
transmission (e.g., establishing TCP connection) and assumed
to be random constants for each FL service communication.
Furthermore, the energy consumption for the uplink
communication of UE n for the service s is defined as

(wn).

COMm.

—pM

3.2.3 Global Round Model

As aforementioned in subsection II.A, we have the number
of global rounds and the number of local iterations are
K4(0) and K, respectively. Then, the running time of one
global round of the learning service s includes local learning
time and transmission time which is defined as follows

TIT, T = T+ T+ K T, (22)

where T is the computation time of the averaging opera-
tion. Since the simple averaging operation can be performed
very quickly with strong computation capabilities of the
edge server and the size of local updates information (.e.,
local learning model, global gradient updates) are the same
for every global round, 77" is assumed to be small constant
for each service s.

Furthermore, in one global round of each service s, the
total energy consumption of all UEs for learning and uplink
transmission is expressed as follows

Z

qu f:57 E(om +K Eemp

sn s,n

(23)

Finally, the total cost of a learning service s is defined as
C. = K (04) (B2 (fy, w) + T T, T2™)),

where «, is the trade-off between running time and the
energy consumption of UEs that needs to be minimized.

3.3 Problem formulation

Since the learning services jointly occupy the shared CPU
resource in each UE, and the shared uplink bandwidth
resource to upload the weight parameters of local models.
Thus, FLO takes a role to manage these shared resources
and controls the hyper-learning rate of learning services. To
minimize the running time cost and the energy consump-
tion of UEs, we propose the multi-service Federated Learn-
ing optimization problem for FLO, MS — FEDL, as follows
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min. 3~ Ky (0,) (B (fy, w) + ke T9 (T, T )
fawm P (24)
$£. ) fon = fi,Yn € N, (Shared CPU)
seS
Z w, =1, (Shared Bandwidth) (25)
neN
fs,n 2 fsminavs € van S N7 (26)
Wp, > Winin Vn € N7 (27)
0 <0, < 1;n, > 0,Vs € S, (Learning parameters)
(28)
Tom > S8 s € S,V € N, (29)
T > 1 (wy) + T8 + 180, Vs € S,Vn e N, (30)

where f!* is the total CPU frequency of UE n. The main
decision variables include the allocated CPU frequency (.e.,
f:={fsn}) for each service s at UE n, the allocated fraction
(i.e., w:= {w,} ) of total uplink bandwidth for each UE n,
and the relative accuracy (i.e., 6 := {6;}) of the local learning
problem at UEs. According to the constraints in (26), (27), all
of the learning services and UEs are required to be allocated
at least the minimum amount of CPU frequency and band-
width to train and upload the learning parameters of local
model. Besides, the auxiliary variables T is the computa-
tional time of one local iteration, and 7:°" is the uplink
transmission time which depends on f and w in the con-
straint (29), (30), respectively. The constraint (24) indicates
the shared CPU resource among learning services and the
constraint (25) defines the shared uplink bandwidth for
each UE. Lastly, the constraint (25) provides the feasible
ranges of the learning parameters in the FEDL algorithm for
each learning service.

4 SOLUTIONS TO MS — FEDL

4.1 Centralized Approach

Even though the MS — FEDL problem is non-convex, we later
show the specific form of this problem is bi-convex [30]. The
convexity proofs of subproblems are shown in the appendi-
ces. For solving this type of problem, we adopt the popular
technique, Block Coordinate Descent (BCD) algorithm [30].
The block coordinate descent method cyclically solves the
optimization problem for each block of variables while fix-
ing the remaining blocks at their last updated values by fol-
lowing the Gauss-Seidel update scheme. In the MS — FEDL
problem, there are two blocks of variables such as block of 6
and block of f,w. The detail of the centralized algorithm is
shown in Algorithm 2.

Given the fixed values f, @ for the resource allocation
variable block f,w and the corresponding computation,
communication time TS Téom, the total cost for each learn-
ing service s (e, C,:= Eg (fo, ) + ks Tg’(T”"’J Teom)), we
have the learning parameter decision problem as follows

105,
—— Service 1l

—— Service 2
Service 3

=
o
S

SUB1-d Objecive
)

Q

0.00 005 0.10 0.20

Fig. 2. SUB1-d convexity for three learning services using the similar
settings in the next section.

SUBL1-c: Learning Parameter Decision Problem

mln ZK

seS
st.0 < O, < 1,VseS,
n, > 0,Vse S,

where n:= {n,}. In K4 (0,), O, are the functions of the
hyper-learning rate 1, and it is defined in the Equation (15).
However, the hyper-learning rate decision subproblem
SUB1-c can be decentralized for each learning service s
without any coupling among services in the constraints.
Thus, each service s can make the decision independently
by solving the following decentralized subproblem.
SUB1-d : Decentralized Learning Parameter Decision

min. Kg(®s)és
Ns (31)
st.0 < 0, <1,

N, > 0. (32)

Lemma 2. There exists a unique solution 6* of the convex prob-
lem SUB1-d satisfying the following equation:

-D+VD? + BC?
ng = O ;

where the relative accuracy of the local learning problem suffi-
cient small and closed to 0.

Algorithm 2. Centralized Algorithm for MS — FEDL

1:  FLO updates the information of learning service require-
ment, UE resources;

2:  Compute n* from SUB1-cproblem using Lemma 2;

Compute f* from SUB2-cproblem given n*;

4:  Compute w* from SUB3-cproblem given n*;

W

Accordingly, we provide the proof for Lemma 2 in the
appendix section. In addition, Fig. 2 illustrates the convexity
of the SUB1-d subproblem for three learning services. The
optimal solutions are obtained by using Lemma 2 and marked
as the circles which are also the lowest values of the objective
curves. As an observation, both high and low values of the
hyper-learning rate 7 cause a higher number of global rounds
K, and higher total cost for each learning service.

According to Lemma 2, the optimal hyper-learning rate
solutions do not depend on the total cost for each learning
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service @s. Thus, the optimal solution of this problem is inde-
pendent to the other decisions. Then, given the optimal learn-
ing parameter n* and the corresponding O, the problem can
be decomposed into two independent sub-problems for CPU
frequency allocation and bandwidth allocation as follows
SUB2-c : CPU Allocation Problem
)

T”'JIJZKH G)* (ZﬁnCD”’fs?n

neN
& Den

s,n

S~ fon = [ ¥n € N, (Shared CPU)
seS
fs,n > fs,mimvs S S,Vn € N,

st TP > 222 4t Vs e S,Vn e N,

bIL7

where T := {T"},

This problem decides a number of CPU frequency for
each learning service at UEs.

SUBS3-c : Bandwidth Allocation Problem

min.

w. Tcom

K ®* (Zp" sn wn) + KsTmm)
seS neN

s.t. T > r;‘fn (wy) + r "4+ 17 VYseS,VneN,

s,n?

Z wy, = 1, (Shared Bandwidth)
neN

Wy 2 Winin, YN € N,

where T := {T"}.

Using block coordinate descent, FLO solves alternatively
three convex subproblems of the hyper-learning rate decision,
CPU allocation, bandwidth allocation. Discussion as men-
tioned above, the optimal hyper-learning rate decision can be
obtained independently, then only one iteration is required in
block coordinate descent style algorithm. These convex prob-
lems that can be easily solved by using a off-the-shelf convex
solver (i.e., IpOpt solver [31]). After solving these problems,
the resource allocation solutions and the decision of the
hyper-learning rate are sent to the UEs to start the learning
process. The whole operation process is illustrated in Fig. 3.

4.2 Decentralized Approach

In addition to the centralized algorithm, we develop a decen-
tralized algorithm, which leverages the parallelism structure
for subproblems update of Jacobi-Proximal ADMM [23] into
the multi-convex ADMM framework [24], namely JP-
miADMM. Since the original form of multi-convex ADMM
using the conventional Gauss-Seidel scheme does not allow
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solving the CPU allocation subproblem independently, the
integrated Jacobi-Proximal ADMM form provides the paral-
lelism structure for this subproblem. The JP-miADMM algo-
rithm consists of two procedures, such as primal update
which can be independently solved by each service s and
dual update takes the role of a coordinator from the solutions
of learning services. Note that in the following primal sub-
problems of JP-miADMM, the objectives comprise the addic-
tive norm-2 terms which are the augmented term that
originally is introduced in ADMM and proximal term in
Jacobi-Proximal ADMM. These two updates are performed
iteratively until the convergence condition is obtained. In
this algorithm, we introduce the dual variables v, y, and the
auxiliary variable z that are used in the next subproblems.
The detail of the decentralized algorithm is shown in Algo-
rithm 3 by alternatively updating the primal variables, pri-
mal residual and dual variables until the convergence
conditions in line 14 are obtained. Specifically, the first condi-
tion is the condition of CPU allocation based on the Frobe-
nius norm of allocation matrix f while the second one is
based on the vector norm of bandwidth allocation solution w.

Algorithm 3. Decentralized Algorithm for MS — FEDL

1:  FLO updates the information of learning service require-
ment, UE resources;
Each learning service s computes 7; from Lemma 2;
Initialize k = 1, fV, w;
repeat
Primal update:
for learning service s € S do
Compute f*+!) from SUB2-dproblem given n?, f*);
Compute w{**!) from SUB3-dproblem given n*, 2(¥;
Dual update:
Update the global consensus bandwidth allocation vari-
able 2(**1) in the Equation (34);
Update primal residual in the Equations (35) and (36);
Update dual variable in the Equations (37) and (38);
k=k+1;
until || f&+D) —

ORI RN

Op < e, 20D =20 < .

Since the optimal hyper-learning rate decision (i.e., n*) is
obtained independently according to the closed-form in
Lemma 2 for each learning service, the JP-miADMM algo-
rithm consists of an iterative process on the shared CPU
and bandwidth allocation as follows

4.2.1  Primal Update

In the primal update, each service s solves iteratively its
CPU allocation, bandwidth allocation, and hyper-learning
rate decision subproblems.

SUB2-d : Decentralized CPU Allocation (finding f(*+1)

%Llpn Klb ®* (Z &cb b”ffn + KTcmp) + y< " fs
s n€/\/’
L P .
B 10+ =5l = O
Jj#s,j€S
sDs,
s.t. T(_mp > & o m, Vn S N

9 ;n?
sn

fs‘n 2 fs,mimvn S N»
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where O, is the function of n* and the decision variable f; is
the vector of { f;,}. Under the mild conditions, i.e., the split-
table objective functions are closed proper convex and the
existence of a saddle point satisfying KKT condition,
the sufficient condition of JP-ADMM for the global conver-
gence to the saddle point according to Theorem 2.1 in [23]
can be guaranteed by choosing parameters such that

S|
2—«

v>p1( —1),and0<a<2,

In the bandwidth allocation subproblem, there is a cou-
pling among services due to all services have the same allo-
cated bandwidth allocation w,, at UE n. Thus, we transform
the SUB3-c subproblem into the following equivalent
problem by introducing the auxiliary consensus variable
(i.e., z := {2,}) and the consensus constraint (33). This trans-
formation is commonly used to handle global consensus
variables in ADMM framework [22].

min.
T 4y

K(] ®* (an v wé ”) +KTcarrz)

seS né
st T > 1 (wen) + 78 + 788, Vs € S,Vn € N,

Z wsy, =1, Vs € S, (Shared Bandwidth)
neN
Ws,n > wmm»vs € 87 vn S ./V’,

(33)

Wy = 2n, Vs € S,Vn € N.

Accordingly, each service s decides the allocated band-
width w{**V by solving individually its subproblem as follows
SUBS3-d : Decentralized Bandwidth Allocation

min. K,(07)
TEOM qpy
.5

(an v 'U)c;n) -I—KT(O"L)

neN

00w, = 20) 4 2 flw, 2O

s.b. T > ™ (w,,) + r L4 1% Vne N,

s,n s,n?

Z ws,, = 1, (Shared Bandwidth)
neN

Ws,n 2 wmin7vn € Na

where w; := {w;,}.
The optimal solution of these convex problems can be eas-
ily obtained by using a convex solver (i.e., I[pOpt solver [31]).

4.2.2 Dual Update

After independently updating the resource allocation,
hyper-learning rate decision for each learning service, the
dual update is performed to coordinate these solutions and
update the dual variables for the next iteration. We first
update the global consensus variable z, of the allocated
bandwidth for each UE as follows

k+1) — Z gkrjl ]-/,0 ) (k+1) )7vn eN. (34)
9€S
Update primal residual:
k+1 Zf(/ﬁ»l) flol (35)

seS

(k+1) _

P - wgkﬂ) _ ) (36)
where 71, 19 is the vector of N devices.
Update dual variable:
y(k+1) _ y<k> + p1T§k+1)7 (37)
v(k+1) _ v(k) + pzr(kﬂ)’ (38)

where y := {yn}a Vs 1= {Vs,n}-

Using JP-miADMM, FLO needs Management Aggregator
and a particular module for each learning service. First, each
FL learning service module performs CPU allocation, band-
width allocation, and hyper-learning rate decision then
sends the CPU and bandwidth allocation decision to Man-
agement Aggregator and then running the aggregation pro-
cess for variable z, primal residual, and dual variables. This
process iteratively performs until the convergence condition
is achieved. Then, the resource allocation solutions and the
decision of the hyper-learning rate are sent to the UEs that
participate in the learning process. The whole process of the
algorithm deployment is illustrated in Fig. 4. In the MEC
server, each service can run its own virtual instance to man-
age the resource allocation and learning aggregator.
Although the decentralized approach requires many itera-
tions to convergence, it provides a more flexible and scalable
approach for the resource allocation without revealing the
learning service information (i.e., dataset information,
the learning weight parameters exchange between UEs and
the MEC server, the number of CPU cycles for each UE to
execute one sample of data). The decisions can be made by
each service and shared with FLO only.

Note that the chosen parameters p;, p, in the augmented
and proximal terms could affect the convergence perfor-
mance of the decentralized approach. Furthermore, for a
particular global convex problem with additional running
conditions, JP-ADMM obtains o(1/k) convergence rate
according to Theorem 2.2 in [23], where k denotes the num-
ber of iterations. Specifically, ||z* — a2 u, = o(1/k) where
z¥ is the primal solution at the iteration k and M, is defined
in [23]. Accordingly, the gaps between updated prlmal vari-
ables become gradually smaller throughout the iterative
updates and the solutions converge toward the optimal
ones. Conventionally, for a global convex problem, JP-
ADMM converges faster than the dual decomposition
method [23] but still requires a higher number of iterations
compared to Gauss-Seidel ADMM as shown in the simula-
tion results of [32]. For the multi-convex case, miADMM
can guarantee the global convergence to the Nash point
(i.e., stationary point) with the convergence rate o(1/k) [24].
In the next section, we provide numerical results for the
convergence performance and the efficiency of the pro-
posed algorithms.

5 PERFORMANCE EVALUATION

5.1 Numerical Settings

In this work, we assume that three learning services are
deployed at the edge networks. Moreover, 50 heterogeneous
UEs are positioned within the coverage area of the base
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Fig. 4. Decentralized deployment.

station to participate in the federated learning system. Simi-
lar to our prior works [10], [20], we consider that the chan-
nel gain between the base station and the UE follows the
exponential distribution with the mean go(dy/ d)* where gy =
—40dB, the reference distance dy = 1 m between BS and
UEs. Here, the actual distance d between the UEs and the
base station is uniformly generated between [2,50] m. Fur-
thermore, the uplink system bandwidth B =20MHz is
shared amongst UEs, the Noise power spectral is 10710 ¥/,
and the transmit power of UEs and BS are 10 W and 40 W,
respectively. In this work, we assume that the size of the
uploaded local model and downloaded global model is the
same and it is set to v, € {100,200, 300} KB for each service.
For the local training model at UEs, we first set the train-
ing data size of UEs in each learning service following a uni-
form distribution in 10—20MB. The maximum
computation capacity (i.e., CPU frequency) at each UE is
uniformly distributed between [1,2] GHz. The required
CPU cycles ¢, to train one bit of data at the UE for each
learning service is {50, 70,90} cycles. Furthermore, the mini-
mum required CPU frequency for each service is f™" =
0.1 GHz. We consider that the effective capacitance coeffi-
cient is the same for all UEs as 8, = 2- 10~? and the trade-
off parameter «, is set to 0.2. For the federated learning
parameters, we set L =1, 8=0.5,y =1, and ¢ = 1. Then,
the relative accuracy of the local problem at UEs for each
service is 6 € {0.07,0.06,0.05}. This setting reflects the CPU
frequency requirement and model size as above and defines
the required number of local iterations for each learning ser-
vice correspondingly. Finally, for the algorithm setting, we
set the convergence thresholds in the algorithms as ¢; and e,
are 10~ and 1075, respectively. Then, the values of the
parameters p;, p,, and v are 1000, 10, and 1500 respectively.

5.2 Numerical Results

We first illustrate a realization for the random location and
local dataset size of UEs as shown in Fig. 5. For this realiza-
tion, we demonstrate the convergence of the total cost, pri-
mal residual, CPU allocation, bandwidth from two solution
approaches in Fig. 6. Accordingly, the centralized approach

solely requires one iteration to get the optimal solution and
the decentralized solution approach performs an iterative
update process with many iterations to achieve that conver-
gence condition such as the changes of solutions below
small thresholds. Starting from the same initial points, the
centralized approach is quickly converged within one itera-
tion while the decentralized approach requires 95 iterations
to achieve the same solution in Fig. 6a. Even though, the
decentralized algorithm needs only 35 iterations to get
almost similar cost compared to the optimal one, however,
the allocated CPU frequency in Fig. 6d needs more itera-
tions to obtain the same optimal solution from the solver or
centralized algorithm. Different from a slow convergence of
CPU frequency, the bandwidth solutions are quickly con-
verged after 3 iterations and so the primal residual r; in the
Equation (36). In practical usage, we can stop when the pri-
mal residual starts converging to zero after 55 iterations as
illustrated in Figs. 6b and 6c. As a result, these solutions still
guarantees to be a feasible solution and obtain such a very
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Fig. 5. Generated distance (in m) and training size (in MB) at each UE.
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similar to optimal cost. In light of this observation, we later
test the convergence performance of the integrated early
stopping strategy in the decentralized algorithm.

Now, we will discuss the characteristic of the optimal
solution in Fig. 6 as follows. As an example, by the reason of
Service 1 having the smallest local model parameter size to
update, it has the highest hyper-learning rate and corre-
spondingly takes more global rounds, less number of local
iterations. Thereby, in order to proceed with the local learn-
ing and perform more global rounds quickly, Service 1
occupies most of the CPU frequency of UEs. Unlike Service
1, Service 3 has the lowest hyper-learning rate, takes the
least CPU frequency, and performs less global rounds. As
the learning scheme in this work follows a synchronous fed-
erated learning, all UEs have to complete the local update
and send the local weight parameters to the server before
updating model at the MEC server. Thus, the users who are
far from the base station and have more training data to pro-
cess will require longer time to train, then upload the local
model. Accordingly, these devices receive the larger fraction
of the uplink system bandwidth to upload their local

(b) Energy Comparison.
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(c) Service Cost Comparison.

parameters to the server. As shown in Fig. 5, UE48 is one of
the furthest UEs from BS and has a larger amount of local
data. Therefore, the largest fraction of the uplink system
bandwidth is allocated to UE48 as shown in Fig. 6f.
Moreover, we compare the optimal learning time, energy
consumption, and total cost with two heuristic approaches
as shown in Fig. 7. In the first heuristic approach, the CPU
frequency of the UEs is equally allocated to the learning
services. Moreover, the uplink system bandwidth is equally
allocated to the UEs as well to upload the local learning
weight parameter to the server. Then, FLO decides solely
the optimal hyper-learning rate for each learning service by
solving the SUBIl-c problem. The second heuristic
approach is adopted to proportionally allocate the local
CPU based on the local data size (i.e., D;,) of each service
at UEs and allocate bandwidth based on the transmission
capacity of each UE. From the figures, we observe that the
cost including the learning time and energy consumption of
UEs for all services is reduced more than 18 and 16 percent
than that of the Heuristic 1 and Heuristic 2 strategies.
Among three learning services, Service 1 has the lowest



IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 22, NO. 1, JANUARY 2023

»S <=0.05
X 8280 -
IR
PR 82701
Y SRS I
X GE) 82601 &s=0.1
i= 82501
T 8240
° ofs=0.5
= 82301 =10
.Ks=2,5
82201 w0
i o=
8210 k100

552
] 110001 -
=) % Service 1
5 10000 400071 ..o Service 2
g Service 3
B3 90001 | @ 3300 o
£ 9 ° 'Y . ' ° ° E Tl
=] ] .
2 8000 — 3000 X
3 3 v
i 1 x

2 7000+ - Service 1 2500
5 @ Service 2
S 6000 s Service 3 20001

1 2 3 4 5 6 71 8 — 3

K3

(a) Energy consumption of services by in-
creasing k3.

(b) Total time of services by increasing x3.

25060 2508025100 25120 2514025160 25180

K3 Energy Consumption of UEs

(c) Trade-offs in objectives by reducing «s.
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CPU requirement and the smallest size of local model
parameters. Therefore, it needs the lowest learning time
and energy consumption as well. However, the minimum
local performance at UEs of Service 1 compels more global
rounds and the lowest values of the hyper-learning rate »
than that of Service 2, and 3.

Furthermore, we vary the trade-off parameter to study the
effects of the conflicting goals of minimizing the time cost
and energy cost of each FL service. As increasing the trade-
off parameter (i.e., «;), the MS — FEDL gives a higher priority
to minimize the running time than that of the energy con-
sumption of UEs. Consequently, Fig. 8c shows the decreas-
ing curve of running time. Meanwhile, the services require
more energy consumption from UEs. Moreover, the priority
of services in terms of running time can be controlled by
varying the trade-off parameter «, of the service s. Accord-
ingly, the service which has a higher priority can be set with
a higher value of «, to reduce the learning time in solving the
MS — FEDL problem. In Fig. 8, we only increase the trade-off
parameter «3 of Service 3 to demonstrate the higher priority
of Service 3 than that of the other services. As a result, the
total running time of Service 3 can be decreased while the
total time of Service 1 and 2 are increased. On the other hand,
the energy consumption of UEs to serve Service 3 is
increased while the energy consumption of UEs to serve
other services is slightly decreased.

To boost the convergence speed, we can apply the early
stopping strategy for the decentralized algorithm, namely
the Decentralized-ES algorithm, by using the convergence
condition on the primal residuals instead of the primal vari-
ables as we discuss above. In Fig. 9, we run 100 realizations
for the random location and local dataset size of UEs while
keeping the other settings to validate the convergence speed
of the decentralized approach using the Jacobi-Proximal
scheme for multi-convex ADMM, the early stopping version
of the decentralized algorithm and the original multi-con-
vex ADMM algorithm using Gauss-Seidel scheme. Accord-
ingly, we observe that the median values of the required
iterations of the decentralized, decentralized-ES and
miADMM algorithms for convergence are 96 iterations, 67
iterations, and 70 iterations, respectively. The decentralized
algorithm requires higher number of iterations on average
than the original miAdMM algorithm. However, the early
stopping strategy helps to speed up the convergence rate
and obtain nearly the optimal cost. Statistically, there is
only a 0.05 percent difference with the optimal cost. Note

that, the original miADMM does not fully support the par-
allel operation in the primal problem and requires cyclic
learning service operating based on Gauss-Seidel update
scheme. Besides, even though the proposed decentralized
algorithms require a higher number of iterations to conver-
gence, they provide privacy preserved and flexible
approaches to independently control the learning process
and resource allocation for each learning service. Note that,
if the stringent time-constrained is required, the centralized
algorithm is applicable because it can provide the solution
within two iterations.

6 PRIVACY DISCUSSION

There are two different privacy concerns in the multiple feder-
ated learning services system: (1) the revelation of personal
data with the provider or among the users, and (2) the sharing
service data among different learning services. Recent FL
approaches acquire minimal learning information for sharing
such as model parameters to preserve the privacy of personal
data. Thus, FL exhibits its benefit in privacy enhancement
compared to the conventional centralized machine learning
approaches. However, reverse engineering could reveal the
user identity from the learning model [33]. To prevent this
kind of attack, Differential privacy [34] approaches in FL can
ensure that the processes of collecting, aggregating, and ana-
lyzing data do not reveal sensitive information on individual
users such as privacy analysis, noise injection, and data-
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driven solutions [35]. In addition to Differential Privacy,
Secure Aggregation [36] approaches focus on the aggregation
operations using encryption techniques without revealing the
contribution of each user.

Different from the privacy concern (1) in FL, the proposed
decentralized optimization algorithm for resource allocation
and learning parameter control in MS — FEDL problem can
reduce the required exchanged service information among
different learning services which might belong to different ser-
vice providers. In particular, the proposed algorithm does not
require sending the size of local datasets and local updates of
UEs as well as the CPU cycles to execute a training sample in
each UE. However, in the centralized approach (i.e., BCD algo-
rithm), the FL Orchestrator needs to collect all of this informa-
tion from all services to solve the centralized optimization
problem. On the other hand, the proposed decentralized algo-
rithm provides a flexible operation to allow coordination of
service providers by solely exchanging the decision variables
with the coordinator after solving their subproblems indepen-
dently. In doing so, the decentralized approach could further
get better scalability by lowering the number of decision varia-
bles in each subproblem. According to our experiments, the
running time of one iteration in the decentralized methods is
faster than that of the BCD algorithm. We measured the run-
ning time for an iteration in the different resource allocation
schemes by using a normal PC (i.e., Core i5-7500). As such,
one iteration of the BCD algorithm requires 0.5 second on
average while one iteration of the proposed ADMM algorithm
performs significantly faster (i.e., 0.15 second on average).
According to the decentralized design, the number of varia-
bles in subproblems of ADMM is less than BCD subproblem
by a factor of |S| times, where |S| is the number of services, so
the complexity of subproblems. Hence, ADMM approaches
could provide a better scalability solution approach for the
shared resource allocation. The existence of FL Orchestrator as
a third-party provider can reduce the direct information
exchange among service providers. However, to further
enhance the privacy preservation of the services from reverse
engineering issues among providers, the proposed algorithm
can be adopted with existing privacy-preserving techniques
for the ADMM algorithm. For example, the method in [37],
[38] associates primal variable perturbation by adding time-
varying Gaussian noise in each iteration. Note that, this might
acquire more iterations and a longer time to converge.

7 CONCLUSION

In this paper, we analyzed a multi-service federated learn-
ing scheme that is managed by a federated learning orches-
trator to provide the optimal computation, communication
resources and control the learning process. We first formu-
late the optimization model for computation, communica-
tion resource allocation, and the hyper-learning rate
decision among learning services regarding the learning
time and energy consumption of UEs. We then decompose
the proposed multi-convex problem into three convex sub-
problems and solve them alternatively by using the block
coordinate descent algorithm in the centralized manner.
Besides, we develop a decentralized algorithm to preserve
the privacy of each learning service without revealing the
learning service information (i.e., dataset information,

exchange local updates information between UEs and the
MEC server, the number of CPU cycles for each UE to exe-
cute one sample of data) to FLO. The simulation results
demonstrate the superior convergence performance of the
centralized algorithm and the efficiency of the proposed
approach compared to the heuristic strategy. Furthermore,
by experiment, the early stopping strategy can boost the
convergence speed of the decentralized algorithm with an
infinitesimal higher value than the optimal solution. The
proposed resource allocation and learning parameter con-
trol problem could be extended to adopt other federated
learning algorithms such as CoCoA and CoCoA+ in [39].

To scale up our design, different MEC servers in different
cells can independently allocate their resources. The recent
works have analyzed the hierarchical federated learning
framework in [40], [41] and game-strategic formulation that
provide promising directions to extend this work regarding
the scalability issue. We advocate the wireless dynamic and
packet losses impacts as in [42] on the bounds of global iter-
ations in the FEDL algorithm and MS — FEDL problem are
also important to employ FL scheme to the realistic commu-
nication scenarios. We leave the possibly extensive analysis
of the proposed approaches for our future works.

ACKNOWLEDGMENTS

This work was supported by the National Research Founda-
tion of Korea(NRF) grant funded by the Korea government
(MSIT) (No. 2020R1A4A1018607) and by Institute of Infor-
mation and communications Technology Planning and
Evaluation (IITP) grant funded by the Korea government
(MSIT) (No. 2019-0-01287, Evolvable Deep Learning Model
Generation Platform for Edge Computing).

REFERENCES

[1] . Park, S. Samarakoon, M. Bennis, and M. Debbah, “Wireless net-
work intelligence at the Edge,” Proc. IEEE, vol. 107, no. 11,
pp- 22042239, Nov. 2019.

[2] Y. ]Jing, B. Guo, Z. Wang, V. O. K. Lj, ]J. C. K. Lam, and Z. Yu,
“CrowdTracker: Optimized urban moving object tracking using
mobile crowd sensing,” IEEE Internet Things ]., vol. 5, no. 5, pp.
3452-3463, Oct. 2018.

[3] “Free community-based GPS, maps & traffic navigation app |
waze.” Accessed: Sep. 1, 2019. [Online]. Available: https://www.
waze.com/

[4] A.Mathurz, N. D. Lanezy, S. Bhattacharyaz, A. Boranz, C. Forlive-
siz, and F. Kawsarz, “DeepEye: Resource efficient local execution
of multiple deep vision models using wearable commodity
hardware,” in Proc. 15th Annu. Int. Con. Mobile Syst., Appl., Serv-
ices, 2017, pp. 68-81.

[5] B. Fang, X. Zeng, and M. Zhang, “NestDNN: Resource-aware
multi-tenant on-device deep learning for continuous mobile
vision,” in Proc. Annu. Int. Conf. Mobile Comput. Netw., 2018,
pp. 115-127.

[6] B.McMahan, E. Moore, D. Ramage, S. Hampson, and B. A.y Arcas,
“Communication-efficient learning of deep networks from decen-
tralized data,” in Proc. Artif. Intell. Statist., 2017, pp. 1273-1282.

[7] “Federated learning: Collaborative machine learning without central-
ized training data,” 2017. Accessed: Sep. 1, 2019. [Online]. Available:
http:/ /ai.googleblog.com /2017 /04 /federated-learning-collaborative.
html

[8] “We are making on-device Al ubiquitous,” 2017. [Online]. Avail-
able: https://www.qualcomm.com/news/onq/2017/08/16/we-
are-making-device-ai-ubiquitous

[91 W.Y.B. Lim et al., “Federated learning in mobile edge networks:
A comprehensive survey,” IEEE Commun. Surveys Tuts., vol. 22,
no. 3, pp. 2031-2063, Third Quarter 2020.


https://www.waze.com/
https://www.waze.com/
http://ai.googleblog.com/2017/04/federated-learning-collaborative.html
http://ai.googleblog.com/2017/04/federated-learning-collaborative.html
https://www.qualcomm.com/news/onq/2017/08/16/we-are-making-device-ai-ubiquitous
https://www.qualcomm.com/news/onq/2017/08/16/we-are-making-device-ai-ubiquitous

554

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

N. H. Tran, W. Bao, A. Zomaya, M. N. Nguyen, and C. S. Hong,
“Federated learning over Wireless networks: Optimization model
design and analysis,” in Proc. IEEE INFOCOM Conf. Comput. Com-
mun., 2019, pp. 1387-1395.

S. Wang et al., “When edge meets learning: Adaptive control for
resource-constrained distributed machine learning,” in Proc. Conf.
Comput. Commun., 2018, pp. 63-71.

C. Zhang, P. Patras, and H. Haddadi, “Deep learning in mobile
and wireless networking: A survey,” IEEE Commun. Surveys Tuts.,
vol. 21, no. 3, pp. 2224-2287, Third Quarter 2019.

C. Ma et al., “Distributed optimization with arbitrary local solv-
ers,” Optim. Methods Softw., vol. 32, no. 4, pp. 813-848, Jul. 2017.
S.J.Reddj, J. Kone¢ny, P. Richtdrik, B. P6czds, and A. Smola, “AIDE:
Fast and communication efficient distributed optimization,” in Proc.
ICML Workshop Optim. Methods Next Gener. Mach. Learn., 2016.

J. Kone¢ny, H. B. McMahan, D. Ramage, and P. Richtarik,
“Federated optimization: Distributed machine learning for on-
device intelligence,” 2016, arXiv:1610.02527.

J. Konecny, H. B. McMahan, F. X. Yu, P. Richtarik, A. T. Suresh,
and D. Bacon, “Federated learning: Strategies for improving com-
munication efficiency,” in NIPS Workshop Private Multi-Party
Mach. Learn., 2016. [Online]. Available: https://arxiv.org/abs/
1610.05492

J. Konec¢ny, Z. Qu, and P. Richtdrik, “Semi-stochastic coordinate
descent,” Optim. Methods Softw., vol. 32, no. 5, pp. 993-1005, Sep.
2017.

T. Li, A. K. Sahu, M. Zaheer, M. Sanjabi, A. Talwalkar, and
V. Smith, “Federated optimization in heterogeneous networks,”
in Proc. Mach. Learn. Syst., 2020, pp. 429-450.

T.Li, A. K. Sahu, A. Talwalkar, and V. Smith, “Federated learning:
Challenges, methods, and future directions,” IEEE Signal Process.
Mag., vol. 37, no. 3, pp. 50-60, May 2020.

C.T. Dinh et al., “Federated learning over wireless networks: Con-
vergence analysis and resource allocation,” IEEE/ACM Trans.
Netw., vol. 29, no. 1, pp. 398—409, Feb. 2021.

A. Banerjee, S. Merugu, I. S. Dhillon, and J. Ghosh, “Clustering
with bregman divergences,” ]. Mach. Learn. Res., vol. 6, pp. 1705
1749, Dec. 2005.

S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein,
“Distributed optimization and statistical learning via the alternat-
ing direction method of multipliers,” Found. Trends Mach. Learn.,
vol. 3, no. 1, pp. 1-122, 2010.

W. Deng, M.-]. Lai, Z. Peng, and W. Yin, “Parallel multi-block
ADMM with o(1/k) convergence,” J. Sci. Comput., vol. 71, no. 2,
pp- 712-736, May 2017.

J. Wang, L. Zhao, and L. Wu, “Multi-convex inequality-con-
strained alternating direction method of multipliers,” 2019, arXiv:
1902.10882.

S. Wang et al., “Adaptive federated learning in resource con-
strained edge computing systems,” IEEE |. Sel. Areas Commun.,
vol. 37, no. 6, pp. 1205-1221, Jun. 2019.

V. Smith, S. Forte, C. Ma, M. Taka¢, M. L. Jordan, and M. Jaggi,
“CoCoA: A general framework for communication-efficient distrib-
uted optimization,” J. Mach. Learn. Res., vol. 18, no. 230, pp. 1-49,
2018.

Y. Nesterov, Lectures on Convex Optimization. vol. 137, Berlin, Ger-
many: Springer, 2018.

A. P. Miettinen and J. K. Nurminen, “Energy efficiency of mobile
clients in cloud computing,” in Proc. 2nd USENIX Conf. Hot Topics
Cloud Comput., 2010, pp. 4-4.

T. D. Burd and R. W. Brodersen, “Processor design for portable
systems,” ]. VLSI Signal Process. Syst., vol. 13, no. 2-3, pp. 203-221,
Aug. 1996.

Y. Xu and W. Yin, “A block coordinate descent method for regu-
larized multiconvex optimization with applications to nonnega-
tive tensor factorization and completion,” SIAM J. Imag. Sci., vol.
6, no. 3, pp. 1758-1789, Jan. 2013.

A. Wachter and L. T. Biegler, “On the implementation of an inte-
rior-point filter line-search algorithm for large-scale nonlinear
programming,” Math. Program., vol. 106, no. 1, pp. 25-57, Mar.
2006.

T. Lin, S. Ma, and S. Zhang, “On the global linear convergence of
the ADMM with multiBlock variables,” SIAM ]. Optim., vol. 25,
no. 3, pp. 1478-1497, Jan. 2015.

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 22, NO. 1, JANUARY 2023

[33]

[34]

[35]

[36]

[371]

[38]

[39]

[40]

[41]

[42]

P. Kairouz and H. B. McMahan, “Advances and open problems
in federated learning,” Found. Trends® Mach. Learn., vol. 14, no. 1,
pp. 1-114, 2021.

H. B. McMahan, D. Ramage, K. Talwar, and L. Zhang, “Learning
differentially private recurrent language models,” in Proc. 6th Int.
Conf. Learn. Representations, 2018.

O. A. Wahab, A. Mourad, H. Otrok, and T. Taleb, “Federated
machine learning: Survey, multi-level classification, desirable cri-
teria and future directions in communication and networking sys-
tems,” IEEE Commun. Surveys Tuts., vol. 23, no. 2, pp. 1342-1397,
Second Quarter 2021.

K. Bonawitz et al., “Practical secure aggregation for privacy-pre-
serving machine learning,” in Proc. ACM SIGSAC Conf. Comput.
Commun. Secur., 2017, pp. 1175-1191.

Y. Yao, Z. Wang, and P. Zhou, “Privacy-preserving and energy
efficient task offloading for collaborative mobile computing in
IoT: An admm approach,” Comput. Secur., vol. 96, 2020, Art. no.
101886.

Z.Huang, R. Hu, Y. Guo, E. Chan-Tin, and Y. Gong, “DP-ADMM:
ADMM-based distributed learning with differential privacy,”
IEEE Trans. Inf. Forensics Secur., vol. 15, pp. 1002-1012, Jul. 2019.
C. Ma, V. Smith, M. Jaggi, M. I. Jordan, P. Richtarik, and M. Taka¢,
“Adding vs. averaging in distributed primal-dual optimization,”
in Proc. Mach. Learn. Res., 2015.

M. S. H. Abad, E. Ozfatura, D. Gunduz, and O. Ercetin,
“Hierarchical federated learning across heterogeneous cellular
networks,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process.,
2020, pp. 8866-8870.

L. Liu, J. Zhang, S. Song, and K. B. Letaief, “Client-edge-cloud
hierarchical federated learning,” in Proc. IEEE Int. Conf. Commun.,
2020, pp. 1-6.

M. Chen, Z. Yang, W. Saad, C. Yin, H. V. Poor, and S. Cui, “A joint
learning and communications framework for federated learning
over wireless networks,” IEEE Trans. Wireless Commun., vol. 20,
no. 1, pp. 269-283, Jan. 2021.

Minh N. H. Nguyen (Member, IEEE) received the
BE degree in computer science and engineering
from the Ho Chi Minh City University of Technol-
ogy, Vietnam, in 2013, and the PhD degree in
computer science and engineering from Kyung
Hee University, Seoul, South Korea, in 2020. He
is currently working as a lecturer with the Univer-
sity of Danang - Vietnam-Korea University of
Information and Communication Technology,
Vietnam and a postdoc with the Intelligent Net-
working lab, Kyung Hee University, Korea. He

received the Best KHU PhD Thesis Award in engineering in 2020. His
research interests include wireless communications, mobile edge com-
puting, federated learning, and distributed machine learning.

Nguyen H. Tran (Senior Member, IEEE) received
the BS degree in electrical and computer engi-
neering from the HCMC University of Technology,
in 2005, and the PhD degree in electrical and com-
puter engineering from Kyung Hee University, in
2011. He was an assistant professor with the
Department of Computer Science and Engineer-
ing, Kyung Hee University, from 2012 to 2017.
Since 2018, he has been with the School of Com-
puter Science, The University of Sydney, where he
is currently a senior lecturer. His research inter-

ests include distributed computing, machine learning, and networking. He
received the Best KHU Thesis Award in engineering in 2011 and several
best paper awards, including IEEE ICC 2016 and ACM MSWiM 2019. He
receives the Korea NRF Funding for Basic Science and Research 2016-
2023 and ARC Discovery Project 2020-2023. He was the editor of the
IEEE Transactions on Green Communications and Networking from
2016 to 2020, and the associate editor of the IEEE Journal of Selected
Areas in Communications 2020 in the area of distributed machine learn-
ing/federated learning.


https://arxiv.org/abs/1610.05492
https://arxiv.org/abs/1610.05492

NGUYEN ETAL.: TOWARD MULTIPLE FEDERATED LEARNING SERVICES RESOURCE SHARING IN MOBILE EDGE NETWORKS 555

Yan Kyaw Tun (Member, IEEE) received the BE.
degree in marine electrical systems and electron-
ics engineering from Myanmar Maritime Univer-
sity, Thanlyin, Myanmar, in 2014, and the PhD
degree in computer science and engineering
from Kyung Hee University, Seoul, South Korea,
in 2021. His research interests include network
economics, game theory, network optimization,
wireless communication, wireless network virtu-
alization, mobile edge computing, and wireless
resource slicing for 5G.

Zhu Han (Fellow, IEEE) received the BS degree
in electronic engineering from Tsinghua Univer-
sity, in 1997, and the MS and PhD degrees in
electrical and computer engineering from the Uni-
versity of Maryland, College Park, in 1999 and
20083, respectively. From 2000 to 2002, he was a
research and development engineer with JDSU,
Germantown, MD, USA. From 2003 to 2006, he
was a research a ssociate with the University of
Maryland. From 2006 to 2008, he was an assis-
tant professor at Boise State University, Boise.
He is currently a John and Rebecca Moores professor with the Electrical
and Computer Engineering Department and the Computer Science
Department, University of Houston, TX, USA. His research interests
include wireless resource allocation and management, wireless commu-
nications and networking, game theory, big data analysis, security, and
smart grid. He received the NSF CAREER Award in 2010, the Fred W.
Ellersick Prize of the IEEE Communication Society in 2011, the Best
Paper Award for the EURASIP Journal on Advances in Signal Process-
ingin 2015, the IEEE Leonard G. Abraham Prize in the field of Communi-
cations Systems (Best Paper Award in IEEE JSAC) in 2016, and several
best paper awards in IEEE conferences. He was an IEEE Communica-
tions Society distinguished lecturer from 2015-2018, a fellow of AAAS
since 2019, and a Distinguished Member of ACM since 2019. Since
2017, he has been 1 percent Highly Cited Researcher according to Web
of Science. He is also the winner of 2021 IEEE Kiyo Tomiyasu Award, for
outstanding early to mid-career contributions to technologies holding the
promise of innovative applications, with the following citation: “for contri-
butions to game theory and distributed management of autonomous
communication networks.”

Choong Seon Hong (Senior Member, IEEE)
received the BS and MS degrees in electronic
engineering from Kyung Hee University, Seoul,
South Korea, in 1983 and 1985, respectively, and
the PhD degree from Keio University, Tokyo,
Japan, in 1997. In 1988, he joined KT, Gyeonggi-
do, South Korea, where he was involved in broad-
band networks as a member of the Technical
Staff. Since 1993, he has been with Keio Univer-
sity. He was with the Telecommunications Net-
work Laboratory, KT, as a senior member of
Technical Staff and as the director of the Networking Research Team
until 1999. Since 1999, he has been a professor with the Department of
Computer Science and Engineering, Kyung Hee University. His research
interests include future Internet, intelligent edge computing, network
management, and network security. He is a member of the Association
for Computing Machinery (ACM), the Institute of Electronics, Information
and Communication Engineers (IEICE),the Information Processing
Society of Japan (IPSJ), the Korean Institute of Information Scientists
and Engineers (KIISE), the Korean Institute of Communications and
Information Sciences (KICS), the Korean Information Processing Soci-
ety (KIPS), and the Open Standards and ICT Association (OSIA). He
has served as the General Chair, the TPC Chair/Member, or an Organiz-
ing Committee Member of international conferences, such as the Network
Operations and Management Symposium (NOMS), International Sympo-
sium on Integrated Network Management (IM), Asia-Pacific Network Oper-
ations and Management Symposium (APNOMS), End-to-End Monitoring
Techniques and Services (E2EMON), IEEE Consumer Communications
and Networking Conference (CCNC), Assurance in Distributed Systems
and Networks (ADSN), International Conference on Parallel Processing
(ICPP), Data Integration and Mining (DIM), World Conference on Informa-
tion Security Applications (WISA), Broadband Convergence Network
(BcN), Telecommunication Information Networking Architecture (TINA),
International Symposium on Applications and the Internet (SAINT), and
International Conference on Information Networking (ICOIN). He was an
Associate Editor of the IEEE Transactions on Network and Service Man-
agement and the IEEE Journal of Communications and Networks and an
associate editor for the International Journal of Network Management and
an associate technical editor of the IEEE Communications Magazine. He
currently serves as an associate editor for the International Journal of Net-
work Management and Future Internet Journal.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


