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Abstract—Obtaining access to exclusive spectrum, cell sites, Radio
Access Network (RAN) equipment, and edge infrastructure imposes
major capital expenses to mobile network operators. A neutral host
infrastructure, by which a third-party company provides RAN services to
mobile operators through network virtualization and slicing techniques,
is seen as a promising solution to decrease these costs. Currently,
however, neutral host providers lack automated and virtualized pipelines
for onboarding new tenants and to provide elastic and on-demand
allocation of resources matching operators’ requirements. To address
this gap, this paper presents NeutRAN, a zero-touch framework based
on the O-RAN architecture to support applications on neutral hosts
and automatic operator onboarding. NeutRAN builds upon two key
components: (i) an optimization engine to guarantee coverage and to
meet quality of service requirements while accounting for the limited
amount of shared spectrum and RAN nodes, and (ii) a fully virtualized
and automated infrastructure that converts the output of the optimization
engine into deployable micro-services to be executed at RAN nodes and
cell sites. NeutRAN was prototyped on an OpenShift cluster and on a
programmable testbed with 4 base stations and 10 users from 3 different
tenants. We evaluate its benefits, comparing it to a traditional license-
based RAN where each tenant has dedicated physical and spectrum
resources. We show that NeutRAN can deploy a fully operational neutral
host-based cellular network in around 10 seconds. Experimental results
show that it increases the cumulative network throughput by 2.18×
and the per-user average throughput by 1.73× in networks with shared
spectrum blocks of 30 MHz. NeutRAN provides a 1.77× cumulative
throughput gain even when it can only operate on a shared spectrum
block of 10 MHz (one third of the spectrum used in license-based RANs).

Index Terms—O-RAN, Open RAN, Neutral Host, Automation, 5G, 6G.
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1 INTRODUCTION

The need for higher data rates and reduced latency in
cellular networks has resulted in unprecedented network
densification [1], and in new deployment models where pri-
vate operators deploy dedicated cellular infrastructure [2].
As a consequence, access to spectrum, cell site facilities
(i.e., poles, towers), Radio Access Network (RAN) and edge
equipment [3] represents the largest share of capital and op-
erational expenses faced by public and private operators [4].

However, higher costs—which frequently come with
lower profits—are barriers to technological innovation for
the future of cellular networks. To lower these barriers,
renting a neutral host infrastructure from a third-party com-
pany that leases physical resources (e.g., spectrum, towers,
RAN) to multiple operators on a shared-tenant basis is
seen as a promising solution as it enables resource sharing
and decreases the overall infrastructure costs [5]. Examples
of commercial neutral host deployments are reported in
several analyses and reports [6, 7] and, according to [8],
there is evidence showing that the neutral host market will
reach $9.56 billions by 2028. Similar to what is happening
in the infrastructure domain, spectrum sharing has also been
identified as an effective way to increase the overall spectral
utilization [9]. In fact, recent estimates indicate that joint
adoption of neutral host models and spectrum sharing
techniques can potentially lead to savings of at least 30%
on network operational costs in the next five years [10].

RAN and spectrum sharing, however, are not ready for
prime time in multi-operator network deployments [11], es-
pecially because they still lack mechanisms to enable (i) fine-
grained sharing, with multiple tenants sharing compute and
spectrum slices from the same physical infrastructure, and
(ii) dynamic sharing that allows infrastructure owners to fully
leverage the statistical multiplexing of RAN and spectrum
resources, and to tailor infrastructure parameters to tenant
requirements that may change in a matter of seconds. For
example, spectrum sharing in the CBRS band operates over
time scales in the order of minutes [12], limiting the flexibil-
ity of the system and spectrum utilization efficiency.

Obstacles to further progress are both technological and
strategic in nature, and include the following.
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• Lack of automated and virtualized pipelines for multi-tenant
management. Zero-touch, resilient, fault-tolerant automation
frameworks are currently unavailable in RAN environ-
ments. These functionalities are necessary to ensure relia-
bility and proper coordination among multiple tenants that
dynamically share infrastructure and spectrum, without
manual intervention and over-provisioning [13].
• Lack of timely management of the life cycle of network services.
The dynamic allocation of spectrum and RAN infrastructure
resources in a timely fashion is still a challenge, considering
that complex software services, such as softwarized 5G Next
Generation Node Bases (gNBs), need to be instantiated in a
matter of seconds. This is because of the lack of low-latency
end-to-end pipelines that interface with, keep track of, and
coordinate available RAN elements and resources, and that
manage the life cycle of network services [14–16].
• Operators’ perception of resource sharing as a risk. Due to
the absence of reliable sharing solutions that can support
Service Level Agreements (SLAs) through dynamic, fine-
grained resource allocation provided through optimization
engines [17], operators perceive spectrum sharing as a
risk [18] and, therefore, prefer exclusive spectrum licensing.

1.1 Novelty and Contribution

This paper addresses these challenges and takes a funda-
mental step toward enabling zero-touch dynamic and fine-
grained RAN and spectrum sharing by introducing Neu-
tRAN. NeutRAN is a neutral host framework that auto-
matically manages the deployment of services on shared
RAN and spectrum resources, based on high-level intents
and requests from multiple tenants. The core innovation
of NeutRAN is the design and prototyping of end-to-end
pipelines that combine (i) a virtualized and automated RAN
infrastructure with (ii) an optimization engine that takes
decisions regarding RAN and spectrum sharing policies.
The NeutRAN framework, which we develop on top of the
O-RAN architecture, shows for the first time how virtual-
ization and automation can be extended to a multi-tenant
RAN, providing a fully managed and effective solution for
private and public neutral host-based deployments. This
allows NeutRAN to break the traditional, isolated spectrum
and infrastructure silos and to bring dynamic, fine-grained
statistical multiplexing to the RAN and spectrum.
The main contributions of this work include the following.
1) NeutRAN zero-touch framework and automation pipelines. We
define, develop, and prototype NeutRAN over state-of-the-
art tools for future cellular network innovation, which in-
clude OpenShift, Kubernetes, O-RAN and Software-defined
Radios (SDRs). As an open and virtualized framework, Neu-
tRAN enables the deployment of complex, customized core
and RAN micro-services in a matter of seconds (e.g., 9.55 s
for a gNB) from a centralized Service Management and
Orchestration (SMO) entity to edge datacenters and cell sites
that are part of the O-RAN O-Cloud. NeutRAN manages 5G
disaggregated gNBs as well as the deployment of O-RAN
RAN Intelligent Controllers (RANs) and their custom logic
units to satisfy tenant requests. These logic units, namely
xApps if deployed on the near-real-time (near-RT) RIC and
rApps on the non-real-time (non-RT) RIC, get run-time Key
Performance Measurements (KPMs) from the RAN nodes,

and can control their functionalities through data-driven
techniques acting at different time scales [19].
2) NeutRAN optimization engine rApp. We develop an opti-
mization engine that provides guarantees for (i) the execu-
tion of latency-critical compute tasks (e.g., a gNB) in shared
infrastructures, and for (ii) the Quality of Service (QoS) and
SLAs that tenants require for their users. The engine is based
on the efficient solution of the neutral host problem, which
considers tenant requests, available resources, and network
analytics to generate an optimal allocation of micro-services
and spectrum resources (e.g., spectrum slices). The problem
is modeled as a binary Quadratically Constrained Quadratic
Programming (QCQP) optimization problem that is solved
optimally via reformulation-linearization techniques. The
NeutRAN optimization engine is deployed as an rApp in
the SMO, and leverages O-RAN interfaces to gather data
and analytics on the RAN performance and to deploy the
NeutRAN services.
3) Scalability, efficiency, and experimental evaluation. We show
that NeutRAN computes optimal solutions in less than 2 s
for large-scale networks, allocating resources that meet the
tenant requirements. We also run experiments on a testbed
with 4 softwarized cell sites and 10 commercial User Equip-
ments (UEs) from 3 different tenants. We compare NeutRAN
against a license-based, siloed RAN where operators con-
trol their own infrastructure and spectrum (10 MHz each;
30 MHz total). Our results show that NeutRAN manages
the total (now shared) bandwidth obtaining 2.18× RAN
throughput and 1.73× average user throughput gains, with a
consistent improvement in Signal to Interference plus Noise
Ratio (SINR) over the license-based approach. We also show
that, when NeutRAN is deployed on a total and shared
bandwidth that is one third of the previous configurations
(10 MHz), the optimized resource allocation at cell sites
offsets the reduction in available spectrum, delivering an
improvement in RAN throughput of 1.77× and unchanged
average user throughput. This shows how the combination
of virtualization, automation, and optimization to manage
RAN and spectrum sharing brings remarkable network and
user throughput gains.

The remainder of this paper is organized as follows.
Section 2 reviews the state of the art on neutral host ap-
plications, RAN and spectrum sharing. Section 3 presents
NeutRAN. Section 4 illustrates the neutral host problem and
presents NeutRAN optimization engine. Section 5 describes
the NeutRAN prototype implementation, and Section 6
profiles NeutRAN performance both via numerical and
experimental results. Finally, Section 7 concludes the paper.

2 RELATED WORK

The NeutRAN concept lies at the intersection of solutions
for neutral host architectures, spectrum and RAN sharing,
and controllers for the virtualized RAN, all fields that
have garnered the interest of researchers from industry and
academia alike.

Considering neutral host and virtualized architectures
for RAN and spectrum sharing, Kibria et al. study the
business models enabled by micro-operators sharing neutral
host architectures [20], while Di Pascale et al. leverage the
blockchain to enforce SLAs for neutral host infrastructure
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providers [21]. Incentives for cooperation among operators
are analyzed by Vincenzi et al. [22]. Architectural enhance-
ments for neutral hosts are presented by Sarakis et al. [23]
(on cost-efficient private networks) and by Paolino et al. [24]
(on security for network virtualization). Despite considering
both neutral host and virtualization paradigms, the above
works are either focused on the business aspects of such
architectures, on cooperation incentives between tenants, or
on architectural enhancements.

Multi-operator solutions for spectrum and RAN sharing
have also been thoroughly investigated. Sharing for the
coexistence of Internet of Things (IoT) devices and cellular
services is investigated by Xiao et al. [25], and Qian et
al. [26]. Lin et al. use RAN proxies to share base stations
among core networks [27]. Giannone et al. focus on the
deployment of virtualized Distributed Units (DUs) [28].
Samdanis et al. propose a mechanism for tenants to lease
resources from infrastructure providers [5]. Kasgari and
Saad design an optimization and control framework for
isolation of multiple slices and for the reduction of their
power consumption [29]. Wang et al. propose a hybrid slice
reconfiguration framework to optimize allocated resources
with a focus on the profit of each slice [30]. Bega et al. design
a Machine Learning (ML) framework for the reallocation of
slice resources and revenue maximization based on the fore-
cast network capacity in [31]. Dynamic slice sharing is eval-
uated by Foukas et al. in [32], by Caballero et al. in [33, 34],
and by D’Oro et al. in [35], who also evaluate the sharing
of compute and storage resources in [36]. Puligheddu et al.
propose an O-RAN-based semantic framework to allocate
resources to ML classifiers based on the requirements of
the task to perform at the edge [37]; their focus is on
computer vision applications. Baldesi et al. propose a mech-
anism for dynamic adaptation based on incumbents in the
shared spectrum [38]. While focusing on sharing network
resources, these works propose solutions that are either not
tailored to large deployments, do not adapt to network
dynamics, or do not consider the automated deployment
of micro-services, all functionalities offered by NeutRAN.
Similarly, several papers focus on admission control for
slicing [39–41], but do not consider the dynamics and ad
hoc deployment of RAN base stations as micro-services.

Controllers for virtualized RANs and abstractions
among the physical and virtual infrastructure are discussed
by Schmidt et al. [42]. Moorthy et al. study the virtualization
of control-plane functionalities [43]. Foukas et al. devise
a slicing system for the dynamic virtualization of base
stations [44] and showcase a neutral-host use case in [45].
Garcia-Aviles et al. focus on synchronization issues among
shared DUs and their UEs in case of lack of computa-
tional capacity [13]. Even though these solutions provide
enhanced and automated network control, they either do
not focus on the automated instantiation of RAN functions
as micro-services, or do not tackle neutral host architectures
specifically, or focus on RAN slicing applications that do not
consider the availability of multiple spectrum bands.

Compared to the listed works, NeutRAN proposes
an end-to-end solution for the zero-touch automated and
rApp-based optimized allocation and deployment of micro-
services in a neutral host architecture based on tenant
intents. This is achieved by computing the optimized al-
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Fig. 1: The NeutRAN framework. The numbering represents the six
steps of the NeutRAN workflow.

location of RAN functions starting from intents, and by
automatically instantiating such functions as micro-services
on edge datacenters managed by enterprise-ready platform-
as-a-service frameworks such as OpenShift.

3 THE NEUTRAN FRAMEWORK

NeutRAN combines an O-RAN-based softwarized and au-
tomated infrastructure and an optimization engine for prac-
tical and efficient RAN and spectrum sharing. A bird’s-eye
view of the NeutRAN framework is shown in Figure 1.

The NeutRAN stakeholders are the tenants, who want
to provide services to their end users, and the NeutRAN
operator, who owns the infrastructure and provides access
to the automated RAN and spectrum sharing pipelines.
Tenants access a high-level control interface to submit re-
quests to deploy cellular connectivity in certain areas. Based
on the available physical resources, these requests are then
automatically converted into a set of virtualized networking
services and functionalities deployed by NeutRAN on edge
datacenters. Tenants have different targets, and upon instan-
tiation of the cellular network, they might also require the
instantiation of a near-RT RIC to execute a catalog of xApps
tailored to their needs. This section describes NeutRAN
in detail, starting from the O-RAN architecture used as
supporting infrastructure, then describing the NeutRAN
components and the procedures of its automated workflow.

An O-RAN Primer. O-RAN is a disaggregated approach
to deploy mobile cellular networks built upon cloud-native
principles. It introduces standardized interfaces that fa-
cilitate interoperability among disaggregated network ele-
ments (e.g., Central Unit (CU)/DU/Radio Unit (RU)), and
RICs to oversee and fine-tune the functionalities of the
network [46]. RICs operate at different time scales to enable
data-driven closed-control loops and network management
through custom applications, called rApps (for the non-RT
RIC) and xApps (in the near-RT RIC).1 These applications

1. The extension of control and inference to real-time time scales (i.e.,
below 10 ms) is possible via dApps [47]. These are applications deployed
directly on the RAN nodes, e.g., CUs/DUs, and that can access sensitive
data, e.g., I/Q samples, that cannot be streamed out of such nodes
because of privacy concerns, among others.
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receive live KPMs from the RAN, and adapt its configura-
tion to the dynamic channel conditions and traffic demand.
O-RAN also enables the deployment of virtualized services
for the RAN in a pool of compute resources (the O-Cloud)
managed by the SMO (Figure 1), a centralized component
deployed in a cloud facility [48]. The SMO provides an ab-
stract view of the network infrastructure and resources (e.g.,
compute, spectrum, coverage) obtained by using the O-
RAN O1 interface. It also triggers new service deployment
and updates through the O2 interface, which connects the
SMO to virtualization resources in the O-Cloud. The SMO
hosts the O-RAN non-RT RIC and its rApps.

NeutRAN components. NeutRAN consists of three
main architectural components: (i) an SMO; (ii) edge dat-
acenters, and (iii) cell sites. The SMO in the NeutRAN
architecture includes an instance of non-RT RIC with an
rApp implementing the optimization engine (see Section 4).
Inputs to the engine include tenant requests and analytics
from the RAN gathered by a monitoring rApp. Requests
from the NeutRAN tenants are then matched into services
to be deployed in the O-Cloud through the OpenShift Ku-
bernetes Application Programming Interfaces (APIs). Other
NeutRAN rApps automate service instantiation, and in-
frastructure monitoring for self-healing purposes. Last, a
coverage rApp monitors historical and current coverage
data to identify areas covered by each cell site (a key step in
the optimization process, as described in Section 4).

The NeutRAN edge datacenters are illustrated in Figure 2.
As part of the O-Cloud resource pool, they are implemented
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Fig. 2: The NeutRAN edge datacenter, with a pool of shared compute
and spectrum resources. The NeutRAN pipelines define how resources
are sliced into RAN services and spectrum allocations for the tenants.

through OpenShift, the open-source enterprise-ready hybrid
cloud platform-as-a-service framework by Red Hat [49].
OpenShift leverages containerized virtualization technolo-
gies managed by Kubernetes [50] to instantiate applications
and workloads in the form of containers (or pods) on top
of white-box compute machines. This framework also offers
primitives and APIs to instantiate and manage the life cycle
of custom workloads on top of the managed infrastructure.
Typical workloads include the virtualized core network and
RAN, with the CUs and DUs for different tenants, the
near-RT RIC, connected to the virtualized RAN through
the E2 interface, and the xApps running on the near-RT
RIC. NeutRAN xApps aid and augment the operations of
the optimization engine by providing additional monitoring
and forecasting of user demand and resource utilization.

The combination of custom OpenShift pipelines and of the
directives from the optimization engine rApp enable effi-
cient slicing of the edge datacenter resources, e.g., compute
for NeutRAN services and spectrum to be used by the
CUs and DUs (Figure 2). As we will discuss in Section 5,
automated pipelines in the NeutRAN edge datacenters can
start customized network services and workloads in less
than 10 s. The edge datacenters also expose Flask REST APIs
to let the monitoring rApp query the current resource avail-
ability (e.g., compute, spectrum) in the OpenShift clusters.

NeutRAN datacenters are connected to multiple cell sites
in specific geographic areas via high-speed fiber connec-
tions, e.g., the O-RAN Fronthaul (FH) interface. Cell sites
host RUs and antennas to provide RAN access over multiple
frequency bands.

The NeutRAN Automated Workflow. The NeutRAN
end-to-end automated workflow is structured in six steps,
shown in Figure 1. In Step 1, tenants submit their requests
to NeutRAN through intents that describe the services re-
quired by the tenant (e.g., to cover a specific geographic
area in a certain period of time), needed resources (e.g.,
spectrum), and fault-recovery policies (e.g., whether to re-
instantiate services in case of failure). These requests, to-
gether with spectrum and infrastructure availability, are the
input to the rApp in the SMO that implements the optimiza-
tion engine (Step 2), whose outputs are allocation policies
sent to the edge datacenters through the O2 interface in
Step 3. These policies specify the spectrum (carrier frequency
and bandwidth) allocated to each tenant, together with the
cell sites and compute resources in the edge datacenters.
In Step 4, the NeutRAN edge datacenter shown in Figure 2
uses automated pipelines programmed through OpenShift
to dispatch services such as the CUs/DUs, core network,
and near-RT RICs required by the tenants, together with
the xApps in the tenant’s catalog. Upon instantiation, RAN
services automatically connect to the core network and near-
RT RIC running in the edge datacenter, report run-time
KPMs to the RIC through the O-RAN E2 interface, and
expose functionalities the xApps can subscribe to. Note that,
based on the optimal allocation policy, multiple tenants
can share the same base station. In this case, spectrum
is shared by means of RAN slicing, where each tenant is
assigned a different slice of the network (e.g., a subset of the
available bandwidth). NeutRAN allocations are not elastic,
i.e., between consecutive iterations of Step 3, which happen
with a non-real-time periodicity, there is a rigid allocation of
spectrum resources for each tenant. However, it is possible
to combine NeutRAN with a slicing xApp to dynamically
change the allocation for tenants in the same cell site on a
near-real-time loop. By Step 5, the services required by the
tenants on shared RAN and spectrum are fully provisioned.
After the instantiation of these micro-services, in Step 6
the edge datacenters and SMO run monitoring xApps and
rApps to perform health checks on the deployed micro-
services and resources, and to recover them from potential
failures, thus effectively making the RAN self-healing.

4 THE NEUTRAN OPTIMIZATION ENGINE RAPP

This section describes the NeutRAN optimization engine.
The engine is implemented as an rApp (Figure 1) that
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models the neutral host problem with data analytics from the
SMO and RAN (Section 4.1). Within the rApp, NeutRAN
defines the problem, its constraints (Section 4.2), and solves
it (Section 4.3) via reformulation-linearization techniques,
discussed in Section 4.4, where we also analyze in detail the
problem complexity, and outline strategies for its reduction.

4.1 System Model

We consider the RAN infrastructure in Figure 1 with a
set R = {1, 2, ..., B} of B cell sites and NeutRAN edge
datacenters. This infrastructure is offered to a set T of T
tenants according to the neutral host business model: each
cell site can be leased to a tenant for a set amount of time
to offer network access to their users. The deployment area
is partitioned into a set A = 1, 2, ..., A of A areas. Each
cell site covers one or more areas. For each area j ∈ A
and cell site b ∈ R, the indicator variable cb,j ∈ {0, 1} is
cb,j = 1 if b provides coverage to j, and cb,j = 0 otherwise.
We do not make assumptions on how indicator variables
cb,j are computed, as different deployments may determine
coverage with different policies. However, these can be used
to enforce minimum QoS requirements to ensure that a base
station b is considered to be “covering” a certain area i only
if it can deliver a satisfactory performance level to users
deployed therein. For example, a realistic approach could set
cb,j = 1 if and only if a metric γb,j (e.g., SINR, throughput or
channel quality) at cell site b for any user in area j exceeds
a minimum tolerable value γmin, where both γb,j and γmin

can be obtained via historical data from the monitoring and
coverage rApps (Section 3). Let Ab ⊆ A be the set of areas
covered by b ∈ R.

NeutRAN uses a set W of W 5G frequency bands. Let Fω

be the set of frequencies in band ω ∈ W . 5G systems
rely upon an Orthogonal Frequency Division Multiplexing
(OFDM) frame structure, which partitions frequencies into
subcarriers. These are then organized into blocks of 12 to
form the so-called Physical Resource Blocks (PRBs), which
are the minimum units that can be scheduled in frequency.
As a consequence, we discretize the set Fω , which is the set
of PRBs in band ω. Therefore,

⋃W
ω=1 Fω = F .

Each cell site can operate across multiple bands. Thus,
we introduce a variable βb,f ∈ {0, 1} such that, for any
band ω and cell site b, βb,f = 1 for all f ∈ Fω if b can operate
on band ω. We also introduce the indicator ξb ∈ {0, 1}, such
that ξb = 1 if cell site b can transmit on a single band (among
the bands supported by the cell site) at any given time.

We consider the case where each tenant in T can submit
requests to provide wireless services at different locations.
Specifically, each tenant t in T generates a set It of requests
that are then collected into a set I =

⋃
t∈T It with a total

of I requests. As shown in Figure 1, each request i ∈ I
specifies the area j ∈ A where the service is needed, the
required amount of resources δi, and the level of fault
resiliency. Without loss of generality, we consider a one-to-
one mapping between a request i and its associated area j. δi
represents the amount of PRBs required to accommodate the
request. Its value might depend on a variety of factors such
as number of users, their type (e.g., best-effort, premium),
the type of traffic they generate (e.g., video streaming,
browsing) as well as any SLAs in place between tenants

and their customers. We consider two cases. In the first
case, δi is submitted directly together with request i by the
tenants (either by a human or by an intelligent component,
e.g., a request forecasting rApp) hosted in the SMO or in
the non-RT RIC. This demand might depend on market and
business strategies, and its value is usually kept undisclosed
out of privacy concerns. As such, we do not make any
assumptions on how tenants compute the value of δi, and
design NeutRAN to let the tenants keep the models used
to compute δi undisclosed, having only to specify its value.
In the second case, we follow an approach similar to that
in [40] where operators specify the type of traffic, slice and
corresponding SLA levels only, and NeutRAN can predict
and compute the amount of resources δi that are required to
satisfy such request.

Without loss of generality, we consider the case where re-
quests in I are collected by NeutRAN following a timeslot-
based approach. Specifically, tenants are allowed to sub-
mit their request at any given time, but NeutRAN will
process such requests simultaneously every ∆ seconds. As
a consequence, the outstanding requests are stored into a
buffer (i.e., the outstanding request set I). Every ∆ seconds,
NeutRAN computes an optimal solution and removes the
satisfied requests from the outstanding set I . Tenants whose
requests have not been selected can decide to either keep
their request in the buffer or remove them. As we will show
in Section 5, it takes about 9 seconds to activate a base sta-
tion, while in Section 6.1 we will show how NeutRAN can
compute optimal solutions within a few couple of seconds.
Therefore, the duration of ∆ in most cases is lower-bounded
by the time to activate RAN components rather than the
time to compute an optimal solution.

As cell sites offer limited coverage, we define two sets
Ri and R−i to represent the cell sites that offer coverage
to the area j specified by request i and those that do not,
respectively. These sets are defined as Ri = {b ∈ R : ri,b =
1} ⊆ R and R−i = R \Ri, where ri,b ∈ {0, 1} is a variable
used to determine whether or not cell site b is a suitable
candidate to accommodate request i. Specifically, for any
request i and its required area j, we have that ri,b = 1 if and
only if j ∈ Ab. Finally, we also introduce a parameter wi

that can be used to model the value of request i. This adds
flexibility to NeutRAN, as it can be used by tenants to de-
clare the monetary value of the requests, and by NeutRAN
to prioritize profits over infrastructure utilization.

4.2 Problem Definition

NeutRAN is designed to enable neutral host applications
for Open RAN cellular systems offering at the same time
an automated and optimized platform to (i) instantiate
disaggregated 5G gNBs; (ii) allocate spectrum on-demand;
(iii) avoid interference; and (iv) satisfy tenant requests.

Let y = (yi,b)i∈I,b∈R, and x = (xi,b,f )i∈I,b∈R,f∈F
be our optimization variables. In our formulation, vari-
able yi,b ∈ {0, 1} is set to 1 if request i is assigned to cell
site b; yi,b = 0 otherwise. Variable xi,b,f ∈ {0, 1} indicates
which PRBs on cell site b have been allocated to request i,
namely, xi,b,f = 1 indicates that PRB f in cell site b is
assigned to request i. The constraints and objective of the
optimization are as follows.
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4.2.1 Avoid conflicts and spectrum over-provisioning
First, each request i can be allocated to one cell site b
only to ensure that the infrastructure owner does not incur
additional costs by instantiating many cell sites to satisfy the
same request. For all i ∈ I , this is formulated as follows:∑

b∈R
yi,b ≤ 1 (1)

Furthermore, we must also ensure that NeutRAN (i) does
not allocate more PRBs than available; (ii) avoids conflicts
by not allocating the same PRB to multiple requests (e.g.,
from different tenants); and (iii) mitigates interference by
making sure neighboring cells do not operate over the same
spectrum.

For each b and b′ ∈ R, let the interference indicator
Ib,b′ ∈ {0, 1} be such that Ib,b′ = 1 if b and b′ have
overlapping coverage regions and interfere with each other
if using the same spectrum. For all f ∈ F , and b, b′ ∈ R
with Ib,b′ = 1, the following two inequalities model con-
straints (i)+(ii), and constraint (iii), respectively.∑

i∈I
xi,b,f ≤ βb,f (2)∑

i∈I
(xi,b,fβb,f + xi,b′,fβb′,f ) ≤ 1 (3)

Note that the left-hand side of (2) ensures that only sup-
ported bands can be allocated, and that the total number
of PRBs allocated to each cell site does not exceed the total
number of available PRBs. This is because Fb =

∑
f∈F βb,f

indicates the number of PRBs available at b across all sup-
ported bands. Therefore, since βb,f ≤ 1, (2) enforces the
allocation of no more than the available Fb PRBs.

4.2.2 Satisfy locality and spectrum demand
To satisfy request i, NeutRAN can select any cell site b that
covers area j requested by i, i.e., ri,b = 1, and must satisfy
the spectrum demand δi by allocating enough PRBs to the
request. These constraints can be defined jointly via (4) for
all i ∈ I and b ∈ R.∑

f∈F
xi,b,fβb,fri,b = δiyi,b (4)

For all i ∈ I and b ∈ R, the following set of constraints (5)
forces to zero all variables that would result in an unfeasible
solution where a request i is allocated to a cell site b that
does not offer coverage to the required area, i.e., b ∈ R−i.∑

b′∈R−i

yi,b′ +
∑

b′∈R−i

∑
f∈F

xi,b′,f = 0 (5)

4.2.3 Enforce contiguous allocation
Allocating contiguous PRBs to requests makes it possible
to implement the sharing mechanism through RAN slicing,
and decreases the complexity of transceiver architectures,
e.g., it eliminates the need for carrier aggregation [44]. For
all i ∈ I and b ∈ R, the contiguous allocation of PRBs can
be enforced via the following constraint:

F−1∑
f=1

xi,b,f · xi,b,f+1αf,f+1 = (δi − 1)yi,b (6)

where αf,f ′ ∈ {0, 1} is such that αf,f = 0 and αf,f ′ = 1 if
f and f ′ belong to the same spectrum band ω, i.e., (f, f ′) ∈
Fω × Fω , and they are consecutive, i.e., f ′ = f ± 1. In this
way, together with (4), (6) ensures that yi,b = 1 if and only
if we allocate exactly δi contiguous PRBs.

4.2.4 Support single band cell sites
Smaller cell sites (e.g., micro or picocells) may support
multiple spectrum bands, but can transmit over a single
spectrum band only at any given time. This must be en-
forced through equality (7) which, for all b ∈ R and ω ∈ W
such that ξb = 1 (i.e., those b that only support single
band operations), ensures that only one band is allocated
to requests at any given time.∑

f∈Fω

∑
i∈I

xi,b,f ·
∑

f ′∈F\Fω

∑
i∈I

xi,b,f ′ = 0 (7)

4.3 Problem Formulation
The neutral host optimization problem is as follows:

maximize
x,y

∑
i∈I

∑
b∈R

yi,bwi (8)

subject to Constraints (1), (2), (3), (4), (5), (6), (7)
xi,b,f ∈ {0, 1}, ∀i ∈ I, b ∈ R, f ∈ F
yi,b ∈ {0, 1}, ∀i ∈ I, b ∈ R

The objective of (8) is to accommodate as many requests
as possible such that their cumulative value is maximized
while satisfying the set of constraints discussed in Section
4.2. We notice that a specific instance of (8) is that where
wi = 1 for all i ∈ I . In this case, the formulation would
allow infrastructure owners to maximize the number of
admitted requests rather than their cumulative value.

4.4 Complexity Analysis and Mitigation
The neutral host problem formalized above is a binary
Quadratically Constrained Quadratic Program (QCQP), as the
optimization variables x and y are 0-1 variables and con-
straints (6) and (7) are quadratic.

In general, even non-binary QCQPs are NP-hard [51],
and their binary 0-1 version results in a non-convex opti-
mization problem that inherits the NP-hardness of binary
quadratic problems [52], which make binary QCQPs—such
as problem (8)—NP-hard. Despite the exponential com-
plexity of such problems, Semidefinite Programming Re-
laxations (SPR) [53] and Reformulation-Linearization Tech-
niques (RLT) [54] have been shown to be effective tools for
solving them optimally [55]. Both SPR and RLT transform
the non-linearity from the product of any two variables
zn and zm (such as those in (6) and (7)) into an auxiliary
variable Zn,m = znzm. However, the two approaches differ
in that each technique adds a different set of constraints
to the problem. We refer the reader to [55] for a detailed
comparison of the two approaches. In this paper, we solve
problem (8) in Gurobi and use RLT, which has been shown
to deliver faster computing time and higher accuracy than
SPR in large-scale configurations [56].

The primary source of complexity of problem (8) stems
from the number of variables N of the problem, i.e.,
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N = Nx+Ny = IBF +IB ∈ O(IBF ). Note that, while the
number of requests I and the number B of cell sites might
be arbitrarily large, the total number F of PRBs is upper-
bounded by FMAX = 275 ·W , if all the W spectrum bands
in W support the maximum number of PRBs allowed by
5G NR [57]. For instance, in a scenario with B = 5 cell
sites, W = 10 bands, each with 275 PRBs, and I = 10
requests, there are more than 130,000 optimization variables
and more than 600,000 constraints from (3) alone.

Therefore, we have designed the following complexity
reduction and relaxation techniques:
• Variable Reduction (VR): any variable can be eliminated
that: (i) always results in unfeasible solutions, or (ii) is
always equal to zero due to the structure of the problem.
For example, for any request i, we have that allocating i
to any cell site b ∈ R−i is unfeasible. Similarly, if cell site
b ∈ Ri but a specific band ω ∈ W is not supported by the
cell site, then any xi,b,f with f ∈ Fω will always be equal
to zero due to (2). For this reason, all of these variables can
be removed from the search space, thus reducing the time
necessary to compute an optimal solution.
• PRB grouping (PG): PRBs can be bundled together into
groups of minimum size K such that the problem is cast
into a space with F̃ = F/K PRBs. A preliminary grouping
is naturally occurring in any 5G NR systems as PRBs are
grouped into Resource Block Groups (RBGs) with varying
numbers of PRBs, depending on the specific numerology.
We can further extend this concept in at least two ways. The
first one assumes that as tenants submit their requests to the
infrastructure owner that groups PRBs by computing the
greatest common divisor (GCD) among all demands δi such
that K = GCD(I). Another approach instead would force
tenants to submit requests with a demand whose value is
a multiple of a fixed block size K , i.e., δi = niK , with ni

an integer for all i ∈ I . While the first approach leaves
more room for customizing requests to the tenants (which
can potentially generate requests for a single PRB), it is
prone to achieve poor complexity reduction as the GCD
might be small. On the contrary, the second approach is less
flexible for the tenants but results in lower computational
complexity as the infrastructure owner can select a large K .

4.4.1 On the optimality gap
The impact of VR and PG on the optimality of the solution is
worth discussing. First, VR eliminates only inactive variables,
i.e., those variables of the problem that would be equal
to 0 due to structural properties. For example, VR would
eliminate those variables that would force allocating i to
any cell site b ∈ R−i. In this case, it is trivial to prove
that VR has no impact on the optimality of the solution
as the removed variables do not contribute to the objective
function, and do not affect the solution, which remains
optimal and with an optimality gap of zero. PG, instead,
affects the way requests are being generated and processed
by NeutRAN. When using PG NeutRAN forces tenants to
either request a number of PRBs that is a multiple of a
fixed block size K , or groups resources using their GCD
K in an effort to convert requested resources into blocks of
requested resources. In both cases, the solution computed by
NeutRAN is still optimal with respect to the requests being
submitted, as the allocation always satisfies the requests
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Fig. 3: The OpenShift-based NeutRAN prototype.

and only changes the way they are being allocated (i.e.,
individually or as a group).

5 THE NEUTRAN PROTOTYPE

The NeutRAN prototype (Figure 3) implements the frame-
work described in Sections 3 and 4. It features unique
software and hardware components that enable automated
pipelines for end-to-end, optimization-driven spectrum and
RAN sharing.

Software—automation. The overall software infrastruc-
ture involves more than 330 components executing as either
micro-services deployed as OpenShift pods (i.e., container-
ized applications) or rApps in the SMO. To develop our
NeutRAN prototype and enable the seamless transition
from tenant requests (specified via a graphical control inter-
face) to deployment of fully operational cellular networks,
we have implemented a set of custom automation pipelines
on top of the edge datacenter OpenShift infrastructure us-
ing open-source, cloud-native continuous integration and
delivery frameworks. These make it possible to apply the
output of the optimization engine rApp (in the SMO) to
generic application templates (see Listing 1 for an example)
and translate them into custom services that are then auto-
matically deployed on the cluster.

Notably, the SMO uses an O2-like interface to control the
OpenShift APIs and the various services deployed on the
edge datacenter. The optimization engine rApp computes
the optimal allocation of RAN services by solving the neu-
tral host problem described in Section 4, and automatically
instantiates the resulting services (e.g., the RAN applica-
tions) by adapting a set of generic templates to the specific
requested services at run time. Templates are deployed on
the OpenShift cluster through the Argo Continuous Deliv-
ery (CD) framework, which supports declarative application
definitions, configurations, and environments synchronized
from a version-controlled source (e.g., a git server) [58].
Starting from these templates, the actual workloads and
services resulting from the NeutRAN optimization are in-
stantiated as pods from an internal Docker image registry
through Tekton pipelines [59].

After their instantiation, applications and services are
actively monitored by NeutRAN, which can tune their
configuration at run time based on subsequent optimization
results, and re-instantiate them if necessary (e.g., in case of
conflicts between services, or failure of a certain service). In
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1 apiVersion: template.openshift.io/v1
2 kind: Template
3 metadata: # template name (e.g., neutran) and annotations
4 parameters: # template parameters (e.g., frequencies;

core network , RIC , and USRP IP; slice allocations)
5 objects:
6 - kind: Deployment
7 apiVersion: apps/v1
8 metadata: # deployment name (e.g., neutran-cell-1),

namespace (e.g., neutran), and labels
9 spec:

10 template:
11 metadata: # template labels , and annotations
12 spec:
13 nodeSelector: # to select low-latency nodes
14 containers:
15 - name: # pod name (e.g., neutran-cell-1)
16 image: # Docker image (e.g., neutran-cell)
17 command: # pod-entrypoint (e.g., /run.sh)
18 env: # parameteres of line 4 passed as

environment variables
19 ports: # exposed ports and protocols
20 resources: # pod compute resources
21 - kind: Service # exposed services (e.g., Flask APIs)
22 - kind: Route # routes to reach the exposed services

Listing 1: Base station deployment template to be specialized at run
time.

this way, NeutRAN is resilient to failures, and self-adapts to
heterogeneous network deployments and operator requests.

Software—edge services. We deployed the function-
alities that support OpenShift on dedicated control-plane
nodes (e.g., cluster monitoring services, operators, certifi-
cate managers, DNS, etc.), which also host additional edge
micro-services. These include (i) an E-release O-RAN near-
RT RIC provided by the O-RAN Software Community
(OSC), with an E2 termination to the RAN for data collection
and performance reporting; (ii) data-driven xApps running
on the near-RT RIC; and (iii) a core network implemented
through Open5GS [60]. We configured additional compute
resources (worker nodes) to only execute low-latency appli-
cations, i.e., the base stations, thus providing performance
guarantees. The RAN is implemented through the SCOPE
software-defined cellular stack, part of the publicly available
OpenRAN Gym framework [61]. SCOPE extends srsRAN
with network slicing capabilities (leveraged to implement
spectrum sharing among different tenants), and the O-RAN-
compliant E2 termination to communicate with the near-RT
RIC [62, 63]. Every application is containerized and exposes
Flask REST APIs for monitoring and re-configuration.

Hardware. We deployed the three main infrastructure
components of NeutRAN as follows: (i) the SMO, on an Intel
NUC (15 CPU cores, 64 GB RAM); (ii) the edge datacenter,
on a bare-metal cluster managed by OpenShift; and (iii)
four cell sites, on USRPs X310 part of an infrastructure with
SDRs, antenna locations, and computational facilities. The
cluster features three control-plane nodes (Dell PowerEdge
R740, 32 CPU cores and 192 GB RAM) and two worker
nodes (Microway EPYC, 32 CPU cores and 256 GB RAM).
To ensure low latency and high performance, each node
embeds a 100 Gbps Ethernet card from NVIDIA Mellanox.
Workers connect to the SDRs via a Dell 4048T-ON Software-
defined Networking (SDN) switch.

An extensive experimental evaluation of NeutRAN and
its procedure is presented in Section 6.2, where we demon-
strate that NeutRAN can effectively deploy a fully virtu-
alized network in less than 10 seconds while improving a
variety of KPMs. We notice that NeutRAN can deploy an

end-to-end cellular network on white-box infrastructure in
less than 10 s, demonstrating its feasibility and effectiveness.

6 NEUTRAN PERFORMANCE EVALUATION

This section presents the NeutRAN performance evalua-
tion, including numerical results for scalability and resource
utilization, and experimental results about the gain that
sharing introduces for multiple KPMs.

6.1 Scalability, Complexity, and Effectiveness

We run large-scale simulations to (i) evaluate the com-
putational complexity and scalability of NeutRAN, and
(ii) assess and characterize its performance to determine its
applicability to real-world large-scale deployments.

The following results are generated through a custom
MATLAB simulator that uses Gurobi to solve problem (8)
on a compute node with 32 GB of RAM and a 12-core Intel
Core i7-9750H CPU at 2.60 GHz. We consider a deployment
with 5G NR cell sites uniformly deployed on a grid with
A = 21× 11 = 231 areas. The RAN uses numerology 4, i.e.,
240 kHz subcarrier spacing and 138 PRBs per band [57]. The
coverage indicators cb,j are configured such that cb,j = 1 if
area j ∈ A is distant at most 3

√
2/2 from the cell site, where

the distance is normalized with respect to the width of the
area. We consider the case where wi = 1 (i.e., problem (8)
aims at maximizing the number of admitted requests). All
results are averaged over 100 independent simulation runs.

Complexity Analysis. Here, we leverage and profile the
reduction techniques VR and PG presented in Section 4.4.
They identify the optimal solution for problem (8) with a
reduced complexity, avoiding computations of 60 s or more
even in scenarios with few cells or bands.

Figure 4 offers an analysis of the computational com-
plexity of problem (8) aimed at showing the scalability of
NeutRAN. We consider scenarios with variable numbers W
of spectrum bands per cell site and different values of K .
The figure on the left shows that NeutRAN can compute
optimal solutions in few hundreds of milliseconds even
in the case of large W and grouping coefficients K ≥ 23
(which corresponds to dividing the available 138 PRBs in 6
groups of size 23). We notice that grouping with higher
values of K is indeed effective, as it enables a 97% reduction
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Fig. 5: Acceptance, cell site activation and band utilization ratios as a
function of the number of requests (I) for different values of PNS and
number of cell sites (B). The figures share the same legend. W = 5.

in the computation times of optimal solutions (i.e., from
4.56 s of K = 6 to 0.12 s of K = 23 for W = 4). This is
due to the reduction in the number of variables (solid lines)
and constraints (dashed lines) required to solve problem (8),
which are shown on the right side of Figure 4.

Resource Utilization and Allocation Effectiveness. An-
other important aspect to investigate is how many requests
are admitted by NeutRAN, as well as how many cell sites
and spectrum bands are activated for different configu-
rations and deployments. To capture real-world deploy-
ment characteristics, the probability PNS models those cases
where a cell site b can support a number of bands Wb ≤ W .
In each run and for each b ∈ R and band ω ∈ Ω, we generate
a random variable z from a uniform distribution in [0, 1]
and set βb,f = 0 for each f ∈ ω if z < PNS. Additionally,
the value of the single band indicator variable ξb is modeled
with a probability PSB: for each b ∈ R, we randomly draw
the variable z again and set ξb = 1 if z < PSB. In the
following, we consider W = 5.

Figure 5 depicts the acceptance, cell site activation, and
band utilization ratios as a function of the number of re-
quests for different values of PNS and number B of cell
sites controlled by NeutRAN. The figure on the top shows
that the acceptance ratio decreases when a larger number of
requests is submitted to NeutRAN. Intuitively, the larger the
number of requests, the higher the probability that not all
requests can be accommodated due to the limited number
of PRBs and spectrum bands. Moreover, when B = 20, the
acceptance ratio decreases from 82% for PNS = 0 (i.e., all cell
sites support all W = 5 bands) to 67% for PNS = 0.5 (i.e., the
probability that a cell site does not support a band is 50%).
The same applies when B = 50, with the acceptance ratio
dropping from 99.8% for PNS = 0 to 96% for PNS = 0.5. As
expected, more cell sites also imply a higher acceptance rate
as more resources are available to NeutRAN.

Figure 5 (bottom-left) shows that the cell site activation
ratio always increases with the number of requests submit-
ted to NeutRAN. The activation ratio is higher for B = 20
than B = 50, as NeutRAN’s optimal policy requires the
allocation of as many cell sites as possible in the available
pool. Instead, Figure 5 (bottom-right) shows how different
configurations affect spectrum utilization. Intuitively, the
higher the number of submitted requests, the higher the
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Fig. 6: Acceptance, cell site activation and band utilization ratios as a
function of the number of requests (I) for different values of PSB and
number of cell sites (B). The figures share the same legend. W = 5.

number of spectrum bands to be allocated to support such
requests and avoid interference among neighboring cell
sites. Indeed, as the cell site activation ratio increases, more
bands must be activated to eliminate interference while
allocating the necessary PRBs. This happens in particular
for the resource constrained case of B = 20.

Figure 6 concerns the same metrics for varying values
of the probability PSB. Trends for acceptance and band
utilization rates are similar to those in Figure 5. However,
we notice that varying PSB affects the activation of cell sites
to a higher extent (Figure 6, bottom-left). Specifically, we see
that when half the cell sites can operate on a single spectrum
band at any given time (PSB = 0.5), the activation ratio
increases by approximately 20% compared to the case when
all cell sites support multiple spectrum bands (PSB=0). This
illustrates the importance of deploying cell sites with RUs
that can transmit simultaneously on multiple bands and that
can accommodate more requests with a lower number of
active cell sites (lowering operational and energy costs).

6.2 Experimental Evaluation of RAN and Spectrum
Sharing
To evaluate the performance of NeutRAN in a real-world
scenario, we deployed the prototype in an indoor space with
multiple obstacles, heterogeneous equipment and moving
humans, creating a wireless environment rich with scatter-
ing. The indoor area (Figure 7) covers more than 1100 m2.
It has been logically divided into A = 91 tiles of size
3.5 × 3.5 m2. We consider a configuration with B = 4 cell
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Fig. 7: Experimental setup: NeutRAN on an over-the-air SDR testbed.
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sites, each with an USRP X310 frontend, whose antennas
are mounted on the ceiling of the testbed. We deployed
10 commercial smartphones as shown in Figure 7. Smart-
phones represent end users for a set T with T = 3 different
tenants (e.g., different mobile network or private network
operators). Specifically, 4 users are served by tenant 1, and
3 each by tenants 2 and 3. Connectivity is provided over
LTE Band 7 under an experimental license, and W = 3
blocks with 10 MHz of spectrum (50 PRBs) each. Blocks
are identified by a pair (fd, fu) of downlink and uplink
carrier frequencies, with fd ∈ {2.625, 2.645, 2.685} GHz and
fu ∈ {2.505, 2.525, 2.565} GHz. We conservatively define
the coverage area of a cell site as the set of tiles where users
experience an average throughput higher than 50% of the
throughput that they would experience in the tile with the
cell site antenna. The result is the coverage map in Figure 7.

To exhaustively evaluate the performance of NeutRAN,
we consider the three following scenarios, each involving
four independent experiments lasting more than 300 s each.
• No sharing: this license-based scenario corresponds to a
traditional cellular network deployment where each tenant
(i) uses different cell sites without infrastructure sharing,
and (ii) owns a dedicated, licensed portion of the spectrum.
Each tenant operates independently on one of the three
10 MHz blocks. Since the RAN is not shared, tenant 1 serves
users from cell sites 1 and 3, tenant 2 from cell site 2, and
tenant 3 from cell site 4.
• Sharing, 30 MHz: the NeutRAN optimization engine and
automation pipelines are used to allocate tenant requests
over different cell sites and spectrum. NeutRAN controls a
total of 30 MHz, i.e., the same amount of spectrum available
to the No sharing configuration. Each cell site, however, only
provides service through a single pair of downlink/uplink
carrier frequencies and a 10 MHz spectrum block.
• Sharing, 10 MHz: this configuration is the same as Sharing,
30 MHz, with the difference that the system is deployed on
an overall spectrum of 10 MHz, shared among tenants. Since
only one band is available in this scenario (W = 1), Neu-
tRAN optimization engine does not enforce the interference
constraint (3).

The KPMs are collected at the RAN side every 250 ms for
each UE. Here, we consider downlink throughput, down-
link Modulation and Coding Scheme (MCS), and uplink
SINR. We also aggregate the UE downlink throughput over
time to compute the average and median UE throughput
and the total RAN throughput for each experiment. During
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Fig. 8: Average, sum, and median throughput metrics. With No sharing,
three tenants deploy their RAN on independent spectrum (10 MHz
each, for a total of 30 MHz) and cell sites and equipment. With Shar-
ing, 30 MHz, the tenants share the RAN infrastructure, cell sites, and
30 MHz of spectrum with the NeutRAN architecture. Finally, Sharing,
10 MHz features the same sharing configuration, but only uses 10 MHz
of spectrum. We show the 95% confidence intervals.

the experiments, the smartphones stream videos through
the YouTube application.

6.2.1 Experimental Results
We investigate whether using the NeutRAN-enabled RAN
and spectrum sharing improves network performance. Fig-
ure 8 concerns the average throughput.

Both Sharing configurations outperform the first one in
the total RAN throughput, showing that a network with
an optimized approach to resource management and shar-
ing outperforms orthogonal license-based schemes. Sharing,
30 MHz achieves a 2.18× gain over No Sharing, and the setup
with 10 MHz spectrum has a 1.77× gain, as also shown in
the table part of Figure 8. In addition, the Sharing approach
with 30 MHz also outperforms the No Sharing scheme in
terms of average and median throughput, suggesting that
the improvement does not apply only to aggregated perfor-
mance, but also, on average, to the single UEs. A similar
behavior can be observed in Figures 9a-9b, which show the
Cumulative Distribution Function (CDF) of the UE through-
put and downlink MCS, respectively. Both Sharing scenarios
outperform the No Sharing one.

Considering the Sharing setup with 10 MHz, we no-
tice that sharing the available spectrum improves the total
throughput when compared to the case No sharing, with
comparable average and median UE throughput. We would
like to point out that, thanks to the capabilities enabled
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Fig. 9: CDF of UE throughput, downlink MCS, and uplink SINR. With No sharing, three tenants deploy their RAN on independent spectrum
(10 MHz each, for a total of 30 MHz) and cell sites and equipment. With Sharing, 30 MHz, the tenants share the RAN infrastructure, cell sites, and
30 MHz of spectrum with the NeutRAN architecture. Finally, Sharing, 10 MHz features the same configuration, but only uses 10 MHz of spectrum.
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Fig. 10: PDF of UE uplink MCS and SINR in the No sharing, Sharing,
30 MHz, and Sharing, 10 MHz scenarios. The MCS saturates to 15 for
values of SINR ≥ 22.7.

TABLE 1: Average deployment and instantiation time of different
applications on the OpenShift-managed NeutRAN infrastructure.

Application Required Pods Instantiation Time [s]

Base station 1 9.55
Core network 17 5.90
Near-RT RIC 13 2.93
xApp 1 2.35

by NeutRAN, such comparable behavior is achieved by
using 1/3 of the spectrum used in the No sharing setup.
This is because RAN sharing allows tenants to optimally
deploy their resources, e.g., by maximizing the coverage of
their users and thus improving the downlink throughput
and MCS (Figures 9a-9b), especially for users with the best
channel conditions. However, when using a single 10 MHz
block, interference is significant for cell edge users, as shown
in Figure 9c, which reports the uplink SINR experienced by
each UE and shows an average 5 dB gap for 80% of the
UEs between the 10 MHz Sharing setup and the others. The
linear behavior observed in this scenario is due to the higher
spectrum utilization of the three tenants sharing a narrower
portion of the spectrum. This affects the Probability Density
Function (PDF) of MCS and SINR, reported in Figure 10,
with values close to those of the uniform distribution in the
10 MHz Sharing setup. This causes less fairness among the
UEs in uplink.

Another aspect worth considering is related to how fast
NeutRAN can deploy a fully working cellular network.
Table 1 shows the average instantiation time for the pods
of specific micro-services (i.e., base station, core network,
near-RT RIC, and xApp pods), as well as the number of
pods required to run them.
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Fig. 11: Time to instantiate pods vs. time to pull pod images for the
different NeutRAN components.

Similarly, in Figure 11, we show the time taken by Neu-
tRAN to instantiate each pod, as well as the time needed to
download (i.e., pull) the pod image from the image registry
to the physical machine where it will be instantiated. The
xApps images are the ones that take the least time to be
pulled and instantiated, with an average pull time below
0.1 s. A more diverse distribution can be seen in the pods of
the core network, whose instantiation times range from 2 s
to 11 s. The pods of the base stations have an average pull
time of 0.1 s but they take the longest to be instantiated
(as also shown in Table 1. Finally, since the pods of the
near-RT RIC are the largest ones—and are hosted on the
OSC Nexus image registry instead of locally on NeutRAN
cluster—they require more time to be pulled (i.e., up to 1 s),
but are instantiated within 4 s. These results show that, on
average, NeutRAN can instantiate a fully functional cellular
network in around 10 s.

7 CONCLUSIONS

We presented NeutRAN, a zero-touch framework to enable
and automate RAN and spectrum sharing among multiple
tenants. NeutRAN allows tenants to deploy on the fly an
end-to-end RAN tailored to their needs. We introduced
the NeutRAN framework, and described its components
and functionalities, including its optimization engine rApp
and virtualized infrastructure. Optimal support of neutral
host applications is obtained by modeling it as a complex
optimization problem, that we show solvable well within
seconds for networks of realistic scale (e.g., 50 cell sites).
We prototyped NeutRAN on an OpenShift cluster and an
indoor RAN testbed with 4 base stations and 10 users
from 3 different tenants, showing that NeutRAN can boost
the cumulative throughput of tenants’ subscribers by up
to 2.18×.
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