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Abstract

The purpose of this study was to increase the sensitivity of XFCT imaging by optimizing the data

acquisition geometry for reduced scatter X-rays. The placement of detectors and detector energy

window were chosen to minimize scatter X-rays. We performed both theoretical calculations and

Monte Carlo simulations of this optimized detector configuration on a mouse-sized phantom

containing various gold concentrations. The sensitivity limits were determined for three different

X-ray spectra: a monoenergetic source, a Gaussian source, and a conventional X-ray tube source.

Scatter X-rays were minimized using a backscatter detector orientation (scatter direction > 110° to

the primary X-ray beam). The optimized configuration simultaneously reduced the number of

detectors and improved the image signal-to-noise ratio. The sensitivity of the optimized

configuration was 10 µg/mL (10 pM) at 2 mGy dose with the mono-energetic source, which is an

order of magnitude improvement over the unoptimized configuration (102 pM without the

optimization). Similar improvements were seen with the Gaussian spectrum source and

conventional X-ray tube source. The optimization improvements were predicted in the theoretical

model and also demonstrated in simulations. The sensitivity of XFCT imaging can be enhanced by

an order of magnitude with the data acquisition optimization, greatly enhancing the potential of

this modality for future use in clinical molecular imaging.

Index Terms

Computed tomography (CT) physics; molecular imaging; system design; X-ray imaging

I. Introduction

X-RAY fluorescence computed tomography (XFCT) has been proposed as a modality for

element-specific 3-D imaging of a subject [1]–[3]. In this method, X-rays are used to

produce fluorescence (characteristic) X-rays through interaction with the high atomic
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number (high-Z) elements present in the imaged object. The detected X-ray fluorescence

(XF) signal is used to image the spatial distribution of the high-Z contrast agents. XFCT

promises a noninvasive molecular imaging modality of high-Z molecular probes such as

gold nano-particles (AuNPs).

Boisseau first demonstrated XFCT imaging in 1986 by imaging the titanium and iron fibers

in small (~ 1 mm), sparse (mostly air) samples [1], [2]. Cesareo et al. followed soon with

XFCT of iodine distributions in small but nonsparse objects [3]. Simionovici et al.

demonstrated high-resolution X-ray fluorescence micro-tomography in 2000 [4]. In 2008,

Takeda et al. performed in vivo XFCT imaging of iodine perfusion in a mouse brain [5]. All

of these experiments used mono-energetic X-rays from synchrotron radiation. Although

these studies demonstrated the principle of imaging trace quantities of high-Z contrast

materials within a specimen, the cost of a synchrotron facility is prohibitive for clinical and

pre-clinical imaging studies. However, to our knowledge, there has been no successful

demonstration yet of in vivo XFCT using ordinary X-ray sources. One investigation

concluded that XFCT using ordinary sources is not competitive with transmission CT when

current clinical scan time and imaging dose constraints are applied to both modalities [6].

We focus on XFCT with ordinary poly-energetic X-ray sources, and henceforth refer to

XFCT in this context.

Recently, several studies have examined the possibility of XFCT imaging with ordinary

poly-energetic X-ray tube sources [7]–[9]. Kuang et al. demonstrated imaging of three

different elements simultaneously [10]. The main limitation of XFCT for in vivo molecular

imaging studies is insufficient sensitivity. High sensitivity in molecular probe detection is

needed for early detection of disease and therapeutic response assessment. Previous

experimental studies using small animal phantoms have demonstrated imaging of gold

concentrations as low as 0.5% by weight (5 mg/mL) [7], which is in agreement with

previous simulation studies with 0.1% concentration [8], [11]. However, the expected

concentration of gold accumulated in tumors using targeted agents is on the order of 0.001%

(10 µg/mL) [12], [13]. XFCT has also been proposed as a method for monitoring the uptake

of chemotherapy drug Cisplatin, based on the detection of the platinum atom in the drug [8].

Concentrations of 5–40 µg/mL (0.0005%–0.004%) have been measured in cancer patients

undergoing Cisplatin chemotherapy [14], [15]. Thus the sensitivity must be greatly

improved in order to make XFCT useful for in vivo molecular imaging applications.

The imaging sensitivity is limited by the presence of Compton scatter X-ray signal which

interferes with the detection of the XF signal. The imaging sensitivity can be dramatically

improved by increasing the ratio of XF to Compton photons. In this work, we propose a

spatial orientation of detectors such that there is a low probability of acquiring scatter X-rays

which have the same energy as fluorescence X-rays (i.e., an optimized spectro-spatial

detector configuration).

In this optimization, X-ray detectors are placed at large scattering angles relative to the

primary excitation beam. At large scattering angles, the Compton scatter X-rays lose much

of their energy in the scattering process. As a result, nearly all of the detected Compton X-

rays have a lower energy than the fluorescent X-rays. The two events can then be
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distinguished from each other based on detected X-ray energy, and the XF signal to

Compton background ratio is greatly increased.

This article is organized as following. In Section II, we develop a theoretical model

describing our proposed imaging system. In Section III, we discuss Monte Carlo simulations

which allow us to more fully capture the complexity of the physical processes in XFCT. We

then provide results from both modeling approaches in Section IV which demonstrate the

improvements achieved from the proposed configuration. We close with a discussion and

conclusions in Sections V and VI.

II. Theoretical Model

To assess our proposed optimized configuration, we first define a theoretical model to

predict the XFCT imaging performance. We then use this model to predict the performance

of both the optimized and unoptimized configurations. This model includes the X-ray

spectrum, dose, imaged object (phantom), reconstruction parameters and, most importantly,

the detector configuration. The figure of merit for performance is the signal-to-noise ratio

(SNR). We calculate the raw data SNR as

(1)

where Nxf is the number of detected XF photons, and Nsc is the number of Compton scatter

photons that are indistinguishable from XF photons. We assume that both Nxf and Nsc have

Poisson probability distributions. The scatter signal Nsc is included in the noise term

; it becomes large in comparison to Nxf at low imaging agent concentrations.

We now calculate Nxf and Nsc from the X-ray interaction cross sections for X-ray

fluorescence and scatter. For photon processes (e.g., absorption, scatter, fluorescence), the

number of events N that occur in a thin sample irradiated by I0 photons is defined as

(2)

where σ is the process cross section, and Nt is the number of target atoms or electrons per

unit area in the path of the incident photon beam.

Now suppose that a water phantom has a length ℓ in the path of an incident X-ray beam, and

that a fraction kℓ of this length is a aqueous gold solution region with gold weight percentage

kρ. Then the number of target gold atoms per unit area available for X-ray fluorescence is

(3)

where NA is Avogadro’s number, AAu is the atomic mass of gold, and ρw is the density of

water. Combining (2) and (3), we have
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(4)

For X-ray scattering, the relevant parameter is the number of electrons in the phantom. In

our phantom, the X-rays scatter mostly from the water molecules (relatively high abundance

of water compared to gold).We calculate the number of target electrons per unit area as

(5)

where Zw is the number of electrons per water molecule, and Aw is the atomic mass of water.

Combining (2) and (5), we have

(6)

σxf is an atomic cross section defined in terms of unit area per atom and σsc is an electronic

cross section defined in terms of unit area per electron. See [16] for examples of atomic and

electronic cross sections. In the next section, we present the calculation of the cross sections

σxf and σsc and describe how we include the effects of the detector geometric configuration

and X-ray source spectrum into these cross sections.

Combining (1), (4), and (6), we have the following result for the theoretical SNR of the raw

data

(7)

The SNR in the reconstructed image (SNRrecon) also depends on the reconstruction

algorithm. If the filtered backprojection reconstruction (FBP) is used, then from the linearity

of FBP, the reconstructed image SNR is simply SNRraw times a reconstruction factor Krecon

and the number of projection view angles Nproj in the raw data

(8)

Other reconstruction algorithms such as MLEM [17] can be used instead of FBP for better

noise properties, but we used FBP here for its simplicity as a linear transformation. There is

usually no analytical closed form Krecon for for nonlinear iterative reconstruction algorithms

like MLEM. The calculation of the reconstruction factor is Krecon presented in Appendix B.

Finally, we have the formula for the theoretical SNR in the reconstructed image
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(9)

The parameters I0 and Nproj control the radiation dose. Parameters σxf and σsc specify the

interaction cross sections. Parameters ℓ, kℓ, kρ characterize the phantom. Krecon is the

reconstruction factor, and the remaining variables in (9) are physical constants.

This simple theoretical model does not include attenuation of the XF and Compton scatter

photons, and assumes a constant X-ray flux throughout the phantom. It also does not

account for phantom complexity; it assumes single gold-containing region in the center of a

water phantom. Lastly, we did not include higher order effects such as coherent scatter,

multiple Compton scatter, or electron binding effects on Compton scatter in our theoretical

model, because these are difficult to model theoretically and are negligible. (However, these

effects are included in our simulations).

We explicitly considered the energy and spatial distribution of XF and Compton scatter

photons in our model. The cross sections σxf and σsc are weighted by the spectrum

(probability distribution) of the primary X-ray beam; thus, they take the source spectrum

into account. They also account for the detector spatial location and the detector energy

window, both of which affect the detected number of fluorescence and scatter X-rays. The

next section presents the calculation of σxf and σsc in our model.

A. Calculation of X-ray Fluorescence and Scatter Cross Sections

The cross section for X-ray fluorescence is the product of the photo-electric cross section

and the fluorescent yield

(10)

where κ(E) is the photoelectric cross section for an incident X-ray with energy E, and the

fluorescent yield Ykk′ is defined as the probability of a atomic transition from sub-shell k′ to

sub-shell k given an electron vacancy in shell k. Equation (10) follows from the definition of

X-ray fluorescence as a two-step process of photo-electric X-ray absorption (characterized

by κ(E)) followed by a fluorescence photon (characterized by Ykk′). We used the empirical

tabulated values of κ(E) and Ykk′ for gold from the Lawrence Livermore National Lab

(Livermore, CA, USA) Evaluated Atomic Data Library (EADL) [18].

For a poly-energetic source σxf must be weighted by the energy probability distribution of

the source

(11)
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Now suppose we are interested in only the fluorescence emitted in a specific angular range

θ1 < θ < θ2, where θ is the emission angle as defined in Fig. 3. In this case, only the

contribution to σxf from the solid angle defined by θ1 and θ2 is calculated

(12)

(Note that (1/2)  integrates to 1 in the case of 4π isotropic geometry). This XF

cross section represents the contribution to the total photo-electric cross section from only

those photo-electric events that ultimately lead to fluorescent X-rays within scattering angles

{θ1, θ2} with a characteristic energy corresponding to a specific electron shell transition.

The calculation of scatter cross section σsc is derived from the Klein–Nishina theory of X-

ray scattering from electrons [19], [20]. We calculate the total scattering cross section as a

function of the following parameters: the incident X-ray energy spectrum defined by

probability distribution p(E); the scatter energy range E′ ± ΔE′/2; and scattering angle range

{θ1, θ2}. Given these parameters, the scatter cross section is

(13)

This energy- and angle-specific cross section represents the contribution of scatter energies

E′ ± ΔE′/2 within scattering angles {θ1, θ2} to the total scattering cross section of a poly-

energetic X-ray beam. This result is derived in Appendix A. Here, P(E′, θ) is the ratio of the

incident photon energy to the scattered photon energy and is given by the Compton

scattering formula (see [20])

(14)

where me is the rest energy of an electron (511 keV/c2). FKN is the Klein–Nishina

differential cross section FKN = dσsc/dΩ for a given scattered photon energy and scattering

angle

(15)

α is the physical fine structure constant (~ 1/137.04) and rc = ћ/mec is the reduced Compton

wavelength of the electron (~ 3.8616 × 10−13 m).We used an energy window ΔE′ = 1 keV.

The highest energy resolution currently possible in X-ray detectors is about 1 keV for 100-

keV X-rays (using high-purity germanium detectors).

The integrals in (12) and (13) cannot be solved analytically because κ(E) and p(E) usually

do not have closed analytical forms. Therefore, we computed these integrals numerically.
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III. Monte Carlo XFCT Simulations

We used the open-source EGSnrc Monte Carlo radiation transport program[21] to simulate

XFCT imaging. The Monte Carlo simulation models the transport of photons and electrons,

and fully simulates all relevant physical interactions including X-ray fluorescence, bound

Compton scattering, coherent scattering, photoelectric interactions, ionization and energy

deposition, atomic excitations, and bremsstrahlung. The EGSnrc program takes a set of X-

ray beams as an input, and follows the transport of ionizing radiation through a user-

specified voxelized phantom. The EGSnrc program accumulates the radiation dose in the

phantom, while ignoring radiation that exits the phantom. We modified the EGSnrc program

to count all photons that leave the phantom, including primary and secondary X-rays.

A mouse-sized digital phantom of a 2.25 cm diameter was constructed for the simulation

study (Fig. 1). The phantom contained four smaller 5-mm-diameter regions of gold nano-

particle (AuNP) solutions of various concentrations: 0.001%, 0.002%, 0.005%, and 0.01%

by weight. To express this quantity in terms of molar concentration, the nano-particle size

(i.e., number of atoms per nano-particle) must be known. We assumed 10-nm-diameter

AuNPs, each weighing 5 MDa. We chose this size because the number of atoms per particle

was directly measured previously[22], and because it is close to the biologically optimal 30–

50 nm range for cellular uptake [23]. The conversion from weight per volume to number of

moles per volume is approximately 1 pM per 1 µg/mL of 10-nm-diameter AuNP solution in

water. Thus the AuNP concentrations in our simulation were (10, 20, 51, and 102 pico-

molar respectively). These quantities are listed in Table I. The expected concentration of

AuNPs accumulated in tumors using targeted agents is on the order of 0.001% (10 pM for

10-nm AuNPs). [12], [13].

The primary X-ray beam was specified as a rectangular pencil beam of 0.2 mm width in the

transverse direction and 1 mm Right: Detector angular position refers to a specific point in

the detector array. height in the axial direction. This pencil beam was scanned along the

transverse direction in 120 steps for each view angle, and the object was scanned from 360

different views. For each translation and rotational step, each photon leaving the phantom

was tallied into one of 400 bins corresponding to an energy range of 0–100 keV. Thus, the

data size for each acquisition was 120 × 360 × 400.

A. X-ray Sources

The simulations were performed using three X-rays sources with different energy spectra: a

82 keV monoenergetic spectrum; a Gaussian spectrum with a 82-keV mean and 5-keV

standard deviation; and a simulated tungsten anode X-ray tube operated at 110 kVp and

filtered with 680 µm of lead. These represent spectra with increasing width. The first two

sources are purely theoretical (Delta and Gaussian functions), while the last source was

obtained from the simulation of a realistic X-ray producing machine. These X-ray spectra

are plotted in Fig. 2.
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B. Optimizing the Detector Configuration

We used a spherical array of detectors to detect the XF photons emitted from the imaged

object at the center of the sphere (see Fig. 3). The influence of the detector angular position

within the array on the number of detected XF and scatter X-rays was first assessed. The

emission spectrum was measured at different detector positions. Based on these data, a

detector configuration that maximized the ratio of detected XF to scatter X-rays was

selected. Specifically, we selected an optimum range of detector position θ within the

spherical detector array. (θ is in the (r, θ, ϕ) spherical coordinate system, with the primary

X-ray beam along the longitudinal axis). A value of θ = 0° refers to forward-scattering

direction and θ = 180° refers the back-scattering direction.

We assumed that the detector position θ is approximately equal to the scattering angle of

scattered X-rays. For our setup with the detectors placed 20 cm away from the center of a

2.5 cm FOV, this is a close approximation. We also assumed a 100% detection efficiency of

all X-ray emissions from the phantom. This is only possible with a 4π geometry

implemented with a spherical array of detectors encompassing the imaged object. For the

optimized detector configuration, we select only part of this spherical array. We chose the

spherical detector geometry for maximizing the system sensitivity; however, it is not crucial

to this work. As we will show, the important parameter is θ, and the concept of optimizing θ

applies just as well to a point detector or a circular ring detector array.

C. Radiation Dose

The influence of dose on imaging outcome is assessed. For each primary X-ray source, we

simulated 5 × 108 – 1 × 1011 particle histories. These numbers were chosen to correspond to

a typical X-ray dose in practice. Although the dose varies slightly among the different X-ray

sources, it is roughly 0.1–20 mGy at the surface of the phantom for the range of particle

numbers simulated.

D. Data Analysis

We processed the X-ray photon counts from the Monte Carlo simulations into sinogram

space data. As described earlier, an spectrum of X-ray counts by energy was acquired for

each X-ray pencil beam translation and rotational step for each detector element. We

summed these counts among detectors corresponding to a specific range of θ values. We

also summed the counts within one of the following 1-keV wide energy windows: 67.0,

68.8, 77.8, and 80.1 keV (corresponding to gold Kα2, Kα1, Kβ1, and Kβ2 lines, respectively).

Then a basic scatter correction was applied: the phantom was scanned with and without the

gold regions. When scanning without the gold regions, the gold concentrations were set to 0,

i.e., pure water. The raw data of the pure water phantom were subtracted from the raw

sinogram of the gold-containing phantom to produce a scatter-corrected sinogram.

A second scan for scatter correction is not strictly necessary for this work or for XFCT in

general; the scatter counts can be interpolated from the acquired spectrum or can be

estimated from prior phantom knowledge. Nevertheless, a second scan for scatter

measurement provides the best scatter correction and is simple in implementation.
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Therefore, we used this scatter correction in our work, and applied it to both the optimized

and unoptimized configurations.

The XFCT image was reconstructed from the corrected sinogram data using the filtered

back-projection algorithm. A Hamming filter with a cutoff frequency of 0.25 × fNq was used

for smoothing in the reconstruction; fNq refers to the Nyquist frequency. (fNq is one-half of

the sampling frequency).

The reconstructed images were assessed using the measured SNR metric

(16)

where µA and µB are the mean pixel values in two regions of interest (ROI) A and B. σ is the

standard deviation of pixel values in region B. ROI A was drawn in a region containing gold

solution and B was drawn in the water background region in the center of the FOV.

IV. Results

A. Optimizing the Detector Configuration

The spectro-spatial distribution of detected X-rays for each of the primary X-ray sources is

shown in Fig. 4. The energies of the Kα2, Kα1, Kβ1, and Kβ2 gold XF lines are 67.0, 68.8,

77.8, and 80.1 keV, respectively, and their intensities are 28%, 48%, 16%, 4%, respectively.

Four dashed vertical lines corresponding to the gold X-ray fluorescence energies are

annotated for reference. The Compton scatter is anisotropic: back-scatter X-rays (θ ≈ 180°)

have lower energies than forward-scatter X-rays (θ ≈ 0°). On the other hand, the gold X-ray

fluorescence is isotropic with a fixed energy and uniform intensity over all angles. The

Compton scatter signal overlaps with the XF signal, making the detection of the

fluorescence difficult. Nevertheless, there are some detector positions at which the XF signal

has little overlap with Compton scatter. Thus, we can select a spatial detector configuration

to eliminate or significantly reduce the acquisition of Compton scatter.

We compared four different configurations: Kα1 energy window at all values of θ

(isotropic); Kα1 window at θ < 40°; Kα2 window at θ < 20°; and Kβ1 window at θ > 110°. In

Fig. 4 it is apparent that the Kα lines have the smallest overlap with Compton scatter at small

values of detector angular position θ, and Kβ lines have the smallest overlap with Compton

scatter at large values of θ.

These θ ranges were based on the results in Fig. 4, and were then tuned in a trial-and-error

approach. We took this approach because strict optimization of θ is a difficult task. This is

because the XF-to-scatter ratio and XF intensity are opposing quantities with respect to θ.

For instance, consider the Kβ1 window at θ > 110°. As θ increases, the Kβ lines are

increasingly separated in energy from the Compton scatter, reducing the acquisition of

Compton scatter. On the other hand, the size of the detector array also decreases, reducing

the acquired XF signal. Choosing the optimal θ must balance these two competing

requirements. Thus “optimization” must be defined with respect to SNR (or some other

quality metric), instead of XF or scatter background intensities. Although we derived an
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analytical relationship between SNR and θ in the theoretical model in Part II, the SNR

function is neither a smooth nor convex function with respect to θ. The analytical or

numerical optimization of SNR on θ is an intractable problem.

Simulation results for these different configurations are shown in Fig. 5. The detection of the

Kβ1 X-rays using θ > 110° was the best configuration, despite the fact that the Kβ1 X-rays

are only 1/3 as intense as Kα1 X-rays and only one half as intense as Kα2 X-rays.

Furthermore, this configuration used only 1/3 of the detectors compared to the isotropic

configuration, because of the restriction θ > 110°. This configuration therefore acquires only

1/9 as many XF photons as the isotropic configuration. On the other hand, the acquisition of

scatter X-rays was greatly reduced. In this Kβ window: θ > 110° configuration, the large

scattering angle reduced the energy of the scatter X-rays. Since the energy of the 78 keV

gold Kβ1 photons is greater than that of the backscatter X-rays (55–68 keV), the XF and

scatter signals were clearly separated by energy discrimination. Contrary to intuition, this

configuration simultaneously reduced the number of detectors and improved the imaging

result. Using small θ for the Kα lines was not better than using the entire isotropic detector

array, because the reduction in scatter was not enough to offset the reduction in XF signal in

these configurations. Based on these results, this (kβ window, θ > 110°) configuration was

chosen as the optimal configuration.

B. Optimized Versus Isotropic Configuration

Figs. 6 and 7 display the phantom reconstruction for the simulations with the three X-ray

sources and four different imaging doses. The results for the isotropic detector configuration

(Kα1 window, 0° < θ < 360°) are shown in Fig. 6, while the results for the optimized

configuration (kβ1 window, θ > 110°) are shown in Fig. 7. The intensity of each image was

normalized such that the 0.005% concentration region has an intensity of 50 and the 0.01%

region has an intensity of 100. The window/level was chosen as [60/30].

In the isotropic detector configuration, the images are degraded by the Compton scatter. For

each (X-ray source/dose) setting, the optimized configuration has a better result than the

isotropic configuration. The highest concentration recognized at 2.0 mGy dose is 0.01%,

even with the monoenergetic source. On the other hand, the lowest 0.001% concentration is

recognized with the optimized configuration at the same 2.0 mGy dose. The measured SNRs

for the isotropic and optimized simulations were plotted in Fig. 8. Not surprisingly, the best

results are obtained with the monoenergetic X-ray source, which is tuned to excite gold

atoms with an energy right above the gold K-edge. The measured SNR decreased with

broader energy X-ray source spectrum. The 0.001% region was visible at 2.0 mGy dose with

the monoenergetic source. With the Gaussian spectrum and filtered 110-kVp X-ray sources,

the lowest visible concentration at 2.0 mGy dose was 0.005%. We consider a measured SNR

value of 4 as the perceptibility limit based on the Rose criterion [24], and we have marked

this value with a dashed line. In a few cases, the measured SNR decreased with increased

dose and we attribute this to statistical variation.
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C. Comparison of Simulation Results to Theoretical Predictions

We present simulation results and theoretical predictions for the optimized and isotropic

configurations. The SNR was measured for both configurations and with various simulation

parameters (gold concentration, X-ray dose, and X-ray source spectrum) and compared to

the SNR predicted by the theoretical model. The imaging doses ranged from 0.4 mGy to 20

mGy at 0.4 mGy increments. The measured versus predicted SNRs for each of these

simulation settings are plotted in Fig. 9 along with a linear regression fit to the data.

Both the theoretical model and the simulations show about a six-fold SNR increase with the

optimized configuration compared to the isotropic configuration (left versus right panels).

The theoretical model closely matches the simulation results (slope of 0.71 and 0.98; and R2

= 0.859 and 0.786 for the isotropic and optimized configurations, respectively). A slope of

1.0 means perfect agreement between theory and simulation. Differences between theory

and simulations arise because of the simplifying assumptions in the theory. Most

importantly, the phantom in the simulations is more complex than the simplified phantom

model in theoretical calculations. Despite these differences, there is good agreement

between these two independent modeling approaches. Thus our proposed optimization is

supported by both theory and simulation.

V. Discussion

The optimized detector configuration simultaneously reduced the number of detectors and

improved the image signal-to-noise ratio. This demonstrates the importance of optimizing

the detector configuration to acquire data in only the favorable spatial locations. The

optimization resulted in an order of magnitude higher sensitivity than with the isotropic

configuration. Even though scatter correction was used in both cases, the optimized

configuration produced dramatically better results. This is explained by the fact that there is

statistical noise in the scatter background which was large compared to the intensity of the

XF signal. The scatter statistical noise cannot be removed by scatter correction methods. The

optimized configuration reduced the acquisition of scatter in the first place.

There are a few ways to further improve XFCT. First, replacing the analytical filtered back-

projection algorithm by a statistical iterative reconstruction algorithm such as maximum

likelihood will increase the measured SNR. Secondly, ordinary X-ray sources may be

filtered to achieve a narrow energy spectrum.

Currently, the detection limit in experimental XFCT (without synchrotron facilities) has

been two orders of magnitude higher than that required in in vivo molecular imaging. We

were able to make up one order of magnitude with the optimization presented in this work,

while the remaining order of magnitude improvement was achieved with simulated

instrumentation improvements (large spherical detector array and narrow source X-ray

spectra). With these improvements, the sensitivity approaches the requirements for nano-

particle based molecular imaging and Cisplatin drug monitoring.

Each molecular imaging modality has important limitations. Clinical molecular imaging is

largely performed with nuclear imaging methods (PET and SPECT) because of the exquisite
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instrumentation sensitivity (10−10 – 10−12 M) to positron and gamma emissions.

Nevertheless, the nuclear imaging modalities are limited by the short imaging time window

imposed by the radioactive decay of imaging probes. This limitation precludes imaging at

late times after radio-pharmaceutical administration due to nuclear decay. This poses a

limitation in situations with slow imaging agent accumulation and wash-out. Other issues

are radiation dose to both patient and health care personnel and expensive radiochemical

synthesis of imaging probes. Optical methods, while having excellent sensitivity sensitivity

(10−9 – 10−16 M) in small animal imaging, have limited clinical use because of low

penetration of optical photons in large subjects. Conventional MRI has insufficient

sensitivity sensitivity (10−3 – 10−5 M), but hyper-polarization methods are used to increase

the SNR in molecular imaging. While promising for imaging fast biochemical kinetics,

hyper-polarized MRI is limited to a short imaging time window due to unrecoverable T1

relaxation of hyper-polarized probe. Because of limitations on each of the mentioned

modalities, there is a niche for XFCT as a method for molecular imaging in large subjects

over a longer imaging time window. The sensitivity in this study was 10 pM (based on 10

µg/mL detectability of nano-particles with approximately 106 gold atoms), which is

competitive with other nuclear and optical modalities. Our optimized configuration method

combined with the proposed instrumentation improvement will enhance the sensitivity of

XFCT, making it a viable method in pre-clinical and clinical molecular imaging studies.

VI. Conclusion

An XFCT SNR enhancement technique with an optimized detector configuration was

reported in this work. The approach dramatically improves the sensitivity of XFCT by

minimizing the acquisition of unwanted scatter X-rays. With this optimized configuration,

we demonstrated the feasibility of XFCT for molecular imaging of low concentrations of

gold. Our results will guide the design of a future XFCT molecular imaging system.
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Appendix A

Derivation of Scattering Cross Section

This appendix derives the energy- and angle-specific scattering cross section σsc in (13).

From the Klein–Nishina theory of X-ray scattering from electrons, the total scatter cross

section is calculated by integrating the Klein–Nishina differential cross section FKN over a

range of solid angles

(17)
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where the FKN is a function of the scattered energy E′ and scattering angle θ. This equation

can be found in many radiological physics textbooks (e.g., [20]).

This is the total scattering cross section over all scattered energies and scattering angles

from a monoenergetic X-ray source with energy E. Each scattering angle has a unique

scattered energy which can be found from the Compton scattering formula [(21)].We are

interested in only those scattered X-rays that have the same energy as an XF spectral line

since these scatter X-rays are indistinguishable from the XF photons. From (17), the

fractional contribution by a single scattered energy E′ to this total cross section is given by

the infinitesimal

(18)

where θ is the scattering angle corresponding to scattered energy E′. Δθ is the infinitesimal

range of scattering angles corresponding to an infinitesimal energy window ΔE′ around the

scattered energy E′.

For a poly-energetic source, scatter X-rays with energy E′ can be found over a wide range of

scattering angles, not just a specific angle. For this source, the contribution from E′ at a

specific θ must be weighted by the probability distribution p(E) of the poly-energetic source

(19)

ΔE is the portion of the source spectrum that contributes to scattered energy window ΔE′ at

scattering angle θ. The source energy window ΔE depends on θ, whereas ΔE′ is independent

of θ. To modify this expression in terms of ΔE′, we make the substitution ΔE = (dE/dE′) ΔE

′)

(20)

The derivative dE/dE′ is calculated using the Compton energy relation

(21)

Using the chain rule for derivatives

(22)

Combining (20), (21), and (22), we have
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(23)

We integrate (23) over the scattering angles of interest {θ1, θ2} to complete the derivation of

(13)

(24)

Appendix B

Derivation of Reconstruction Factor Krecon

This appendix describes the calculation of the multiplicative factor Krecon that transforms the

raw data SNR into reconstruction SNR. FBP reconstruction involves convolution of the raw

data with a filter R(x), where x is the radial direction in the sinogram data. We first calculate

the filter R(x). In FBP, R(x) is defined as

(25)

where FOV is the diameter of the scanned field-of-view. R(x) is essentially the (inverse)

Fourier transform of the linear ramp function |f|. W(f/fsfc) is a user-selected windowing

function multiplied with the projection data in the frequency domain to add smoothing to the

image reconstruction. fs is the spatial sampling frequency and fc is the normalized cutoff

frequency defined between 0 and 1. fc selects the maximum frequency in the filtered data.

For W, we selected the Hamming window, which is defined as

(26)

To obtain the reconstruction factor Krecon, we first find how the raw data signal mean µraw

and noise σraw are transformed by convolution with R(x) into mean µrecon and noise σrecon in

the reconstruction. µrecon is the weighted average of µraw over the extent of the gold-

containing region x: {−kℓ · FOV/2, + kℓ · FOV/2} by the filter R(x), i.e.,

(27)

kℓ is the fraction of the FOV diameter occupied by the gold-containing region. σrecon is

calculated the root mean square weighted average of σraw over the entire FOV

(28)

We define the reconstruction factor
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(29)

Combining (27), (28), and (29)

(30)

For our choice of Hamming window with a frequency cutoff fc = 0.25 and kℓ = 0.20, we

calculated Krecon = 0.788. For comparison, Krecon = 0.029 for a pure ramp-filter.
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Fig. 1.
Phantom used in XFCT simulations. Regions of various concentrations of gold solution

were embedded in a water phantom.
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Fig. 2.
X-ray source spectra used in XFCT simulations.
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Fig. 3.
XFCT simulation schematics. Left: 3-D illustration of simulated imaging system. Shell of

X-ray photon counting detectors surround the scanned object in a 4π geometry. The object is

scanned with an X-ray pencil beam. Right: Detector angular position θ refers to a specific

point in the detector array.
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Fig. 4.
The energy and spatial distribution of detected X-rays. Results for three different X-ray

sources (monoenergetic 82 keV, Gaussian 82 ± 5 keV, and a 110-kVp X-ray tube source

with 680 µm Pb filter) are shown. There were 1010 photons in the primary X-ray beam.
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Fig. 5.
Reconstructions corresponding to various detector configurations for 2 mGy dose: 1) Kα2

line, Isotropic θ; 2) Kα1 line, θ < 40°; 3) Kα2 line, θ < 20°; 4) Kβ1 line, θ > 110°. We chose

4) as the optimized detector configuration. Gold concentrations in the phantom were

0.001%, 0.002%, 0.005%, and 0.01%.
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Fig. 6.
XFCT simulation results for the isotropic configuration: 68.8 keV Kα1 photons collected at

all values of θ. Radiation doses from 0.4 to 20 mGy using three different X-ray spectra.

Gold concentrations in the phantom were 0.001%, 0.002%, 0.005%, and 0.01%.
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Fig. 7.
XFCT simulation results for the optimized configuration: 78 keV Kβ1 photons collected at θ

> 110°. Radiation doses from 0.4 to 20 mGy using three different X-ray spectra. Gold

concentrations in the phantom were 0.001%, 0.002%, 0.005%, and 0.01%.
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Fig. 8.
SNR values for the isotropic and optimized detector simulations. We used three different

sources (monoenergetic 82 keV, Gaussian 82 ± 5 keV, and a 110-kVp X-ray tube source

with 680 µm Pb filter). Measured SNRs at various doses and gold concentrations are shown.
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Fig. 9.
Measured versus theoretical SNRs. Left: isotropic configuration; Right: optimized

configuration. The data for all gold concentrations, X-ray doses, and X-ray spectra were

pooled together.
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TABLE I

Gold Concentrations in Phantom in XFCT Simulations. Concentrations Have Been Reported in Different

Units

Region Percent weight Weight
concentration
(µg/mL)

Molar concentration
(pM)

1 0.001% 10 10

2 0.002% 20 20

3 0.005% 50 51

4 0.010% 100 102
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