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Generalized MPI Multi-Patch Reconstruction using
Clusters of similar System Matrices
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Abstract—The tomographic imaging method magnetic particle
imaging (MPI) requires a multi-patch approach for capturing
large field of views. This approach consists of a continuous or
stepwise spatial shift of a small sub-volume of only few cubic
centimeters size, which is scanned using one or multiple excitation
fields in the kHz range. Under the assumption of ideal magnetic
fields, the MPI system matrix is shift invariant and in turn
a single matrix suffices for image reconstruction significantly
reducing the calibration time and reconstruction effort. For large
field imperfections, however, the method can lead to severe image
artifacts. In the present work we generalize the efficient multi-
patch reconstruction to work under non-ideal field conditions,
where shift invariance holds only approximately for small shifts
of the sub-volume. Patches are clustered based on a magnetic-
field-based metric such that in each cluster the shift invariance
holds in good approximation. The total number of clusters is
the main parameter of our method and allows to trade off
calibration time and image artifacts. The magnetic-field-based
metric allows to perform the clustering without prior knowledge
of the system matrices. The developed reconstruction algorithm
is evaluated on a multi-patch measurement sequence with 15
patches, where efficient multi-patch reconstruction with a single
calibration measurement leads to strong image artifacts. Analysis
reveals that calibration measurements can be decreased from 15
to 11 with no visible image artifacts. A further reduction to 9 is
possible with only slight degradation in image quality.

Index Terms—Biomedical imaging, focus fields, image recon-
struction, magnetic particle imaging

I. INTRODUCTION

HE tomographic imaging technique magnetic particle

imaging (MPI) [1] is a promising tool for vascular
imaging applications [2]. Diseases like stroke [3], stenosis [4],
and the presence of aneurysms [5] can be detected by applying
magnetic nanoparticles (MNPs). In addition, MPI allows to
visualize coated medical instruments [6] making the technique
a promising tool for interventional procedures.

In MPI different magnetic fields are used to image the dis-
tribution of magnetic nanoparticles. Standard MPI systems use
one or more dynamic drive fields exciting the magnetization of
the nanoparticles and a static selection field spatially encoding
the generated magnetization signal. Ideally, the drive fields
are realized by homogeneous fields, whereas the selection
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field is realized by a linear gradient field. The selection field
suppresses signal generation outside a small volume around
the field free point (FFP) or field free line (FFL), while
the drive fields rapidly move this region around. The bulk
of the magnetization signal will be generated from locations
crossed by the low field region defining the effective field of
view of the imaging system. Signal detection is usually done
inductively and simplified by using a sinusoidal excitation in
the kHz range [1].

The size of the field of view of the imaging sequence above
is proportional to the quotient of drive-field amplitude and
gradient strength. The two ways to enlarge it are limited in
practice. Lowering the gradient strength leads to a loss of
resolution [7]. The drive-field amplitude on the other hand is
limited by power loss, tissue heating [8], and peripheral nerve
stimulation [9], [10]. For human applications the amplitude
will be limited to about 4 to 7mT zo~! [10]. Assuming typical
gradient strengths of —1, —1, and 2 Tm~" o~ in 2-, y-, and
z-direction this leads to a field of view of 10 x 10 x 5mm?3.
One can increase the effective field of view either by moving
the object [11] or by using additional low frequency focus
fields where the aforementioned restrictions do not apply [12].
These additional fields can be used to continuously or stepwise
relocate the FFP or FFL of the selection field and with it the
signal generating region. In this work we focus on stepwise
focus-field sequences where the focus fields are allowed to
change in between excitation cycles only. After each shift a
new sub-volume is sampled such that the total field of view
can be seen as a patchwork of small sub-volumes, which
is why this imaging sequence is referred to as multi-patch
sequence [13].

For the reconstruction of multi-patch MPI data one can
perform a patch-wise reconstruction and combine the data
in a post-processing step [14]. As it has been shown in [13]
it is advantageous though to apply a joint reconstruction by
combining the measured data into a single linear system of
equations, which couples the individual sub-volumes, ensures
consistency at patch boundaries, and prevents patch boundary
related artifacts in the images. However, while the joint
reconstruction algorithm leads to very good image quality,
its performance is insufficient since calibration time, memory
consumption, and runtime performance scale quadratically
with the number of patches. A major reduction of the basic
approach was achieved in [15]. In that work ideal mag-
netic fields were assumed, which allows to relate the system
functions of the individual patch measurements via a spatial
shift. Exploiting the shift invariance the authors were able
to remove the dependence on the number of patches for



calibration effort and memory consumption and reduce it to
linearity for the runtime of the reconstruction. In practice, field
imperfections lead to a violation of the shift invariance. In
turn the efficient multi-patch reconstruction causes unwanted
reconstruction artifacts [15]. In the present work we aim to
generalize the efficient multi-patch reconstruction to account
for field imperfections.

II. BASsiC CONCEPT

To illustrate the main idea of our proposal consider a multi-
patch imaging sequence, where a number of sub-volumes
cover a larger field of view. For multi-patch reconstructions
there are currently two methods available. The basic multi-
patch reconstruction [13] and the efficient multi-patch recon-
struction [15]. The main difference between both methods
is the number of calibration measurements required and the
efficiency with which they are used in the reconstruction
algorithm. The basic reconstruction requires a calibration
measurement for each patch, whereas the efficient method
requires one calibration measurement. However, while the
former can be always applied, the later can technically only be
applied to MPI systems with ideal magnetic fields. In practice,
the efficient multi-patch reconstruction will even for imperfect
magnetic fields at the expense of reconstruction artifacts.
Those artifacts are caused by the fact that the MPI system
function is not shift invariant, but varies slightly depending on
the patch position as illustrated in Fig. 1.

With our generalized multi-patch reconstruction approach
we aim to account for non-ideal magnetic fields by clustering
patches with similar system functions and jointly approximat-
ing these system functions by a cluster-specific system func-
tion as shown in Fig. 1. This makes it possible to effectively
trade off the calibration effort on the one side with image
artifacts on the other. With the number of clusters equal to the
number of patches our reconstruction method is an accelerated
version of the low artifact and low performance joint multi-
patch reconstruction method [13]. Meanwhile it is equal to the
high performance artifact prone efficient multi-patch recon-
struction [15] for a single cluster. The main challenge of this
approach is to find a suitable clustering and cluster-specific
system function without any prior-knowledge on calibration
measurements. To this end we introduce a magnetic field based
error metric, which allows to compare system functions of
different patches without measuring them directly. Assuming
that the magnetic fields are known, our generalized approach
can be broken down into four steps, the first three of which
have to be performed only once per multi-patch sequence.

1) Choose the number of clusters between one and the
number of patches and cluster patches with similar
system functions. In this study, we use the k-medoids
clustering algorithm to minimize the sum of pairwise
errors, where the error of two system functions is
measured by the above-mentioned error metric.

2) Find a cluster-specific system function to approximate
the system functions within each cluster as is shown
in Fig. 1. To this end we can directly use the medoids
provided by the k-medoids clustering algorithm. Here,

a medoid is the system function in a cluster whose
total error to all other system functions in the cluster
is minimal. We can extend the set of potential cluster-
specific system functions beyond those corresponding
to patches of the multi-patch imaging sequence and find
the one minimizing the total error to all other system
functions in the cluster.

3) Obtain the cluster-specific system functions by perform-
ing calibration measurements.

4) Reconstruct multi-patch data using the cluster-specific
system functions and a generalization of the efficient
multi-patch reconstruction algorithm.

III. CONTINUOUS SETTING

We consider a multi-patch imaging sequence, where L € IN
small sub-volumes cover a larger field of view. We let &, € R?
be the gradient field FFP position of the [-th patch and
€ C R? be the corresponding sub-volume covering all
positions where the particles generate a measurable signal
upon drive-field excitation. Where a signal is measurable
depends on the system function, which falls off with the
sensitivity of the receive coil and the potential magnetization
dynamics. Magnetic moments far from the volume covered by
the FFP trajectory remain in saturation and can only rotate in
a small arc, strongly affecting their ability to generate strong
signals at higher harmonic frequencies, whereas the signal of
the first harmonic is usually superimposed by the feed-through
of the excitation signal and hence not recoverable. Therefore,
Q; can be chosen slightly larger than the volume covered
by the FFP trajectory and assumed to be compact [17]. The
domain in which particles generate signal during the multi-
patch measurement sequence is then given by

where I, := {1,...,L}. We will not put any major restric-
tions on the sampled sub-volumes but we assume that the
entire sampling volume §2 is approximately proportional to
the number of patches L.

The general MPI multi-patch imaging equation is given by
the following system of equations

s = /gﬁl (r)e(r)dr, eIy, (1)
Q

where 4% € CK are the Fourier coefficients of the induced
voltage signal measured while sampling €);. We restrict the
Fourier coefficients to an upper index K since in practice,
the induced voltage signal is sampled with a finite bandwidth.
8% :R?® —» CK € & is the MPI system function where

S = {g* . gradient field FFP at A ¢ JR3}

is the space of all system functions, which could be part
of a multi-patch imaging sequence. ¢ : R® — R is the
particle concentration that we aim to reconstruct. In the most
general setting image reconstruction requires knowledge of
all L system functions, which entails a number of time con-
suming calibration measurements and a memory demanding
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Visualization of the xz-slice of the absolute value of the 1733th system matrix frequency component for each patch of the efficient multi-patch

approach [15] on the left, the basic approach [13] in the center and our generalized approach on the right. The system-matrix patch numbers are shown in
the upper left corner of each component. For a better visualization of the different approaches each system matrix is marked with an individual color. The
spatial structure of the MPI system matrix depends mainly on the magnetic fields [7]. Therefore, imperfections in the magnetic field of our MPI system [16]
lead to spatial variations in the frequency component for different patches as shown in the center. In the basic approach, these variations are accounted for
by obtaining each system matrix individually. The efficient multi-patch reconstruction uses the central system matrix (patch 8) as a replacement to speed
up calibration and reconstruction at the cost of reconstruction artifacts. In contrast, our generalized multi-patch reconstruction method uses several system
matrices (e.g. 1-3, 7-9, and 13-15) for approximation allowing to trade off between calibration and reconstruction effort on the one hand and image artifacts

on the other hand.

reconstruction algorithm. To shorten notation we will assume
l € I, whenever [ appears as index. Further, note that we
consider multi-patch imaging sequences where the gradient of
the selection field remains constant. In this case all potential
sub-volume measurements are in one-to-one correspondence
to the corresponding FFP position of the gradient field.

A. Approximative Shift Invariance

Consider a multi-patch setting where we have an ideal linear
selection field, perfectly homogeneous excitation fields and
homogeneous focus fields, which can be used to shift the FFP
of the gradient field away from its central position 0 € R? to
¢, € R®. In this case the system functions are globally shift
invariant

8 (r) = 3° (T’El (r)). 2)

Here, §° is the central system function where the focus fields
are zero and T¢ : R® — R3,z — x + £ is the spatial
translation. Let (g be the signal carrying volume of 8°. The
general MPI multi-patch imaging equation (1) can be rewritten
to contain the central system function only

at = /g"(r)c(Tﬁz (r)) dr, 3)
Q0
allowing to decrease reconstruction time, memory consump-
tion and the number of calibration measurements [15].

In practice, however, magnetic fields deviate from what they
ideally should be, which is why equation (2) does not hold in
this case. Therefore, instead of a global shift invariance we
can consider local shift invariance where we can find system
functions $™ and 82 with A, # Ao satisfying

(T () ~ 5™ (TR() wreR. @

Let § : CX x CX — R be a semimetric on CX then § can
be used to quantify the approximation error between the left-
and right-hand-side of (4) for a fixed r. Following, we define
a semimetric on S by

£:6x6 — RY,
(g*l,g*z) — / 5(&*1 (T"l (r)),w (T)‘Q (r))) dr,
R3

which allows to quantify how well 3™ and 8™ approximate
each other. € is a semimetric since it holds the identity of
indiscernibles and symmetry condition due to the semimetric
0. Based on this metric we define the open subset of gradient
field FFP positions

U, .= {)\ eR3: €(§£l7§>‘) < T}

for which corresponding system functions g approximate 38
with an error below a preset maximal error tolerance 7. Three
exemplary sets with corresponding FFP are shown in Fig. 2.
To approximate the L system functions in the signal
equation by fewer than L system functions we can use the
observation that in cases where multiple U; intersect the
corresponding system functions 8% can be approximated by
Kl using equation (4), where A is taken from the intersection.
In Fig. 2, two system functions with gradient field FFPs
A1 € Uy NUs; and Ay € Us can be selected that fulfill the
given error tolerance 7. If only one system function is desired,
7 has to be increased until U1 NUs NUs # . In particular we
propose to find a number of J < L gradient field FFP positions
Aj € R3,j € I;, and an assignment ¢ : I, — I satisfying
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Fig. 2. Visualization of the sets U; of three different system functions. Since
U; and U> intersect it is possible to choose only two system functions with
gradient field FFP positions A1 € Ui N Uz and A2 € Us with an error
smaller than 7.

A € Up for all | € Iy, which allows to approximate the
signal equation (1) by

a ~ / é*m(r)c(Tﬁf*bw(r))dr. )

QM(z)

Here, (2, , is the signal generating sub-volume of ™0 and
the error tolerance 7 depending on J is chosen sufficiently
large to ensure that the gradient field FFP positions and
mapping exist. In case of J < L several [ € I share the
same calibration index j, which reduces the number of system
functions needed to be known for reconstruction down to J. In
the extreme case J = 1 equation (5) boils down to equation (3)
when choosing A; = 0 (cf. Fig 1).

B. Magnetic-Field-Based Error Metric

For a given J the selection of the calibration set

A={XeR’:jel,}

and the related mapping ¢ : Iy, — I satisfying A,;) € U;
for all [ € I; as proposed in section III-A will have a
significant impact on the reconstruction, as errors introduced
by the approximation in equation (4) will cause reconstruction
artifacts. In order to keep these artifacts low we propose to
select (A, ) using an optimization procedure, where the total
approximation error is minimized

arg min

(58, 5M0). ©6)
(A lely,

(A, ) can be be seen as a clustering, where ¢ maps the L
patches to J clusters. All patches in the cluster j share that
their respective system function is approximated by the same
shifted system function g,

A priori we have no knowledge about any of the system
functions. It can only be obtained by calibration measure-
ments. Therefore, an error metric € requiring such knowledge
would contradict the aim of our proposal to reduce the calibra-
tion time and measuring the final selection of system functions
only. Here, we propose a more practical approach based on
our earlier observation, that deviations in the magnetic fields
are the main cause for the approximation error, i.e. to use
a magnetic-field-based error metric 1 : R® x R® — Ry,
(&, A) — (&, N). We want to replace the comparison of
the system functions in each spatial position with § by a

comparison of the magnetic fields in the same positions. This
metric only requires knowledge about the static and dynamic
magnetic fields during the measurement and thus can already
be applied when planing the calibration measurements. The
selection of (A, ) can be analogously performed by

argmin Y (€ Au) 0
(A1) ery,

Note, however, that in general £(&;, A1) < (&, A2) does not
imply s( & s)‘l) < 5(351,3)‘2), which is why the optimal
tuple (A,:) from equation (7) will be only suboptimal with

respect to the optimization functional in equation (6).
We want to transfer the semimetric € from the space of
system functions to the space of magnetic fields. The magnetic
field H* : R® x R — IR? inside the scanner bore is given by

Q
)+ > Hp(r,t), (8)

q=1

H*(r,t) = Hgp(r

where » € R? is the spatial position and ¢t € R is the time.
It is the superposition of the selection and focus field H §‘F :
R?® — R? with FFP XA € R® and Q drive fields H{ :
R3? x R — IR>. The drive fields can be separated into the
coil sensitivity pf. : R® — R and the current [7 : R —
R for ¢ € Ig. To take different drive-field amplitudes into
account we scale the coil sensitivity with the maximum of
the applied current Hp, = I%pg.. Tt holds that Hy, Hpp €
C>(R?) := {H :R® — R smooth} for all A € R3,¢ €
Ig. That means we have @)+ 1 static magnetic fields on which
the error metric can be built up.

First, the integration domain of the metric has to be re-
stricted since the magnetic fields do not have a compact
support and we are not interested in the entire field. A
reasonable restriction is the signal carrying volume 2y of the
patches, since this volume coincides with the support of the
system function 3. To retain the symmetry of the semimetric
we choose Qa,a, = T M(Qa,) U T72(Qy,) as the
integration domain for the comparison of the magnetic fields
of the system functions ' and 8 € &. The comparison
of the magnetic field in each spatial position is done by the
semimetric §, where we use the metric induced by ||-||,.

First, we transfer the semimetric ¢ to the selection and drive
fields individually and define

7: (C(R?) x R?) x (C*(R?*) x R*) — R{,
(F 20 (g x> [ [#(2 ) = g (1) ar

Qxq,n,

Then, vsr(A1,A2) = o((H, A1), (Hg2, X2)) describes
the deviation of the selection and focus field whereas
Vpe(A1, A2) = D((IZI]q)F,)\l), (ﬂgp,kg)) describes the de-
viation of the drive fields with respect to the FFPs of the
underlying selection field. Note that the abbreviations are only
possible if A; and Ao are a unique representation of the
selection and drive fields. For the metric i : (C*(R3) x
R?) x (C*(R?®) x R?) — R{ of the total magnetic field
we use the same abbreviation

20 RS X Rd - Ra_v N(Alv}‘Z) = ﬂ((Hlvkl) ) (Hza)‘Q))-



According to the superposition in (8) the metric u is given by
the weighted sum

Q
1(A1, A2) = wovsr(A1, Az) + quVSF(M, A2) (9

q=1

with weights w, € IRS' for ¢ = 0,...,Q, which can be used
to balance the contribution of the individual fields to the total
error metric.

IV. DISCRETE SETTING

The model discussed so-far was discrete in the time respec-
tively frequency dimension and continuous in space. We will
next discuss the discretization of space and derive the discrete
imaging equation, which will be used for image reconstruction.

A. System Calibration

We consider a global infinite regular lattice

3
Iy = {Zkidiei ki €L, i = 1,2,3}

=1

with grid spacing dy,ds, d3 € R and basis {e;, ez, e3} C R3
to discretize {2 by

r=0nTy,
and the [-th sub-volume by
I=0,NT.

With N = ||, N; = |I}] and Q being approximately
proportional to L we will have that N is approximately

proportional to LNy, where Nj, = ?1?)( Nj.
el

For system calibration, a full drive-field sequence is mea-
sured at different calibration sample positions and the resulting
data is interpreted as a matrix with the frequency components
being the first dimension and the sampling positions being
the second. Within [13] it was proposed to discretize each
8% from equation (1) on the entire imaging volume. 8% is
sampled at IV discrete sampling positions r,, € I'". In total this
requires O (N L L2) calibration measurements. In contrast [15]
only requires the discretization of the central system function
in equation (3) with sampling positions r,, € I'g = Q¢ N T'x.
The effort for this procedure is O(Ny) calibration measure-
ments. For the discretization of equation (5) each of the J
system functions has to be discretized. In particular

= (wéz“” (rn))

with sampling positions r,, € I',(;) and weights w = dyd2ds3.
Compared to the method proposed in [13] the sampling do-
main is restricted to a subset of I" and therefore the calibration
effort is reduced to O(NpJ).

S
s

kelx;nEINL(l)

B. Imaging Equation

Next, the imaging equations are discretized using the mid-
point quadrature rule. Within [13] it was proposed to discretize
equation (1) on the entire imaging volume €. Let p,,,, m € Iy
be the sampling points of the imaging volume then

i = Eem, (10)
meln
where éilm = wégl (p,,,) are the entries of the system matrix

S and ¢, := ¢(p,,) is the discretized particle concentration.
This can be expressed in matrix vector notation as
Sc = u,

(1)

with particle concentration vector ¢ := (¢, )mer, and mea-
surement vector

,&51
~&o
u
= e ¢
,&ﬁL
with @ = (af') .
kel

In contrast, we discretize the integral in (5) similarly to the
method proposed in [15]. To this end we use the individual
system matrix grids r, € FL(l), n e 1 N, to discretize
equation (5) by

NI A1) 1
Up = E , Skn Cno
nGINL(l)

A . Y
where 4" are the entries of the system matrix S~ and
c = c(Tslf’\”“)(rn)). In order to relate ¢!, to the global

discretization of the particle concentration, we assume that
T4 20 (T,y) C T forall | € Ir,. This allows us to implicitly
define an index mapping ' : Iy ,, — I from the elements

of ',y to the elements of I" by

L(l)

Pty =T 2O (ry).

The imaging equation can then be written as

apt= Y

ne]N;,(l)

AL
Skm

Ctpl(n)v (12)

where ¢ i () 1= c(p@z(n)). Equation (12) can also be brought
into matrix vector notation (11) by expressing the system
matrix by

S‘A"(”Pl

a2 p2
§— S P e QLEXN

oL
§h® pL

l._
where P’ := (6Lpl(n)7m)n€INL(l)1m€IN '



C. Adjoint Imaging Equation

The imaging equation (12) describes a space- and time-
efficient way to carry out matrix-vector multiplications with
the matrix S. Many iterative solvers add1t10na113/ require the
multiplication with the adjoint S ,le.x =S y with x =
(Tm) ey and y = : (yk)lelbkelk. We first consider again Fhe
dense representation of the system matrix from [13] for which

~H

x =S y can be expressed as

Tm = Z Z §§lmyk7

lelr kel

m € Iy.

In order to express the summation in terms of the calibration
scans for our proposed approach we first define the index set

= m}
that represents for each image position p,,, in the global grid

T" the set of patch indices for which p,,, = r,, € I';. With that,
the adjoint imaging equation can be expressed as

Z Z ka(zl)ykn

(I,;n)eOm kelk

O™ ={(l,n) € I x N:n € Iy, A¢'(n)

m € Iy. (13)

Here, we note that the set ©™ contains only a single index
when the grids I'; are disjoint. In practice the system matrix
grids will slightly overlap because of the overscan that is usu-
ally used when acquiring the system matrix [17]. It might also
happen that there is an 7 € Iy for which ©™ = () in which
case x,, would be set to zero. In a practical implementation
one will not iterate over the index I but instead will iterate
over all 1 Ny for [ € I in which case the outer sum on
the right hand side of the equation has always at least one
summand. When iterating over the individual subgrids, one
also does not need to arrange the set O™ explicitly but one can
initialize the vector @ to zero and add the result of the inner
sum to those regions in x being effected by the considered
patch.

D. Image Reconstruction

Most MPI publications treat (11) as an inverse problem
that is solved using a regularized least squares optimization
approach

Creco = argmin ||Sc — a2 + R(c) (14)

ceRN,e>0

where R is a regularization term that can for instance be
the Ly norm ||-||,. Equation (14) is usually solved using
iterative solvers like Krylov subspace methods (e.g. conjugate
gradient least square method), row- or column-action methods
(such as the Kaczmarz method), or splitting methods (like
the alternating direction method of multipliers) that allow for
incorporating sophisticated regularizers [18].

The Krylov subspace methods and the splitting methods
have in common that they apply in each iteration multipli-
cations with the system matrix S and its adjoint 5. The
multiplication with S can be carried out very efficiently by
evaluating (12) instead of (10) while the multiplication with
the adjoint matrix can be carried out using (13).

The row-action Kaczmarz method is very popular within
MPI since it shows rapid convergence, which is based on
the high orthogonality of the system matrix rows in MPI
[19]. The Kaczmarz method applies in each iteration inner
products between a certain matrix row §,"" of M and
some temporary vector . Those inner products can be carried
out the same way as (12) whereas the second operation i 1n the
Kaczmarz algorithm is a vector update d := dgq + @8}, ey
that can also be carried out by looping over the system matnx
grid T',(;) only.

E. Discrete Error Metric

For the discretization of the error metric we also use the
midpoint quadrature rule. Therefore, a discretization of the
integration domain {2y, , is required. We use the sampling
points of the central system matrix I'g for each metric. This
leads to

vse(A,A2) = Ny

5 () - ()

€0

for the selection field and

Z ‘I:I]%F (TA1 (Tn)) - ﬁ]q)F <T)\2 (Tn))HQ

rn€l0

Vhp(ALA2) =

1
No
for all drive-field coil sensitivities ¢ € Ig. Combining these

semimetrics just like in (9) leads to a discretized error metric
on the total magnetic field.

V. METHODS

All experiments in this work were performed using a pre-
clinical MPI scanner (Bruker, Ettlingen) that is equipped
with a 3D drive-field generator, a 3D focus-field genera-
tor and selection-field generator orientated in vertical di-
rection (z-direction). The selection-field gradient was set to
—0.75Tm™! o' in 2- and y-direction and 1.5 Tm~? pp~!
in z-direction. The drive fields had a frequency of f, =
ngHz fy = %MHZ, and f, = %’MHZ resulting in a
period length of Tpr ~ 21.5ms. The amplitudes of all three
drive fields were set to A, = A, = A, = 12mT ot
resulting in a field of view of size 32.0 x 32.0 x 16.0 mm?.
The focus fields can be adjusted between —17 and 17 mT !
in 2- and y-direction and —42 and 42mT pp " in z-direction.

For the object measurements we applied a multi-patch
sequence where L = 15 patches were sequentially measured.
At each patch position 100 drive-field cycles were measured
requiring about 2.154s pure measurement time. Changing
the focus fields requires 7 drive-field cycles until the field
reaches its final value. Thus, the 15 patches required in
total a measurement time of about 34.42s. The 15 patches
were arranged on a 3 x 5 grid within the zz-plane of the
scanner. Within the z-direction the position £ was shifted to

€ {—22,0,22} mm. The five positions in z-direction were
chosen as &, € {—28,—14,0, 14,28} mm. Additionally, two
system matrices were measured at &, € {—22,22} mm and
¢, = —22mm for further improvements.



Fig. 3. A photo of our multi-patch measurement phantom is shown on the
left hand side with an overlay of the 15 patches on the right. Phantom and
patch sizes are given in mm. The phantom consists of four concentrically
aligned rectangles. Each rectangle has a square internal cross-section of
1 x 1mm? and is filled with diluted ferucarbotran with a concentration of
250 mmolpe L1,

We measured system matrices at all patch positions using a
delta sample of size 2 x 2 x 1 mm? filled with diluted (con-
centration 250 mmolg, L™!) ferucarbotran (Resovist, I’rom
Pharmaceuticals, Tokyo, Japan). Each system matrix was
measured at 25 x 21 x 27 = 14175 positions covering a signal
carrying volume of 50 x 42 x 27 mm?. The center of the grid
was adjusted to the respective focus-field shift &; for | € Ir.
Each system matrix has a size of 14175 x 80787 where 80787
is the product of K = 26929 frequency components and three
receive channels. Each system matrix thus requires 17.5 GB
of main memory when storing the complex data in double
precision floating point format. The acquisition time for one
system matrix was 8 hours 39 minutes and 27 seconds using
an averaging factor of 50 and 190 background measurements.
In total, the system matrix acquisition for all 15 patches
required 6 days.

For object measurements we used a 3D printed phantom
consisting of four square-shaped nested tubes in the xz-
plane (see Fig. 3). Each tube has a square cross section of
size 1 x 1mm?. The squares range from 16 x 12mm? to
76 x 72mm? in 20 mm steps. The purpose of this phantom
is to visualize artifacts due to field imperfections that occur
when perfect fields are assumed [15].

For image reconstruction we chose a grid of size 49 x 21 x 86
covering a volume of 98 x 42 x 86 mm?>. We used a regular-
ized form [19] of the Kaczmarz algorithm applying 3 iterations
and a relative regularization parameter of A\, = 0.01. Only
frequencies above 60kHz with a signal-to-noise ratio above
10 were used for reconstruction to remove most of the non-
static background signal [20]. This reduced the number of
frequency components to 1956. Those parameters provided
a good balance between a high spatial resolution and a high
image signal-to-noise ratio.

All algorithms were implemented in the programming lan-
guage Julia (version 1.2) and the reconstruction algorithm
developed in section IV was integrated into the open-source
project MPIReco. jl1 (version 0.1.1) [21].

A. Magnetic Field Representation

We consider that each static magnetic field is given as solid
harmonic expansion

HSF Z Z ’YH/I’]RW (15)
K= 017_—)1
H{ L (r 71“‘12 Z BL, (16)
k=0nN=—kK

with coefficients '7N 1 B € R?® and normalized solid
harmonics R} : R3 — ]R as introduced in [16], [22]. We
determined the coefficients of the selection fields by measuring
a spherical 8-design on the surface of a ball B C R? with
radius 42mm around the FFP using a Hall-effect sensor,
which took about 45 min. Taking into account the finite size
of the Hall probe and a safety margin, the sphere within
the scanner bore with a radius of 59.5 mm was selected as
large as possible. The coil sensitivities of the drive fields
were simulated with the Biot-Savart law at the same positions.
This yields accurate coefficients up to degree 4 by an equally

weighted quadrature [23], [24]. We note that (15) and (16) are
restricted to the ball B and it holds that H 3y, H{. c C>(B)
forall A € B,q € Ig.

Therefore, it must hold for the error metric p that
T (U, x,) C B fori=1,2 and all X that are relevant for
a possible reconstruction to gain accurate results. The weights
of the error metric are chosen to be

1
o max Hgll: (Tgl (rn)) H
rn€lo,lelL, 2
Wq = ~ql .y =123,
e, [Foe (T )|

which leads to a normalization of the contributing fields. Since
we use the same amplitude for each drive field the maximum
current is cancelled out by the weights and the metric only
depends on the coil sensitivity of the drive fields.

B. Clustering

With the error metric, we have a basis to find the optimal
tuple (A, ¢). For tackling the optimization problem, we use the
clustering algorithm k-medoids [25]. We will first consider a
clustering where the FFP positions for the system matrices are
a subset of the FFP positions &, used during the measurement.
In this case the clustering groups the given patches into J
number of clusters based on the cost matrix (1(&;,€;)), et
The algorithm returns the set A C {&; : 1 € I}, |A] = J, and
the mapping ¢ : I, — I; that leads to the smallest total cost

given by
Z M(Ez’ﬁb(z))-

el

For this form of clustering we always have patches where
system matrices are directly available and we have patches
where the system matrix is approximated.

In the next step we consider a less constrained approach.
Instead of A C {&;:1 €I} we consider A C T, ie. we



allow the calibration FFP positions to lie on any point of
the reconstruction grid I'. The set A thus contains elements
Aj,j € Iy and we seek for an appropriated A and ¢ that
maps from the measured FFP positions to the calibration FFP
positions. Since the simultaneous optimization of A and ¢
(i.e. (7)) is a computationally intensive task, we do not tackle
this optimization problem directly but instead use a two step
procedure. First, ¢ is determined by restricting the positions to
{&,:1 € IL}. Then we optimize for each cluster j € I; the
functional

min > (€ N).
lely,
with +(1)=j

Since {&;: 1 € I} C T, the calculated solution is at least as
good as the one that was restricted to the measurement FFP
positions.

VI. RESULTS
A. Reconstruction and Clustering

The cluster and reconstruction results for the phantom are
shown in the first rows in Fig. 4. For the generalized multi-
patch approach 5,9, and 11 system matrices are chosen, which
can be compared to the basic approach [13] with 15 system
matrices on the left and the efficient approach [15] with
the central system matrix on the right. In the first row, the
selected calibration scans are visualized and indicated with a
white dot. The colormap encodes for each patch the selected
system matrix within a cluster. Below, the 12-th zz-slice of
the corresponding reconstructed image is shown. Below the
reconstructed images one can find the structured similarity
(SSIM) map between the reconstruction result that uses all 15
system matrices (cg>.,) and the corresponding dataset in the
respective column (cke,, for I € {11,9,5,1}). The SSIM index
varies between —1 and 1 where 1 indicates perfect similarity
and —1 indicates highest dissimilarity [26].

For comparison, the 12-th xz-slice of the 1733th frequency
component for all 15 system matrices is shown in Fig. 1 in
the middle. The clustering coincides with the visual impact.
Neighboring patches are combined since they show high
similarity. As an example, the chosen system matrices for
J = 9 are shown on the right in Fig. 1 where one can see
only small deviations compared to the originally measured 15
system matrices.

When comparing the reconstruction results cgo,, and cpl.,
one can hardly see any difference. The SSIM index of cgl.,
compared to the reconstruction with all 15 system matrices
is 0.892. Also, the reconstruction result with nine system
matrices looks very similar with an SSIM index of 0.837. The
differences are visible in the vertical edges, especially on the
left side. By using only five system matrices the SSIM index
drops to 0.699. Now even the horizontal edges are no longer
straight lines. In the reconstruction result with only the central
system matrix these lines are more straight again but the two
outer rectangles are not connected anymore in the corners.
This leads to an SSIM index of 0.591. Especially for nine and
one system matrices the error map of the SSIM index shows

well, which system matrices were used for the reconstruction
since the SSIM index in the other patches is lower.

B. Error Metric

In the fifth row of Fig. 4, the error metric N(fzaﬁb(z)) of
each patch [ is shown. For a better comparison, the mean
SSIM index for each patch is shown in the row above. The
structure of the deviations of the patches is similar in each
column. But there are also some inconsistencies visible. Due
to the overlap of the system matrices the deviations of the
reconstructed images are distributed over neighboring patches.
Therefore, also the patches whose system matrices are used
for reconstruction have a mean SSIM index smaller than 1.
This is not captured by the error metric. Additionally, for the
case of J = 1, the error distribution in the first and last
row of the patches is different. While the SSIM based on
the reconstruction result shows a convex behavior, the error
1 is concave along the horizontal axis. We note that those
differences are not unexpected since the SSIM is highly object
specific while the error metric p takes the entire field of view
into account.

The error metric  is transferred from the error metric ¢
on the system functions to the underlying magnetic fields. For
a comparison of both metrics, the metric £ was discretized
as it was done for y in section IV-E and §(a, b) was chosen
to be |la —b||, for a,b € CX. In the last line in Fig. 4,
it is visualized for each patch. Both metrics show a very
similar error distribution, which shows that the field-based
error metric is suitable for replacing the system-function-based
metric, which would usually not be present when planning the
calibration scans. Just for the first and last row the central patch
again shows larger deviations for the field-based metric than
for the system-function-based metric.

To capture the global progress of the different similarity
measures, we plot the SSIM index on the entire grid, the total
error €, and the total error p in Fig. 5. With the exception
of a normalization factor the SSIM index for the whole
reconstructed image and the total costs for both error metrics
shows the same behavior regarding the number of system
matrices used for reconstruction. As expected the total costs
and overall also the SSIM index grow with increasing number
of system matrices. When comparing ;1 and € one can see
that the total cost is nearly the same. This underlines that
the magnetic fields are a suitable choice for characterizing
imperfections in the system matrices prior to calibration.

C. Improved Cluster Positions

Until now we considered the clustering where the system
matrix FFP positions were a subset of the FFP positions
during the measurement. When allowing to take an arbitrary
position on the grid spanned over a particular cluster, it is
potentially possible to decrease the overall error. The results
of the improved clustering is shown in Fig. 6 for J = 5
compared to the first results from Fig. 4. In the first row, the
clusters and calibration positions are shown. As a reference,
the calibration positions of the first clustering are indicated
with a small black dot. New calibration positions occur only if
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Fig. 4. Cluster results for different numbers of system matrices. Shown are the selected system matrices and cluster (first row), the reconstructed images (second
row), and the SSIM map compared to the reconstruction with all 15 system matrices (third row). In both cases the 12th xz-slice of the 3D reconstruction
volume is shown. It should be noted that the optically better appearance of the horizontal lines compared to the vertical lines in the reconstructed images
is due to the anisotropic resolution, which is only half as high in the z-direction as in the z-direction. The selected matrices are indicated with a white dot
and range from all matrices (first column) until only one matrix (last column). The colormap indicates for every patch which system matrix is used. In the
last two rows, the error metrics }L(E I8 'SL(Z ) and s(ésl , égb(l)) for each patch [ € Iy, of the selections are shown. For a better comparison, the mean SSIM

index for each patch in the reconstructed image is shown in the fourth row.

the cluster is not symmetric around one patch. Hence, the new
calibration positions (£, = —22mm) are just between the two
patches for both asymmetric clusters (£, € {—14, —28} mm).
In the second and third row, the reconstructed image and
corresponding SSIM map compared to the reconstruction with
all 15 system matrices is shown. While the SSIM map shows
noticeable image enhancements in the lower left corner, it
also shows minor image degradation in other areas such as
the patch above. The overall SSIM index is slightly improved
using the improved cluster positions. The reason for this is
that global vertically mispositioning of the horizontal structure
at the lower edge of the image, which is less pronounced
with improved clustering, affects the SSIM index much more

than local variations along the structure. We note that the
mispositioning is only improved in the lower left patch while
the lower middle patch is not improved since the same system
matrix is taken. Finally, Fig. 6 shows the results of the error
metric y for the improved cluster in the last row. The adapted
calibration positions lead to a wider distribution of the errors
in the corresponding patches. This reduces the error of each
patch and has a similar behavior as the SSIM map.

D. Reconstruction Times

To investigate the reconstruction time we performed bench-
marks on a workstation equipped with two Intel Xeon CPU
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Fig. 6. Improved cluster positions for 5 system matrices. In the left column
the basic cluster from Fig. 4 is shown while in the right column the results for
the same cluster with improved center positions are illustrated. The first row
shows the clusters with the selected matrices, which are indicated with a white
dot. The smaller black dot in the right image indicates the system matrices
from basic cluster which is also the basis for the colormap. It indicates for each
patch, which system matrix is used. Below, the corresponding reconstruction
results are shown with the SSIM map compared to the reconstructed image
with all 15 system matrices. In the last row, the error metric u(g > AL(Z)) for
each patch [ € Iy, is shown.
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Fig. 7. Total reconstruction times include three Kaczmarz iterations. They
are shown in blue depending on the number of system matrices used. In
comparison, the times per Kaczmarz iteration are shown in orange.

E5-2640 v3 CPUs running at 2.6 GHz and a main memory of
512 GB. Each reconstruction is performed on a single thread
ten times and the shortest time of the benchmark series is
counted. The total reconstruction times and time per Kaczmarz
iteration are shown in Fig. 7.

Theoretically, the reconstruction time would not depend
on the number of calibrations scans since the sparsity of
the system matrix is not effected by changing the number
of calibration scans. However, when looking at the total
reconstruction time one can still see a linear dependence.
The reason is that the total reconstruction time includes the
time that is required to load the system matrices. The more
system matrices have to be loaded, the higher is the total
reconstruction time. When looking at the time per iteration,
it is nearly constant for 2 to 15 system matrices, which fulfills
the expectations. For a single patch the reconstruction time is
slightly improved from 1.70s (2 patches) to 1.62s (1 patch).
One explanation for this reduction in reconstruction time is
that a larger number of system matrices in memory leads to
more CPU cache misses, which in turn shortens the processing
time of the matrix vector operations involved in the Kaczmarz
algorithm.

For comparison we also performed a reconstruction where
the full multi-patch system matrix is explicitly arranged [13].
Since the calibration data is only available at subsets of the
full reconstruction grid we had to zero-pad the matrix. The
total reconstruction using the explicitly arranged system matrix
took 58.60 s while generating the same image as the proposed
algorithm when using all 15 patches.

VII. DISCUSSION

The proposed multi-patch reconstruction algorithm provides
a flexible platform for choosing the calibration scan positions
in magnetic particle imaging. In terms of image quality our
new algorithm allows to trade off image quality against
calibration time by choosing the number of calibration mea-
surements. For the shown dataset we were able to reduce the
number of calibration scans from 15 to 11 marking a reduction
of about 26 % in calibration time while the SSIM index is
about 0.89. A reduction to 9 calibration scans (reduction of



40 % in calibration time) already showed some visible artifacts
that might not be acceptable in practice, which is captured
by an SSIM index of 0.84. Reductions to 5 or even just 1
calibration scan lead to even larger artifacts that should be
avoided if it is feasible to spend the time for the calibration
scans. Our results indicate that as a rule of thumb increasing
the number of patches improves imaging performance as
measured by the SSIM index shown in Fig. 5. However, there
are some exceptions to this rule, e.g. increasing J from 4 to 5
and from 12 to 13 yields a slight drop in imaging performance.
Hence, a prediction of the imaging performance as a function
of number of patches is only possible in good approximation.

Our work is based on [15] where field imperfections were
entirely neglected. Our algorithm is a direct generalization
where [15] was restricted to J = 1 and A; = 0. The strength
of the generalized algorithm is that it strongly increases the
flexibility for the operator of an MPI scanner. One might
start with a central system matrix to perform initial multi-
patch imaging and accept the image artifacts during animal
experiments. After the experiments, one can then reduce the
artifact level by acquiring additional system matrices in off-
center positions.

One alternative is to plan the number of calibration scans
prior to the experiments. We introduced an error metric to
determine the deviations in the system functions. While it
is simple to define the error metric on the system functions
we instead proposed a method that exploits differences in the
underlying magnetic fields. This has the huge advantage that
the metric can be calculated prior to system calibration. The
proposed error metric depends on the selection and focus field,
the drive-field coil sensitivities, and the drive-field amplitudes
in each patch with the advantage that selection and focus field
and drive-field coil sensitivities only need to be measured once
for a specific scanner. Moreover, the metric is independent of
the particle magnetization dynamics and time evolution of the
excitation fields. MPI trajectories influence the metric directly
via the maximum drive-field currents and indirectly via the
integration domain regardless of whether they are one-, two-
or three-dimensional. The same holds true for the selection
field, which is explicitly evaluated and indirectly influences the
metric via the integration domain. With our choice of weights
the metric is invariant under simultaneous upscaling of drive
and selection fields, which would leave the patch positions of
a multi-patch sequence unchanged.

We noticed that the resulting cluster coincide with the visual
impression of the system matrices. The error metric also agrees
well with the reconstruction result, where indeed the error was
marginal when using a high number of calibration scans while
the error was high when using only few calibrations scans.
In practice, this implies that one already knows prior to the
experiment, which system matrices should be acquired, and
which can be neglected. The discussed reconstruction does
not make any assumptions despite approximate shift invariance
and thus can be used in a very flexible manner. Our framework
is even flexible enough to apply it to multi-gradient imaging
sequences, where the different patches have been measured
with different resolutions respectively gradient strengths [27].

For the analysis of the algorithmic complexity we consider

TABLE I
COMPARISON OF DIFFERENT MULTI-PATCH RECONSTRUCTION
ALGORITHMS

calibration time | reconstruction time | memory consumpt.
[13] N L? IKNpL? KN L?
[15] Ny, IKNLL KN,
proposal NpJ IKNLL KNpJ

three different categories: calibration time, reconstruction time,
and memory consumption. Table I compares these categories
for the algorithms developed in [13] and [15] with our
proposed algorithm. One can see, [15] and our method have
an advantage of L in runtime speed over [13]. The only
disadvantage is an increase in calibration time and memory
consumption compared to [15] because more system matrices
are used. Hence, one has to find a balance between calibration
time respectively memory consumption and the impact of
magnetic field imperfections on the reconstructed image. For
the concrete setup of 15 patches considered in this work, the
saving in calibration time was a factor of 6.2 compared to
[13] and we were able to acquire the data in 6 days instead of
34 days assuming that the system matrices are measured 24
hours per day. Due to the overlap of the system matrix grids
the time saving is less then a factor of 15. When decreasing
the number of clusters from J = 15to J =11 or J =9 the
calibration time can be further reduced to less than 4 days.
While the reduction from 15 calibration scans to 11 calibra-
tion scans is just a moderate saving in calibration time, there is
still potential room for further improvements. On the one hand,
we observed that some of the system matrices were slightly
scaled in space. One might be able to introduce a rigid or even
non-rigid transformation to cope for these effects and in turn
allow to reduce the number of necessary calibration scans even
further. An alternative is to exploit symmetries as it has been
discussed in [28]. In both cases our reconstruction framework
can be used almost unchanged. One general question will then
be if the necessary transformations (shifting and/or mirroring)
should be done prior to the reconstruction which implies
manifolding the amount of system matrices kept in memory
during reconstruction, or if the transformations should be done
on the fly during reconstruction. The former solution can be
seen as a cached version of the latter and in turn one will have
to trade off time complexity versus space complexity here.
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