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Abstract—The domain gap caused mainly by variable
medical image quality renders a major obstacle on the path
between training a segmentation model in the lab and ap-
plying the trained model to unseen clinical data. To address
this issue, domain generalization methods have been pro-
posed, which however usually use static convolutions and
are less flexible. In this paper, we propose a multi-source
domain generalization model based on the domain and
content adaptive convolution (DCAC) for the segmentation
of medical images across different modalities. Specifically,
we design the domain adaptive convolution (DAC) module
and content adaptive convolution (CAC) module and incor-
porate both into an encoder-decoder backbone. In the DAC
module, a dynamic convolutional head is conditioned on
the predicted domain code of the input to make our model
adapt to the unseen target domain. In the CAC module, a
dynamic convolutional head is conditioned on the global
image features to make our model adapt to the test image.
We evaluated the DCAC model against the baseline and
four state-of-the-art domain generalization methods on the
prostate segmentation, COVID-19 lesion segmentation, and
optic cup/optic disc segmentation tasks. Our results not
only indicate that the proposed DCAC model outperforms
all competing methods on each segmentation task but
also demonstrate the effectiveness of the DAC and CAC
modules. Code is available at https://git.io/DCAC.

Index Terms—Domain generalization, medical image
segmentation, dynamic convolution, deep learning.

[. INTRODUCTION

EDICAL image segmentation is one of the most criti-

cal yet challenging steps in computer-aided diagnosis.

Since manual segmentation requires considerable expertise and

is time-consuming, expensive, and prone to operator-related

bias, automated segmentation approaches are in extremely
high demand and have been extensively studied [1], [2].

Recent years have witnessed the success of deep learning

in medical image segmentation [3]-[5]. As a data-driven tech-

nique, deep learning requires a myriad amount of annotated
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Fig. 1. lllustration of (top) multi-source domain generalization, (middle)
previous domain generalization model, and (bottom) proposed DCAC
model. The images and corresponding segmentation masks from five
source domains are highlighted with different background colors. The
green arrows indicate the training process, while the gray arrows
highlight the inference process. The segmentation model trained with
the data from five source domains is expected to generalize well on
the unseen target domain. Previously, a domain generalization model
is frozen after training and thus uses the same set of parameters to
handle various target domain data. In contrast, our DCAC model can
adapt to different test images due to the use of dynamic convolutions.
DG: Domain generalization.

training data to alleviate the risk of over-fitting. However, there
is usually a small dataset for medical image segmentation
tasks, and this relates to the work required in acquiring the
images and then, more importantly, in image annotation [6]-
[9]. Due to the small data issue, the i.i.d. assumption, i.e.,
each training or test data should be drawn independently from
an identical distribution, is less likely to be held. Indeed,
the problem of distribution discrepancy between training and
test data is particularly severe on medical image segmentation
tasks, since the quality of medical images varies greatly over
many factors, including different scanners, imaging protocols,
and operators [10], [11]. As a result, a segmentation model
learned on a set of training images may over-fit the data, and
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hence has a poor generalization ability on test images, which
are collected in another medical center and follow a different
distribution. Such undesired performance drop renders a major
obstacle on path between the design and clinical application
of medical image segmentation tools.

To address this issue, tremendous research endeavors have
recently focused on unsupervised domain adaptation (UDA),
test time adaptation (TTA), and domain generalization. UDA
attempts to alleviate the decrease of generalization ability
caused by the distribution shift between the labeled source
domain (training) data and unlabelled target domain (test)
data in three ways. At the data level, the image-to-image
translation is performed to make the quality of source domain
data match the quality of target domain data, leading to
reduced distribution discrepancy [12]-[14]. At the feature
level, domain adaptation is achieved by using either adversarial
training or feature normalization to extract domain-irrelevant
features [15], [16]. At the decision level, various constraints
are posed to enforce the consistency between the source
domain output and target domain output [17]. Despite their
promising performance, UDA methods have a limited clinical
value due to the requirement of accessing target domain
data [18], [19].

To overcome the limitation of UDA, TTA methods have
been proposed to train the segmentation model with the source
domain data only, while fine-tuning the trained model with the
target domain data at the test time. It can be accomplished
by adding an additional adaptor network to transform [20] or
normalize [21] the test data and its features to minimize the
domain shift at the test time. Although TTA methods avoid
accessing target domain data, they require an extra network to
adapt the model to the target data, which increases the spatial
and computational complexity.

Domain generalization methods target at boosting the gener-
alization ability of DCNN models and improving their perfor-
mance in the unseen target domain. An intuitive solution is to
extract domain-invariant features via posing domain-invariant
constraints to the model or using adversarial training [10],
[22], [23]. Nevertheless, it is not easy to differentiate domain-
invariant features from domain-specific ones, especially when
the target data distribution is completely unknown. To increase
the diversity of training data, multiple source domains have
been increasingly used to replace the single source domain
(see Fig. . Multi-source domain generalization methods [11],
[24]-[26] usually employ meta-learning to minimize the gen-
eralization gap between the simulated source domain and
target domain. However, if the simulated domain could not
cover the unseen target domain, meta-learning-based methods
may not perform well. Alternatively, augmentation-based do-
main generalization methods [27], [28] attempt to simulate
the target data distribution via augmenting either the source
domain data or the features of source data. Despite their
advantages, domain generalization methods still suffer from
limited performance, which is attributed mainly to their static
nature. Specifically, a domain generalization model is frozen
after training and therefore uses the same set of parameters
to handle various unseen target data, which have diverse
distributions.

In this paper, we propose a multi-source domain generaliza-
tion model based on the domain and content adaptive convo-
lution (DCAC) for the segmentation of medical images across
different modalities. We adopt an encoder-decoder structure
as the backbone and design the domain adaptive convolu-
tion (DAC) module and content adaptive convolution (CAC)
module. To adapt our model to the unseen target domain,
the DAC module provides a domain-adaptive head, whose
parameters are dynamically generated by the domain-aware
controller based on the estimated domain code of the input.
To adapt our model to each test image, the CAC module has
a content-adaptive head, whose parameters are dynamically
produced by the content-aware controller based on the global
image features. We have evaluated the proposed DCAC model
on three medical image segmentation benchmarks, including
the prostate segmentation in MRI scans from six domains,
COVID-19 lung lesion segmentation in CT scans from four
domains, and optic cup (OC)/optic disc (OD) segmentation in
fundus images from four domains.

Our contributions are three-fold.

e We used the domain-discriminative information embed-
ded in the encoder feature maps to generate the domain
code of each input image, which establishes the relation-
ship between multiple source domains and the unseen
target domain.

o We designed the dynamic convolution-based DAC mod-
ule and CAC module, which respectively enable our
DCAC model to adapt not only to the unseen target
domain but also to each test image.

¢ We presented extensive experimental results, which
demonstrate not only the effectiveness of DAC and CAC
modules but also the superiority of our DCAC model over
state-of-the-art domain generalization techniques on three
medical image segmentation tasks.

[I. RELATED WORK

A. Domain Generalization for Medical Image
Segmentation

Domain generalization methods designed for medical image
segmentation can be roughly categorized into augmentation-
based, meta-learning-based, and domain-invariant feature
learning approaches. Augmentation-based methods, such as
the deep stacked transformation [27], simulate the distribution
of target domain data by augmenting the source domain data.
The linear-dependency domain generalization methods [28],
[29] perform the augmentation in the feature space, aiming to
simulate the distribution of features instead of the distribution
of data. With the recent advance of the episodic training
strategy for domain generalization in computer vision [30],
many meta-learning-based methods have been developed
to generalize medical image segmentation models to unseen
domains [26], [31]. For example, a shape-aware meta-learning
scheme [24], which takes the incomplete shape and ambiguous
boundary of prediction masks into consideration, was pro-
posed to improve the model generalization for prostate MRI
segmentation. In another example, the continuous frequency
space interpolation was combined with the episodic training
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Fig. 2. Comparison between traditional convolution and dynamic
convolution: (a) the feature map X is processed by a traditional con-
volutional layer, whose parameters w are learned during training; and
(b) the feature map X is processed by a dynamic convolutional layer,
whose parameters are generated by a multilayer perceptron (MLP) and
conditioned on X, i.e.,, w|X.

strategy to achieve further performance gains in cross-domain
retinal fundus image segmentation and prostate MRI segmen-
tation [11]. Although these methods work well on specific
tasks using elaborately tuned parameters, their performance
degrades substantially on the target domain when there are
only few source domains. Given this, domain-invariant fea-
ture learning methods [32] have been proposed. Zhao et
al. [33] adopted domain adversarial learning and mix-up to
improve white matter hyperintensity prediction on an unseen
target domain. Wang et al. [10] built a domain knowledge pool
to store domain-specific prior knowledge and then utilized
domain attribute to aggregate features from different domains.

Different from these methods, the proposed DCAC model
uses dynamic convolutions whose parameters are generated
by a controller according to the features of an input image,
and thus is able to adapt to the test image from an unknown
domain.

B. Dynamic Convolutions

The traditional convolution suffers from limited flexibility,
since its parameters w are learned during training and fixed
during inference, regardless of the variations of input, task,
and domain (see Fig. |Z| (a)). To address this issue, the dynamic
convolution has been proposed. Specifically, another network
(e.g., an MLP) is employed to generate the convolutional
parameters w based on various conditions (e.g., the input X),
and the convolutions with dynamically generated parameters
(e.g., w|X) are then used to process the input (see Fig.
(b)). Since the parameters w can change with respect to the
current input, task, and/or image domain during inference, the
dynamic convolution is far more flexible than its traditional
counterpart. Therefore, various dynamic convolutions have
been increasingly studied and used in the field of computer
vision [34]-[37]. A dynamic convolutional layer, in which
the filters are generated conditioned on the input image, was
proposed for short-range weather prediction based on radar
images [38]. The dynamic convolutions, whose parameters
are generated conditioned on each target instance, were also

integrated to the mask head of an instance segmentation net-
work to improve the accuracy and inference speed [39]. In our
previous work, we proposed a convolutional neural network
with a dynamic segmentation head, which can be trained on
partially labelled abdominal CT scans and be applied to the
adaptive segmentation of multiple organs and tumors [40].
In the dynamic head, convolutional parameters are generated
conditioned on the combination of a task encode and global
image features. By contrast, the DCAC model proposed in this
study aims to filter out domain-specific features dynamically
and be aware of the content of an input image. Therefore,
DCAC contains a DAC head and a CAC head. The DAC head
is composed of only one dynamic convolutional layer, in which
the dynamic filters are conditioned on the domain code; while
the CAC head contains three dynamic convolutional layers,
in which the dynamic filters are conditioned on the global
features of an input image.

[1l. METHOD

A. Problem Definition and Method Overview

Let a set of K source domains be denoted by D, =
{(xki,yki)fvz’“l}le, where x; is the i-th image in the k-th
source domain, and yy; is the segmentation mask of x,;. Our
goal is to train a segmentation model Fy : * — y on Dy, which
can generalize well to an unseen target domain D; = (z;)7",.

The proposed DCAC model is an encoder-decoder struc-
ture [3] equipped with a domain predictor, a domain-aware
controller, a content-aware controller, and a series of domain-
adaptive heads and content-adaptive heads. The workflow
of this model consists of four steps. First, the feature map
produced by each encoder layer is aggregated using Global Av-
erage Pooling (GAP) and concatenated together to be fed to the
domain predictor to generate the domain code. Second, based
on the generated domain code, the domain-aware controller
predicts the parameters of the domain-adaptive head. Third, the
content-aware controller uses the final output of the encoder
as its input to generate the parameters of the content-adaptive
head. Finally, according to the deep supervision strategy, the
output of each decoder layer is fed sequentially to a domain-
adaptive head and a content-adaptive head, which predict the
segmentation result on a pixel-by-pixel basis. The diagram of
our DCAC model is shown in Fig. 5] We now delve into its
details.

B. Encoder-decoder Backbone

The backbone used in our DCAC model is a U-shape struc-
ture that has an encoder and a decoder, each being composed
of N =4 ~ 6 blocks depending on the given segmentation
task. Each encoder block contains two convolutional layers
with a kernel size of 3, and the first layer has a stride of 2
to downsample the feature map, except for the first encoder
block. Each layer is followed by instance normalization and
the LeakyReLU activation. In the encoder, the number of
filters is set to 32 in the first layer, then doubled in each
next block, and finally fixed with 320 when it becomes larger
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Fig. 3. Architecture of the proposed DCAC model. The feature map in orange color represents GAP (fX), i.e., the output of the IN-th encoder
block after global average pooling. The traditional convolutions are omitted for simplicity. The dashed boxes with dynamic filters represent dynamic

convolutions.

than 256 [5]. The computation in each encoder block can be
formally expressed as

fe = Enc'(fi ' 0p), (1
where 0%, represents the parameters of the i-th encoder block
Enc', f% is the feature map produced by Enc', and 2 =at
is the input image.

Symmetrically, the decoder upsamples the feature map and
refines it gradually. In each decoder block, the transposed
convolution with a stride of 2 is used to improve the resolution
of input feature maps, and the upsampled feature map is
concatenated with the corresponding low-level feature map
from the encoder before being further processed by two
convolutional layers. The computation in each decoder block
can be formally expressed as

le = Deci(C(f};;,U( B+1))59iD)7 i=N-1,N-2---,1
2)
where U(+) represents upsampling, C(-) represents concatena-
tion, 6%, represents the parameters of the i-th decoder block
Dec', fi is the feature map produced by Dec’, and f = f5.
With this encoder-decoder architecture, multiscale encoder
feature maps {f%}Y, and multiscale decoder feature maps
{fE¥NT" can be generated. It is expected that {f5}V, are
domain-sensitive and can be utilized to calculate the proba-
bilities of belonging to source domains of the input image.
Meanwhile, {f5}N " are expected to be rich-semantic and
not subjected to a specific domain, i.e., containing the semantic
information of domains and target tasks.

i=1,2-,N

C. Domain Adaptive Convolution

Due to the discrepancy between source domains and the
unseen target domain, the encoder-decoder backbone trained
with source domain images may not be optimal for target

domain images. Therefore, we equipped the backbone with
domain-adaptive heads, in which the filters are variable and
adaptive to the domain of the input image in the inference
stage. For each test image, its probabilities of belonging to
source domains, known as a domain code, are calculated by
the domain predictor and fed to the domain-aware controller
to generate the filters used in the domain-adaptive heads (see
Fig. [3).

1) Domain Predictor: Although the target domain is not
identical to each source domain, an image in the target domain
may similar to those in one or more source domains. And
such ‘domain attribute’ of the image can be used as the clue
to guide the adaptive processing of it. Therefore, we design
the domain predictor to predict the probability of each target
domain image belonging to each source domain.

The domain predictor takes multi-scale encoder feature
maps {f5}Y, as its input. Each feature map f}, is aggregated
with GAP, and the aggregated features at all scales are then
concatenated into a vector. To predict the domain code of the
input image, the vector is fed to a classification module, which
is composed of a fully-connected layer FC(-) and a soft-max
layer SM(-). The calculation of each domain code can be
formally expressed as

9" = SM((FC(C(GAP(f}),--- ,GAP(f}))): 0rc)),

3)
where ¢ represents the parameters of F'C(-). The domain
code 2" is a K-dimensional vector that satisfies Zle 7y =
1. During training, since each input image is sampled from
one of K source domains, the ground truth domain code that
supervises the training of domain predictor is a one-hot K-
dimensional vector. Note that image segmentation and domain
prediction are different tasks, though using the same set of
features extracted by encoder blocks. To avoid the interference
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with the image segmentation performance caused by domain
prediction, we adopt the gradients truncation strategy to stop
the gradients back propagated from the fully-connected layer
in the domain predictor(see Fig. [3).

2) Domain-aware Controller: We use a single traditional
convolutional layer as the domain-aware controller ¢4(-),
which maps the domain code to the parameters w of the filters
in the domain adaptive head. Such mapping can be formally
expressed as

wa = da(2";05) (4)

where Gg represents the parameters in this controller.

3) Domain-adaptive Head: A lightweight domain-adaptive
head is designed to enable dynamic convolutions, which are
responsive to specific domains. This head contains a traditional
convolutional layer and a dynamic convolutional layer, both
using filters with a kernel size of 1. The traditional layer
reduces the channels of the input feature map to K x C', where
C' is the number of segmentation classes. Since there exists
a skip connection to enforce residual learning, the output of
the dynamic layer has K x C' channels, too. Therefore, there
are totally (K x C)? + (K x C) parameters in the dynamic
layer, which are generated dynamically by the domain-aware
controller ¢4(-) conditioned on the domain code Z?. Thanks
to the superiority of dynamic convolutions, the parameters in
the dynamic layer are domain-specific, and the output of the
dynamic layer can represent the domain-specific feature.

To accelerate the convergence of our DCAC model, we
adopt the multi-scale supervision strategy. Given the feature
map [}, generated by the i-th decoder block, the output of the
domain-adaptive head is computed as

fpac = Convg(fp) — Convp(fp) * wa, )
i=N—-1,N-2-.-1

where * represents the convolution, and Convl(-) is the

traditional convolutional layer.

D. Content Adaptive Convolution

The proposed DCAC model is expected to adapt not only
to the unseen test domain but also to each test image. There-
fore, we equipped our segmentation backbone with content
adaptive convolutions, which are implemented using a content-
adaptive head whose parameters are generated dynamically by
a content-aware controller.

1) Content-aware Controller: The content-aware controller
is a traditional convolutional layer, denoted by ¢.. The input
of this controller is the global image representation, which
is the feature map generated by the encoder (i.e., the output
fY of the N-th encoder block) and aggregated by global
average pooling. The output is the ensemble of parameters of
the content-adaptive head, which can be formally expressed as

we = ¢e(GAP(ff):05) (6)

where 07 represents the parameters of the controller ¢..

2) Content-adaptive Head: The content-adaptive head,
which is placed after the domain-adaptive head, contains
three stacked dynamic convolutional layers using filters with
a kernel size of 1. The first two layers have K x C' channels,
and the last layer has C' channels. Thus there are totally
2x (K xC)?+ (K xC))+ ((K x C) x C+ C) dynamic
parameters in this head. These parameters, denoted by w. =
{we1,we2,wes }, are generated by the controller ¢, according
to the globally aggregated image feature map f5 .

The content-adaptive head uses the output of domain-
adaptive head f} .- as its input. This head acts as a pixel
classifier, performing image segmentation via predicting class
labels on a pixel-by-pixel basis. The computation of segmen-
tation result p’ can be formally expressed as

pi = SM(((JC;)AC * Wel) * We2) * We3),s

7
i=N-1,N-2--,1 M

where SM () represents the soft-max operation.

E. Training and Test

1) Training: Besides image segmentation, the proposed
DCAC model also performs domain classification using the
domain predictor. For the classification task, the objective is
the cross-entropy loss, which can be calculated as

K
Las=—Y_ dilog(d}) ®)
k=1

where d}, is the domain label, and di is the soft-max proba-
bility of belonging to the k-th domain.

For the segmentation task, the Dice loss and cross-entropy
loss are used jointly as the objective. The segmentation loss
at each scale can be calculated as

221‘)/:1 p%y;
Sy (B + i +e)
\%
=Y " (yilogpl, + (1—yi)log (1 —pl))

v=1

Ll,=1-

seg

(©))

where p! and y! denote the prediction and ground truth of the
v-th voxel in the output of the i-th decoder block, V' represents
the number of voxels, and ¢ is a smooth factor to avoid dividing
by 0.

Since deep supervision is used, the total loss is defined as

follows
N-1

L=Las+ Y WL,

i=1

(10)

where w’ is a weighting vector that enables higher resolution
output to contribute more to the total loss [5].

2) Test: During inference, given a test image x, the multi-
scale encoder feature maps {f%}~ , and multiscale decoder
feature maps {f% fi El can be produced by the trained
encoder-decoder backbone. Based on {f4}Y ,, the trained
domain predictor can generate a /-dimensional domain code.
Based on the code, the trained domain-aware controller can
generate the parameters for the domain-adaptive head. Mean-
while, based on the feature map produced by the last encoder
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block (i.e., ,{;V ), the content-aware controller can generate
the parameters for the content-adaptive head. Finally, the
feature map produced by the decoder is fed sequentially to
the domain-adaptive dynamic head and content-adaptive head
to generate the segmentation result. Note that deep supervision
is carried out only in the training stage and the segmentation
is not performed at coarse scales in the test stage.

IV. EXPERIMENTS

We evaluated the proposed DCAC model against the base-
line and state-of-the-art domain generalization models on three
tasks, including prostate segmentation using MRI, COVID-
19 lesion segmentation using CT, and OC/OD segmentation
using color fundus image. These tasks cover different image
modalities and represent variable domain shifts in cross-
domain medical image segmentation problems.

A. Datasets

Three datasets were used for this study. For prostate seg-
mentation, the dataset contains 116 T2-weighted MRI cases
from six domains [24], [41]-[43]. Following [11], [24], we
preprocessed the MRI data and only preserved the slices
with the prostate region for consistent and objective seg-
mentation evaluation. For COVID-19 lesion segmentation,
the dataset consists of 120 RT-PCR positive CT scans with
pixel-level lesion annotations, collected from the first multi-
institutional, multi-national expert annotated COVID-19 image
database [18], [44], [45]. For OC/OD segmentation, the dataset
contains 789 cases for training and 281 cases for test, which
are collected from four public fundus image datasets and
have inconsistent statistical characteristics [10], [46]-[48]. The
statistics of three datasets were summarized in Table [l

B. Implementation Details

The images in each segmentation task were normalized by
subtracting the mean and dividing by the standard deviation.
To make a compromise between the network complexity and
input image size, the mini-batch size was set to 32 for 2D
prostate segmentation with a patch size of 256 x 256, set to 16
for 2D OC/OD segmentation with a patch size of 512 x 512,
and set to 2 for 3D COVID-19 lesion segmentation with a
patch size of 128 x 196 x 196. To expand the training set,
several data augmentation techniques were used, including
random cropping, rotation, scaling, flipping, adding Gaussian
noise, and elastic deformation. The SGD algorithm with a
momentum of 0.99 was adopted as the optimizer. The initial
learning rate [ry was set to 0.01 and decayed according to
the polynomial rule Ir = Irg x (1 —t/T)°9, where t is the
current epoch and T is the maximum epoch. The maximum
epoch T" was set to 200 for 2D prostate segmentation, 500 for
2D OC/OD segmentation, and 1000 for 3D COVID-19 lesion
segmentation. Our DCAC was implemented using the PyTorch
framework on a workstation with a NVIDIA 2080Ti GPU.

C. Comparative Experiments and Analysis

We compared the proposed DCAC model with the ‘Intra-
domain’ setting, ‘DeepAll’ baseline, and four domain gen-
eralization methods including (1) a data-augmentation based
method called BigAug [27], (2) two meta-learning methods
called SAML [24] and FedDG [11], and (3) a domain-invariant
feature learning approach called DoFE [10]. Under the ‘Intra-
domain’ setting, training and test data are from the same
domain and the three-fold cross-validation is used. Whereas
under the ‘DeepAll’ setting, the model is trained on the
data aggregated from all source domains and tested directly
on the unseen target domain. Note that the backbone, i.e.,
nnUNet, was kept as the same for all these methods in all
experiments unless otherwise indicated. For each segmentation
task, the leave-one-domain-out strategy was used to evaluate
the performance of each domain generalization method, i.e.,
training on K — 1 source domains and evaluating on the left
unseen target domain. Each domain is chosen as the target
domain in turn. The segmentation performance was measured
by the Dice Similarity Coefficient (DSC) and Average Surface
Distance (ASD). The DSC (%) and ASD (pixel) characterize
the accuracy of predicted masks and boundaries, respectively.

1) Comparative results in prostate segmentation: Table
gives the DSC and ASD values obtained by our DCAC
model and six segmentation models in each target domain
and the average performance over six domains. As expected,
the performance of DeepAll seems to be worse on average
than that of Intra-domain, due to the distribution discrepancy
between the source (training) data and target (test) data.
Meanwhile, it shows that the augmentation-based method
BigAug performs worse than meta-learning-based methods
(i.e., SAML and FedDG), indicating that simply augmenting
training data is insufficient to simulate the data distribution
of the target domain. It also shows that DoFE is superior
to FedDG but slightly inferior to SAML, suggesting that
the domain-invariant feature learning approach (i.e., DoFE)
can disentangle domain-sensitive features, but it can hardly
adapt to different domain discrepancies automatically. More
importantly, it reveals that the proposed DCAC mode not only
beats Intra-domain and DeepAll but also outperforms four
state-of-the-art domain generalization methods. We believe the
superior performance can be attributed to the fact that, with
dynamic convolution, our model is capable of adapting to both
the predicted domain code and extracted global features of the
input image.

2) Comparative results in COVID-19 lesion segmentation and
OC/OD segmentation: The segmentation performance of our
DCAC model and six segmentation models on the COVID-
19 lesion segmentation task and OC/OD segmentation task
was given in Table [lII| and Table respectively. In COVID-
19 lesion segmentation, the average DSC of Intra-domain is
surprisingly worse than that of DeepAll. A possible reason
is that the amount of training data in a single domain (see
Table [) is far from sufficient for training a DCNN model,
leading to serious over-fitting of the small training dataset. By
contrast, aggregating the data in multiple domains can benefit
model training and thus results in improved performance.
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Image Ground Truth Ours DoFE FedDG SAML BigAug DeepAll

Fig. 4. Visualization of the results predicted by ours (DCAC) and five competing methods on the three segmentation tasks, together with ground
truth. Best viewed in color.

Image Ground Truth. Ours . Ours w/o CAC Ours w/o DAC D-CAC DeepAll

Fig. 5. Visualization of one slice from each of three prostate MRI scans, corresponding segmentation ground truth, and the results obtained by
applying our DCAC, three variants of DCAC, and DeepAll.
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TABLE |
STATISTICS OF THREE DATASETS USED FOR THIS STUDY.

Task Modality Number of Domains Cases in Each Domain Total Cases
Prostate Segmentation MRI 6 30; 30; 19; 13; 12; 12 116
COVID-19 Segmentation CT 4 28; 19; 58; 15 120
OC/OD Segmentation Color Fundus Image 4 50/51; 99/60; 320/80; 320/80" 789/281"
* Data split (training/test cases) was provided by [10].

TABLE Il

PERFORMANCE (MEANZSTANDARD DEVIATION) OF OUR DCAC MODEL AND FIVE COMPETING MODELS IN PROSTATE SEGMENTATION. IN EACH
COLUMN, THE BEST RESULT IS SHOWN WITH BOLD, AND IF THE RESULT OF DCAC AND BEST COMPETING RESULT ARE STATISTICALLY DIFFERENT,
THE CELL IS HIGHLIGHTED IN GREEN; OTHERWISE THE CELL IS IN BLUE. THE RESULTS OF INTRA-DOMAIN ARE ALSO DISPLAYED FOR REFERENCE.

Models Domain 1 Domain 2 Domain 3 Domain 4

DSCt ASD] DSCt ASD] DSCt ASD] DSCt ASD]
Intra-domain 89.53 1.39 88.42 1.44 87.65 1.67 83.01 3.58
DeepAll 89.161.01 2.09+£0.97 87.31£1.93 1.27£0.70 74.12+3.84 3.02+0.85 88.85+0.97 2.36+0.58
BigAug [27] | 90.68+0.77 1.80+£0.76 89.52+0.83 1.00£0.26 84.86+2.51 1.86+£0.14 89.04+0.71 1.59+0.24
SAML [24] 91.004+0.83 1.2640.24 89.264+0.65 1.124+0.30 85.764+1.67 1.874+0.11 89.60+0.32 1.21+0.41
FedDG [11] 91.414+0.70 1.2940.16 89.954+1.53 0.974+0.21 85.104+1.83 2.634+0.53 89.13+0.87 1.5140.27
DoFE [10] 89.79+0.66 1.33£0.14 87.4242.21 1.57£0.51 84.90+2.13 2.13+£0.46 88.56+0.94 1.52+0.42
Ours (DCAC) | 91.76+0.48 0.98+0.14 90.51+0.41 0.89+0.13 86.30+1.04 1.77+0.13 89.13+0.82 1.53+0.49

Domain 5 Domain 6 Average
Models
DSCt ASD] DSCt ASDJ DSCT ASDJ

Intra-domain 83.39 2.99 84.97 2.00 86.16 2.18

DeepAll 83.2242.53 3.51£0.76 88.39+1.34 1.67+£0.49 | 85.18 2.32

BigAug [27] | 73.24+5.94 5.94+1.43 89.10+0.89 1.16£0.31 | 86.07 2.23

SAML [24] 81.60+£3.76 3.29+0.72 89.91+0.61 0.96+0.23 | 87.86  1.62

FedDG [11] 76.691+4.49 4.5240.95 90.63+0.55 1.034+0.17 | 87.15 1.99

DoFE [10] 86.471+2.29 1.93+0.64 87.72+1.71 1.334+0.40 | 87.48 1.64

Ours (DCAC) | 83.3942.57 2.46+£0.66 90.56+0.47 0.85+0.19 | 88.61 1.41

TABLE IlI

PERFORMANCE (MEANZSTANDARD DEVIATION) OF OUR DCAC MODEL AND FIVE COMPETING MODELS IN COVID-19 LESION SEGMENTATION. IN

EACH COLUMN, THE BEST RESULT IS SHOWN WITH BOLD, AND IF THE

RESULT OF DCAC AND BEST COMPETING RESULT ARE STATISTICALLY

DIFFERENT, THE CELL IS HIGHLIGHTED IN GREEN; OTHERWISE THE CELL IS IN BLUE. THE RESULTS OF INTRA-DOMAIN ARE ALSO DISPLAYED FOR

REFERENCE.

Models Domain 1 Domain 2 Domain 3 Domain 4 Average

DSCt ASD] DSCt ASD] DSCt ASD] DSCt ASD] DSCtT ASDJ
Intra-domain 62.49 21.05 51.34 21.08 70.49 6.02 62.01 8.14 61.58 14.07
DeepAll 63.09£1.74 19.13£3.71 60.87£2.66 19.44+£1.99 66.40+2.64 12.214+2.17 62.574+2.18 9.394+2.02 | 63.23 15.04
BigAug [27] | 63.55+1.52 18.094+3.23 59.57+3.11 19.53+2.43 67.19+£1.59 13.20+2.36 64.39+1.77 9.39+1.81 | 63.68 15.05
SAML [24] 63.98+£1.33 1596£1.77 61.39£1.64 18.97£2.78 67.19+1.72 12.874+2.43 65.38+1.39 9.39+1.63 | 64.49 14.30
FedDG [11] | 63.97£1.41 17.6842.80 60.88£2.72 17.854+2.29 66.96£1.61 13.10+2.65 64.98£1.32 9.3041.87 | 6420 14.48
DoFE [10] 64.76£1.47 12.43+£2.17 61.11£1.82 18.56+2.51 67.46+1.34 11.74£1.52 65.05+1.11 9.714+2.14 | 64.60 13.11
Ours (DCAC) | 64.03£1.67 17.05£1.95 62.52+1.57 15.38+1.76 67.87+1.25 10.63+1.49 65.96+1.27 7.98+1.59 | 65.10 12.76

Meanwhile, it seems that the domain-invariant feature learning
method is relatively better than meta-learning methods in both
experiments, indicating the sensitivity of meta-learning-based
methods to the number of source domains. When there are
less source domains, the diversity of the generalization gap
simulated by meta-learning is highly restricted. Comparing to
these methods, our model is less susceptible to the number of
source domains and achieves stable performance gain on both
segmentation tasks. This observation is consistent with what
we observed in Table [

3) Visualization results of DCAC and other competing meth-
ods: We visualized the segmentation results of our DCAC and
four competing domain generalization methods in Fig. i} We
also displayed the results of DeepAll and ground truth for
reference. It shows that the segmentation results produced by
our DCAC model are the most similar to the ground truth over
all three segmentation tasks, which confirms the effectiveness
of our DCAC model against the state-of-the-art in the three
generalizable medical image segmentation benchmarks with
different imaging modalities.
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TABLE IV

PERFORMANCE (OC, OD) oF OUR DCAC MODEL AND FIVE COMPETING MODELS IN OC/OD SEGMENTATION. IN EACH COLUMN, THE BEST

RESULT IS SHOWN WITH BOLD, AND IF THE RESULT OF DCAC AND BEST COMPETING RESULT ARE STATISTICALLY DIFFERENT, THE CELL IS
HIGHLIGHTED IN GREEN; OTHERWISE THE CELL IS IN BLUE. THE RESULTS OF INTRA-DOMAIN ARE ALSO DISPLAYED FOR REFERENCE.

Models

Domain 1

Domain 2

DSCT

ASD]

DSCT

ASDJ

Intra-domain

(80.06, 95.82)

(20.13, 7.53)

(73.13, 87.79)

(2491, 18.75)

DeepAll
BigAug [27]
SAML [24]
FedDG [11]
DoFE [10]

(79.0442.10, 95.8240.93)
(80.37£1.99, 95.59+1.84)
(81.03£1.91, 95.74+1.62)
(81.66£1.37, 95.47+1.55)

(20.32£2.14, 7.63£1.55)
(19.50£1.59, 7.75+1.43)
(19.31£1.88, 7.66+1.18)
(18.79+£1.46, 7.81+1.12)

(73.02£2.51, 87.34+£3.15)
(74.73£2.58, 87.40+2.99)
(76.61£1.99, 87.2942.79)
(76.31£2.09, 86.341+3.26)

(24.994£3.67, 18.70£1.44)
(22.64£3.28, 18.89+1.39)
(19.31£2.33, 19.20£1.64)
(19.98£2.69, 19.57£1.52)

( 81.95+1.02 , 96.04+1.19 ) ( 18.59£1.30 , 7.05£0.90 ) ( 78.31+1.75, 89.20+1.72 ) ( 16.40£1.86 , 15.75+1.14 )

Ours (DCAC)

(81.43+£1.58, 96.54+0.84 ) ( 19.20£1.79 , 6.35+0.81 ) ( 77.72+1.97 , 87.85£2.63 ) ( 17.15+2.30 ,

18.28£1.33 )

Models

Domain 3

Domain 4

Average

DSCT

ASDJ,

DSCT

ASDJ

DSCT

ASDJ

Intra-domain

(83.80, 93.20)

(11.20, 9.64)

(84.46, 93.41)

(8.99, 7.51)

86.46

13.58

DeepAll
BigAug [27]
SAML [24]
FedDG [11]
DoFE [10]

(82.26£1.58, 91.37+1.80)
(85.39£1.42, 92.04+1.51)
(85.40+1.49, 93.92+0.93 )
(85.23£1.10, 93.36+0.99)
(185.51£0.94 , 93.23+1.04)

(12.01£1.61, 11.40+1.77)
(10.07£1.03, 11.09+1.50)
(19.99£0.68 , 8.62+0.66 )
(10.86+0.87, 9.12+0.70)
(10.06%1.26, 9.76+1.22)

(84.85£2.96, 92.274-2.82)
(86.47£1.47, 93.05+1.57)
(86.06+2.51, 94.76+0.89 )
(85.27£2.90, 94.68+1.12)
(186.61£1.08 , 94.28+1.07)

(8.39+£1.37, 7.8342.40)
(8.32+0.88, 7.75+1.98)
(8.86+0.92, 5.90+£0.87 )
(8.94+£1.24, 6.02+0.99)
(18.28£1.01 , 6.99+1.16)

85.75
86.88
87.60
87.29
88.14

13.91
13.25
12.36
12.64
11.61

Ours (DCAC)

(86.80+£0.76 , 94.28+0.84 ) ( 9.14£0.62 , 8.11+0.56 ) ( 87.68+0.85 , 95.40+0.62 ) ( 7.124+0.72 , 5.20£0.68 )

88.47

11.32

TABLE V
PERFORMANCE OF DEEPALL, OUR DCAC MODEL, AND ITS SIX VARIANTS IN PROSTATE SEGMENTATION.

Models

Domain 1 Domain 2 Domain 3 Domain 4 Domain 5 Domain 6 Average

DSCT ASDJ

DSCT ASD] DSCT ASDJ

DSCT ASDJ DSCT ASDJ

DSCT ASDJ

DSCT ASDJ

89.16  2.09
91.24 137
91.13 1.12
91.69 1.01

8731 127 7412 3.02
89.94 092 86.72 1.67
89.62 1.01 8475 2.17
89.96 097 8527 1.89

DeepAll
D-CAC
Ours w/o DAC
Ours w/o CAC

88.85 236 8322 351
89.23 134 7951 3.54
89.31 148 80.79 2.11
89.19 133 7844 235

88.39 1.67
89.90 0.96
89.93 0.93
90.65 0.90

85.18 2.32
87.74 1.70
87.59 147
87.53 141

CDAC 9174 1.1
DC(P)AC 90.02 1.6l

DCAC-NG 90.67 1.29

90.72 090 86.05 2.15
89.78 0.96 8544 194
88.12 1.04 78.58 2.87

89.18 152 8327 2.02
88.28 2.04 8137 234
88.31 141 81.18 1.97

90.21 0.94
9041 0.88
89.69 1.01

88.53 144
87.55 1.63
86.09 1.60

Ours (DCAC) [91.76 098 90.51 0.89 8630 1.77

89.13 153 8339 246 9056 0.85 [88.61 14I

1.0

~-0.4
-0.2

-0.0
(2) (b)
Fig. 6. Confusion matrices of domain classification achieved by using
(a) single-scale global features or (b) multi-scale global features as
input of domain predictor. In each confusion matrix, the rows and
columns represent true and predicted domains, respectively, and each
element (%, j) represents the probability of predicting domain D; as
D;. Particularly, a diagonal element represents the true positive rate of
predicting the corresponding domain.

We calculated the standard deviation for every performance
metric and performed the independent two sample t-test be-
tween our result and the result of best competing model in

each domain, as shown in Table [, Table and Table

If our result is statistically different from the competing one
at the p = 0.05 level, the corresponding cell in the table
is highlighted in green; otherwise, the cell is highlighted in
blue. It shows that our DCAC model outperforms mostly the
best competing model and the performance gain is statistically
significant in most cases. Nevertheless, when DCAC underper-
forms the best competing model, the results achieved in most
of such cases are not statistically different.

V. DiscUssION

The prostate segmentation task was chosen as a case study,
and ablation studies were conducted on this task to investigate
the effectiveness of newly designed DAC and CAC modules
and the domain-discriminatory ability of extracted features.

A. Ablation Analysis

In this work, we designed the DAC module and CAC
module to make our model capable of adapting to the unseen
test domain and test image, respectively. To evaluate the
contributions of these two modules, we compared our model
with its variant that uses only one module. Meanwhile, we
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TABLE VI
NUMBER OF PARAMETERS, GFLOPS, MODEL SIZE, AND TRAINING
DURATION TIME COST OF DIFFERENT MODELS IN PROSTATE
SEGMENTATION.

Models #P(a ;alrr(l)%t)ers GFLOPs Silz\go(dl\jllB) Time 22;21?I§0urs)
DoFE [10] 30.1 32.7 145.4 7.1
SAML [24] 30.0 324 119.9 11.8
Ours (DCAC) 30.1 325 120.5 6.2

changed the order between DAC and CAC for comparison,
denoted as CDAC. We also compared a variant, denoted by
D-CAC, that uses the concatenation of domain code and global
image features to generate one and only one unified dynamic
head. The performance of DeepAll (Baseline), our DCAC
model, and its variants was given in Table It shows that
CDAC achieves similar performance to our DCAC, and both of
them outperform not only D-CAC but also the variant without
either DAC or CAC. The results confirm that either DAC or
CAC contributes to the final results and the two-dynamic-head
strategy is superior to the unified dynamic head.

We visualized the segmentation results of DCAC and three
variants in Fig. 5] We also displayed the results of DeepAll
and ground truth for reference. It shows that our DCAC model
can produce more accurate segmentation results of unseen test
images, particularly in the boundary region.

B. Domain-discriminatory Power of Extracted Features

In our DCAC model, the DAC module relies heavily on the
domain code 2P predicted based on image features. To predict
PP accurately, the features should have sufficient domain-
discriminatory power. Instead of using the single-scale global
feature produced by the last encoder block, we chose the multi-
scale global features extracted by the encoder at all scales
for our study (see Fig. 3). To verify the superiority of our
multi-scale features, we compared the domain classification
accuracy achieved by using each of these two types of features.
The obtained confusion matrices were visualized in Fig. [
It shows that using multi-scale features can produce more
accurate domain classification than using single-scale features,
suggesting that the multi-scale feature maps produced by
encoder blocks contain domain-specific information and can
be used to generate the domain code.

C. Analysis of Complexity

Besides the segmentation backbone, the proposed DCAC
model also contains a domain predictor, two controllers, and
two dynamic convolutional heads, which, fortunately, all have
lightweight structures. Therefore, apart from the parameters
in the backbone, DCAC just has a few extra parameters and
consumes a little extra training time. We chose the prostate
segmentation task as a case study and listed the number of
parameters, GFLOPs, model size, and training time cost of our
DCAC model and two state-of-the-art domain generalization
methods (i.e., DOFE and SAML) in Table [V} Note that the
parameters of the entire model (including the backbone) were
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Fig. 7. Performance of DeepLab V3+ with and without DCAC on
prostate segmentation task. The values in square represent DSC, and
the values in triangle denote ASD.

counted for all methods, and the backbone was also taken into
consideration when calculating GFLOPs and the model size.
It shows that, although three models have a similar number
of parameters and GFLOPs, the size of DCAC model is
significantly smaller than DoFE, since DoFE uses an additional
domain knowledge pool to store domain prior knowledge for
domain-sensitive feature matching during inference, but our
DCAC achieves this using the light-weighted dynamic convo-
lutions. Moreover, our DCAC has much less training time cost
than DoFE and SAML. The extremely high time cost of SAML
can be attributed to the fact that SAML relies heavily on
meta-train and meta-test to update model parameters in each
iteration, which is time-consuming. As for DoFE, it requires
to update the domain knowledge pool and perform feature
embedding during each training step. In summary, our results
indicate that, comparing to DoFE and SAML, the proposed
DCAC model is able to produce more accurate segmentation
results with less spatial and computational complexity.

D. Applying to Other Backbone

The DCAC is proposed following a modular design and can
be incorporated into other encoder-decoder backbones to im-
prove their performance. To validate this, we adopted DeepLab
V3+ [49] as the segmentation backbone and incorporated
DCAC into it by adding a domain predictor and two dynamic
heads. We carried out the prostate segmentation task again and
compared the performance of DeepLab V3+ with and without
DCAC on six domains in Fig. It reveals that plugging
DCAC into DeepLab V3+ results in performance gains on
all domains, evidenced by the consistent increase of DSC and
decrease of ASD. On average, the mean DSC improves from
84.23% to 87.59%, and the mean ASD drops from 2.55 to
1.87. The results are consistent with those reported in Table[I]
confirming the usability and effectiveness of our DCAC again.

E. Generalization Analysis of DAC and CAC

To make the proposed DCAC model generalizable to unseen
target domains, the domain adaptive head itself should be
generalizable. To validate this, we chose the model trained
using Domain 1 ~ Domain 5 on the prostate segmentation
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Fig. 8. Visualization of feature maps of input image (right) with and
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Fig. 9. t-SNE visualization of features before (left) and after (right) being
processed by the DAC head. The points in different colors represent
images from different domains.

task as a case study. The feature map of each input image
(including both training and test cases) produced by the DAC
module, denoted by Convlo( f1) * wa, is visualized in 2D
using t-SNE (see the left part of Fig. [§). In the meantime, we
added the white Gaussian noises with a standard deviation of
0.2 as perturbations to each input image and visualized the
feature map produced by DAC in the right part of Fig. [§] It
shows that adding perturbations to input images leads to little
impact on the topology of the DAC features. Therefore, the
feature extraction performed by the DAC module is robust to
input perturbations, suggesting that the DAC module does not
over-fit the data from source domains.

To demonstrate that the DAC convolutions wg can filter
domain-specific features, we also visualized the image features
before and after being filtered by wy in 2D using t-SNE (see
Fig. P). It shows that, after being filtered by wg, the image
features from different domains, which previously can be
largely separated from each other, become indistinguishable.
It indicates that the DAC module can effectively filter out
domain-specific features.

The dynamic convolutions in the CAC module, whose
parameters w, are dynamically produced based on the global
features of each input image, aim to adapt our DCAC model to
the input. To validate the effectiveness of these convolutions,
we shuffled the w. generated from different input images and
evaluated the impact of such perturbations on the segmentation
performance. The segmentation performance of our DCAC
model with (denoted by DC?) AC) or without w,. perturbations
on the prostate dataset was given in Table [V] It shows that

mutating w,. deteriorates the performance of our DCAC model
on each unseen target domain, decreasing the average DSC
from 88.61% to 87.55%. It confirms that the w, estimated by
the content-aware controller is suitable for each input image.

F. Gradient Truncation in Domain Predictor

Besides image segmentation, the proposed DCAC model
also performs domain classification using the domain pre-
dictor. These two tasks share the features extracted from
the same encoder. For the segmentation task, the extracted
features should be domain-insensitive so that the segmentation
performance would be less affected by the domain discrepancy.
Whereas the classification task requires the extracted features
to have domain-discriminatory power. To make a compromise
between the domain classification accuracy and the segmenta-
tion performance, we adopt the gradients truncation strategy in
the domain predictor. Thus, only the parameters in the fully-
connect layer in the domain predictor can be optimized for
domain classification. It can be observed from Fig. [f] that the
domain attributions can still be largely discriminated when
adopting the gradient truncation strategy. We also analyzed the
segmentation performance when using (DCAC) and not using
(DCAC-NG) gradients truncation. The quantitative results
were shown in Table |V} It reveals that the overall segmentation
performance on the unseen target domains can be dramatically
decreased when the shared encoder is optimized for both
domain classification and segmentation. It confirms the benefit
brought by the gradient truncation strategy.

VI. CONCLUSION

This paper proposes a multi-source domain generalization
model called DCAC, which uses two dynamic convolutional
heads. One dynamic head is conditioned on the predicted
domain code of the input to make the DCAC model adapt to
the target domain, while the other dynamic head is conditioned
on global image features to make the model adapt to the input
image. Our results on the prostate segmentation, COVID-19
lesion segmentation, and OC/OD segmentation tasks suggest
that, after training on the data from multiple source domains,
the proposed DCAC model can generalize well on an unseen
target domain, achieving improved average performance over
the baseline and four state-of-the-art domain generalization
methods.

However, the proposed DCAC model still has two limita-
tions. First, it is designed for multi-source domain generaliza-
tion, and therefore cannot be directly applied to single-source
domain generalization [50], [51]. In other words, it requires
training data from multiple source domains. Nevertheless, we
believe multi-source domain generalization is a promising
research direction orthogonal to existing single-source do-
main generalization methods. Second, the performance gain
achieved by our DCAC on CT images is less than that on MR
and fundus images (see Table [[I, Table and Table [[V). It
can be attributed to the fact that CT images for the same phase
generally have more consistent image quality, whereas MR and
fundus images hold more vendor-specific variations [27]. In
our future work, we will extend the proposed DCAC model to



IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. XX, NO. XX, XXXX 2020

multi-source, multi-modality, and multi-task scenarios, aiming
to provide a large-scale pre-trained segmentation model for
various downstream medical image segmentation tasks.
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TABLE A1
PERCENTAGE OF SIMILARITY RANKING OF ALL TEST IMAGES OVER FIVE
SOURCE DOMAINS ACCORDING TO DOMAIN CODE (USING DOMAIN 4 AS
TARGET DOMAIN).

Rank-1 Rank-2 Rank-3 Rank-4 Rank-5
Domain 1 | 4.57 69.00 12.15 14.29 0.00
Domain 2 | 95.43 3.71 0.86 0.00 0.00
Domain 3 | 0.00 5.00 81.85 2.29 10.86
Domain 5 | 0.00 7.14 0.86 69.42  22.58
Domain 6 | 0.00 15.14 4.29 14.00  66.57
APPENDIX

Analysis of Domain Code

To analyze whether the domain code match the similarities
between the test image and K source domains, the images
from Domain 4 were chosen as the target domain for a case
study. We used the DCAC model trained on the data from K
source domains (except for Domain 4) to produce the domain
code for target domain images. Since the domain code gives
the ranking of similarities between a test image and source
domains, Table [AT| shows the percentage of the ranking of all
test images over five source domains. For instance, 95.43%
test images are most similar to Domain 1, and 69.00% test
images are second-most similar to Domain 2. The observation
that most test images are classified as Domain 1 or Domain
2 confirms that the domain code does match the similarities
between the test image and source domains.

Experiments on Other Multi-domain Dataset

We also evaluated our DCAC model on another
multi-domain joint OC/OD segmentation dataset called
RIGA+ [52]-[54], which has larger domain gaps. This dataset
contains 195 labeled data from BinRushed, 95 labeled data
from Magrabia, and 454 labeled data from the MESSIDOR
database (including data collected from 3 medical centers,
i.e., BASE1, BASE2, and BASE3). We used the data from
BinRushed and Magrabia as source domain data, and the data
from BASE1, BASE2, and BASE3 as target domain data,
respectively. We compared DCAC with the ‘Intra-domain’
setting and the ‘DeepAll’ baseline. Table [A2] gives the per-
formance (DSCoc%,DSCop%) of these three methods. It
shows that the domain gap indicated by the performance
difference between ‘Intra-domain’ and ‘DeepAll’ is severe,
especially on BASE2, i.e., a decrease of Dice by 9.61% in
OC segmentation. Even though, our DCAC can improve the
OC segmentation Dice by 3.49% (from 79.22% to 82.71%) on
BASE2 without accessing any target domain data. It confirms
the effectiveness of the proposed DCAC.

Analysis of Residual Learning in the DAC Head

s

For Formula (5) in Sec. III-C-3, using ‘—’ and using ‘+’
are equivalent, since we did not constrain that wy; must be
positive when generating it using the domain-aware controller.
We compared the performance of DCAC+ (i.e., using ‘+’
for residual learning) and DCAC (i.e., using ‘—’ for residual

TABLE A2
PERFORMANCE OF ‘INTRA-DOMAIN’, ‘DEEPALL, AND DCAC ON
RIGA+ DATASET.

Models BASE1 BASE2 BASE3

Intra-domain | (87.27, 95.87) (88.83,95.92) (88.42, 95.73)
DeepAll (84.01, 94.30) (79.22, 94.58) (81.40, 93.82)
DCAC (85.00, 95.86) (82.71,95.20) (83.09, 95.10)

learning) in Table [A3] It shows that using ‘+ for residual
learning can still work well.

Analysis of Multi-scale Supervision

As for the multi-scale supervision, we use the DAC head
and CAC head at each scale in the decoder. We conducted an
ablation study on the number of scales. Let N —1 is the scales
of the decoder. Since selecting the number of scales requires
to conduct 2V~! experiments, which is computationally in-
tractable, we only compared the performance of DCAC" (i.e.,
using DAC and CAC at the last n decoder blocks) with the
performance of DCAC. The results were shown in Table [A4]
It reveals that our DCAC model that uses DAC and CAC at
all scales in the decoder outperforms all competing ones. It
confirms the rationale and effectiveness of our design of the
deep supervision strategy.

Analysis of Domain-discriminatory Power of Multi-scale
Features

We also compared the performance of DCAC when using
the global image features from the bottleneck (i.e., DCAC)
and using the features from multiple encoder blocks (denoted
by DCAC-M) as the input of the CAC module. Table [A3|
shows the experimental results. It reveals that using global
image features from the bottleneck is slightly better than using
the features from multiple encoder blocks. We speculate that
it should be attributed to the fact that there are redundant
features in the aggregated multi-scale feature, which might
be not content-specific.
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TABLE A3
PERFORMANCE OF USING ‘+’ (DCAC+) AND ‘—’ (DCAC) FOR RESIDUAL LEARNING.

Models Domain 1 Domain 2 Domain 3 Domain 4 Domain 5 Domain 6 Average
DSCt ASD| DSCt ASD| DSCt ASD| DSCt ASD] DSCt ASD) DSCt ASDJ | DSCT ASDJ)
DCAC+ | 91.61 1.09 9052 0.88 8652 160 89.20 145 8274 247 9024 096 | 8847 141
DCAC 91.76 098 90.51 089 8630 1.77 89.13 153 8339 246 9056 0.85 | 88.61 1.4
TABLE A4
PERFORMANCE OF DCAC AND DCAC™.
Models Domain 1 Domain 2 Domain 3 Domain 4 Domain 5 Domain 6 Average
DSCt ASD| DSCt ASD| DSCt ASD] DSCt ASD] DSCt ASD) DSCt ASDJ | DSCT ASDJ)
DCAC! [ 91.02 128 89.93 095 8455 201 8852 202 7258 427 9041 092 |86.17 191
DCAC? | 9142 1.31 9001 093 8528 159 89.15 1.82 7838 578 9095 084 | 8753 2.05
DCAC® | 90.83 1.55 9046 090 8579 1.78 89.16 1.71 7997 464 9034 097 |87.76 1.92
DCAC* | 9144 1.15 9035 090 8628 1.64 8940 1.70 80.19 320 90.54 0.87 | 88.03 1.58
DCAC® | 91.10 1.22 9048 0.89 8577 1.76 89.63 1.56 8211 230 9035 094 | 8824 145
DCAC | 91.76 098 9051 0.89 8630 1.77 89.13 153 8339 246 9056 0.85 | 83.61 141
TABLE A5
PERFORMANCE OF DCAC AND DCAC-M.
Models Domain 1 Domain 2 Domain 3 Domain 4 Domain 5 Domain 6 Average
DSCt ASD| DSCt ASD| DSCt ASD| DSCt ASD| DSCt ASD] DSCt ASD] | DSCT ASD]
DCAC-M | 91.64 1.05 9052 0.88 8582 167 89.56 1.19 80.02 299 90.71 090 | 88.04 145
DCAC 91.76 098 90.51 0.89 86.30 1.77 89.13 153 8339 246 9056 0.85 | 88.61 141
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