
726 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 42, NO. 3, MARCH 2023

A Framework for Simulating Cardiac MR Images
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Abstract— One of the limiting factors for the develop-
ment and adoption of novel deep-learning (DL) based med-
ical image analysis methods is the scarcity of labeled
medical images. Medical image simulation and synthesis
can provide solutions by generating ample training data
with corresponding ground truth labels. Despite recent
advances, generated images demonstrate limited realism
and diversity. In this work, we develop a flexible framework
for simulating cardiac magnetic resonance (MR) images
with variable anatomical and imaging characteristics for
the purpose of creating a diversified virtual population.
We advance previous works on both cardiac MR image
simulation and anatomical modeling to increase the realism
in terms of both image appearance and underlying anatomy.
To diversify the generated images, we define parameters:
1) to alter the anatomy, 2) to assign MR tissue properties
to various tissue types, and 3) to manipulate the image con-
trast via acquisition parameters. The proposed framework is
optimized to generate a substantial number of cardiac MR
images with ground truth labels suitable for downstream
supervised tasks. A database of virtual subjects is sim-
ulated and its usefulness for aiding a DL segmentation
method is evaluated. Our experiments show that training
completely with simulated images can perform comparable
with a model trained with real images for heart cavity seg-
mentation in mid-ventricularslices. Moreover,such data can
be used in addition to classical augmentation for boosting
the performance when training data is limited, particularly
by increasing the contrast and anatomical variation, leading
to better regularization and generalization. The database
is publicly available at https://osf.io/bkzhm/ and the
simulation code will be available at https://github.com/
sinaamirrajab/CMRI_Simulation.

Index Terms— Cardiac MRI, image simulation, image syn-
thesis, database generation, physics-based, deep-learning.
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I. INTRODUCTION

S IMULATION and synthesis have recently received great
recognition in the medical imaging community. This

has been achieved thanks to the solutions that image gen-
eration approaches can provide to medical data challenges
such as data scarcity, privacy, expert dependency, and expen-
sive collection procedure. The synergies between different
approaches, various applications, challenges, and opportuni-
ties have been highlighted in the recent editorial by Frangi
et al. [1]. With developments in machine learning methods,
there is an ever-growing demand for a large heterogeneous
medical database that represents enough variability in both
anatomical representation and image appearances. Such a
diverse database can pave the way for developing, validat-
ing, and benchmarking accurate and robust medical image
analysis methods that can be employed in routine clinical
practice.

In attempts towards generating realistic Cardiac Magnetic
Resonance (CMR) images, there has been recent progress in
three categories: i) physics-driven image simulation; ii) data-
driven image synthesis; and iii) hybrid image generation. In the
physics-driven simulation approach, the underlying physics
for MR contrast formation, governed by Bloch equations,
is implemented and a computerized anatomical model is used
to resemble a virtual patient. MR relevant tissue properties
are assigned to each label class in the anatomical model
to be fed to an image simulator to produce image contrast.
The second category uses existing cardiac MR image data to
train a generative model that learns the appearance of images
and in turn synthesizes similar-looking images. In the final
category, the hybrid approach combines patient image data
with a biophysical model of the heart to generate images
with altered geometry that is informed by mechanical motion
parameters. For the purpose of generating diversified images
with variable contrast and anatomy, each approach has its
distinct advantages and disadvantages.

A. Physics-Driven Image Simulation

Image simulation is performed by combining a
spatio-temporal model representing anatomy of interest and a
simulator that encompasses the physics of image formation
given a set of controllable parameters. In this category, the
Virtual Imaging Platform provides an integrated open-access
platform for sharing object models and multi-modality
medical image simulation pipelines [2]. However, it consists
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of only one MR sequence with pre-defined scan parameters
on one anatomical model with a simplistic heart geometry
and a limited number of surrounding anatomical structures.
Among one of the first attempts to generate CMR image
data, Tobon-Gomez et al. [3] investigate physics-based
image simulation using the MRISIM simulator developed by
Kwan et al. in [4] and anatomical models generated from
eXtendec CArdiac and Torso (XCAT) phantoms [5]. The
authors put effort into making the simulated images more
realistic by modeling the left ventricular papillary muscles
and trabeculation. They use real patient data to create a
simplified mathematical model of cylindrical objects for
the papillary muscles and small discs at random regions
adjacent to the ventricular wall for heart trabeculation. More
recently, based on the original XCAT anatomical phantom,
Wissmann et al. in [6] developed a numerical simulation
framework suitable for optimizing CMR sampling trajectory,
post-processing methods, and reconstruction strategies in
the presence of beating and breathing motions, which is
referred to as MRXCAT. Despite the modifications to the
anatomical model and the simulation approach, the resulting
simulated images for both approaches are still far from
reality in terms of the detailed structures of the used heart
model, the number of neighboring organs visible in the
field of view, and the realism of the image contrast and
resolution.

B. Data-Driven Image Synthesis

With the advent of generative modelling and the emer-
gence of various techniques for synthesizing images using
available clinical data, new methods have been adopted by
researchers in the medical imaging community [23], [24].
In particular, Generative Adversarial Networks (GANs) [22]
are at the center of most recently proposed models. To provide
labeled data for training a segmentation model, some works
proposed multi-modal style transfer method for transferring
the image appearance (known as style) of the real images to the
anatomical information (known as content) of another imaging
modality where the content of the synthetic data comes from
the heart annotations of cine CMR images in [28] and [29],
or CT cardiac images in [30]. While these methods are able
to generate realistic-looking images, they allow limited control
over the image synthesis procedure, meaning that neither the
underlying anatomy content, nor the local tissue intensity and
global image contrast of the generated images can be con-
trolled. Disentangling the anatomy factors from the modality
features, Joyce et al. in [31] designed separate variational
auto encoder (VAE) models [32] for simultaneously learning
multi-tissue anatomical model, a deformation model, and an
image intensity rendering model. Factorizing the information
in the data in this way can provide partial control over
generating variable anatomy and overall image appearance.
However, the synthetic data may not necessarily represent
an accurate anatomy that is required for the downstream
supervised tasks. Furthermore, the contrast is not controllable
locally and the generated tissue intensity is not based on the
physics of MR signal evolution.

C. Hybrid Image Generation

Combining a biophysical model of the heart with a set
of real clinical images in a hybrid approach, Prakosa et al.
in [7] propose to use a registration algorithm for generat-
ing realistic-looking images with controllable cardiac motion.
After fusing a surface model of the heart into real cardiac
images, the heart geometry is adapted according to a prede-
fined motion model. Along the same direction, in recent work
by Duchateau et al. [8], an optimized pipeline is proposed for
reducing the registration errors and improving the model-to-
image adaptation, therefore generating more realistic images.
Similarly, Zhou et al. in [9] introduce a multi-modality pipeline
to generate cine CMR images, tagged CMR, and echocar-
diography sequences from the same virtual patient. With the
aim of augmenting data, similar work was done by Acero
et al. in [27], who use a heart statistical model of deforma-
tion to generate similar looking examples of images from a
cardiac MRI database through altering the anatomy. While
the generated images using the above-mentioned approaches
are realistic in terms of the underlying anatomy, they depend
on the availability of real cardiac images. Combining the
controllable anatomical model with the imaging features has
gained more attention in recent years. Abbasi-Sureshjani et al.
in [26] and Amirrajab et al. in [25] propose to integrate
the anatomical information of the XCAT phantoms [5] with
modality-specific appearance of real data to synthesize data
for creating a virtual database of realistic CMR images with
ground truth labels. Although the anatomical variability can be
created using the heart model, new image appearances can not
be generated. Furthermore, the gray values of the images are
not governed by the underlying physics of MRI and controlling
image contrast at the tissue level is not yet feasible.

D. Motivation and Contribution

In this work, we develop a flexible framework suitable for
generating a database of heterogeneous cardiac MR images
that present variations in acquisition parameters, tissue prop-
erties, image contrasts, and anatomical representation. The
proposed framework is tailored towards generating a plethora
of realistic-looking images with corresponding ground truth
labels. We build upon and advance previous works in both
areas of anatomical modeling and cardiac MR image simula-
tion. The simulation pipeline consists of three main elements:
i) a parameterized anatomical model based on an improved
version of the XCAT phantoms; ii) a set of controllable tissue
parameters for more than 10 tissue types within various organs;
iii) an optimized CMR simulation model to generate images
with variable contrast. We save the output of the simulation
together with multi-tissue ground truth labels in the NIfTi file
format with proper metadata of acquisition parameters.

The main contributions of this paper can be summarized as
follows:

• We enhance the heart model by adding patient-specific
detailed structures for the trabeculation anatomy of the
left and right ventricles. Moreover, we make use of
available anatomical parameters in the XCAT phantom to
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Fig. 1. Inclusion of the trabeculation structures into the XCAT phantom and creation of virtual patients.

create virtual subjects with variable organ size, geometry,
volume and location.

• We increase the realism of the CMR image simulation
by assigning numerous tissue properties to various organs
that are visible in the imaging field of view. We utilize
physics-based analytical solutions for fast MR contrast
computation with controllable acquisition parameters.

• We create a population of virtual patients (25-30 cardiac
phases each) with different anatomical characteristics for
cine cardiac MR image simulation for functional analysis
and make the database with ground truth labels publicly
available to the medical imaging research community
upon request via https://osf.io/bkzhm/

An initial database of CMR images was simulated on virtual
patients using the early version of our framework for the
recent work of Al Khalil et al. in [33]. We showed that such
a heterogeneous database of images with variation in both
anatomy and appearance can be used for pre-training a deep
learning cardiac segmentation model that can generalize better
to the variability of real cardiac data and experiments showed
that similar performance can be achieved when replacing up
to 80% of the real data with simulated data. The initial
results indicate the usefulness of a simulated database of
CMR images for transfer learning in medical imaging. In this
work, we made substantial improvements to our simulation
framework by 1) optimizing sequence parameters and image
contrast, 2) improving the anatomical model by incorporating
patient-specific details of the heart trabeculation, 3) improving
the image realism by increasing the number of tissue properties
used for simulation, and 4) by modeling the partial volume
effects using sampling and filtering in the k-space. Here,
we present our framework for cardiac MR image simulation
and provide detailed explanation of each module. In addition,
we evaluate the usefulness of simulated data in the context of
data augmentation for training a neural network for cardiac
cavity segmentation. We show that with improved image
realism we can directly add the newly simulated data to the

real image and demonstrate the benefits of data augmentation
and data replacement using the simulated images in this study,
which was not possible before due to limited image realism.

The structure of the paper is as follows. We give
a brief overview of the XCAT anatomical phantom in
section II-A.1, the explanation of our approach for incorpo-
rating more anatomical details into the XCAT heart model in
section II-A.2, the introduction of the anatomical parameters
for creating virtual patients in section II-A.3, the description
of steps involved for cardiac MR simulation in section II-B,
the experimental design for evaluating the generated data in
a deep-learning setup in section II-C, and qualitative and
quantitative analysis of the results in sections III-A and III-B,
followed by discussion and conclusion in IV and V, respec-
tively.

II. PROPOSED FRAMEWORK

A. Virtual Subjects

1) The XCAT Phantom: The 4D eXtended CArdiac and
Torso phantom (XCAT) [5] is used as the basis for creating vir-
tual patients for image simulation. The anatomies in the XCAT
phantom are based on segmented patient data, modelled as
Non-Uniform Rational B-Splines (NURBS) surfaces to accu-
rately capture each structure in the body. Defined anatomies
using NURBS surfaces provide a realistic representation of
a patient with great flexibility to alter and create models
with geometrical deformations. For accurately modeling the
regional myocardial contracting and twisting motion of the left
and right ventricles, the cardiac motion model was improved
using the analysis of tagged CMR images [34]. The analysis
of the tagged MRI data resulted in a comprehensive motion
model that can produce accurate heart geometries at any given
time point during the cardiac cycle and represent the complex
geometrical deformation of the beating heart. Note that the
motion of the XCAT heart includes the shortening along the
long axis of the heart that accounts for the through-plane
motion during image simulation. These features make the



AMIRRAJAB et al.: FRAMEWORK FOR SIMULATING CARDIAC MR IMAGES 729

Fig. 2. Simulation pipeline of the cardiac MR images consisting of a) module for assigning MR tissue properties, b) for computing image contrast,
c) for data acquisition and sampling k-space, d) for noise addition and e) for image reconstruction.

XCAT a suitable source for creating times series of varying
models for simulating the dynamics of the heart. However,
the anatomical details of the trabeculae muscles are missing
in the current version of the XCAT phantom which hampers
both the realism of the image simulation and the performance
of image-based assessment of cardiac function.

2) Inclusion of Myocardial Trabeculae in the XCAT Heart:
Previous studies have explored the importance of the pap-
illary muscles and trabeculae anatomy in analyzing cardiac
images. Their inclusion in the left ventricular cavity or left
myocardial volumes can have a considerable impact on the
final assessment of the cardiac function [10]. Therefore, from
a simulation perspective, the construction of a detailed heart
model that comprises the mentioned substructures is crucial
for quantitative analysis of the images.

To model the geometry of the trabeculae of the myocardium,
we utilized open access ex-vivo high-resolution 3D MRI
data of normal human heart with 256 × 256 × 136 matrix
size and 0.4297 × 0.4297 × 1 mm3 voxel dimensions [11].
As shown in Figure 1, the irregularity of the trabeculae mus-
cular geometry was accurately segmented from the images.
The spatial patterns of the tiny structures of the trabeculae
anatomy were accurately captured by manually segmenting
the right and left ventricle of the heart slice-by-slice using
ITK-SNAP software [12]. It was then converted to a 3D
polygon mesh model, while preserving the details of the
jagged-like structures, and transformed into the inner surfaces
of the XCAT heart chambers. The alignment was done for
the end-diastolic phase of the heart and the motion model
was applied to the trabeculae mesh model to be altered
smoothly during the cardiac cycle. These steps can be seen
in Figure 1.

3) Anatomical Parameters: To provide large quantities
of varying anatomies in CMR image simulation, we use
the pre-defined XCAT parameters to create new subjects.
We assign a specific set of anatomical parameters for body size
and heart geometry and location with respect to neighboring

TABLE I
MR TISSUE PROPERTY STATISTICS AT 1.5 TESLA USED FOR

SIMULATION

organs. These parameters include body scaling in different
dimensions, orientation angles and translation of the heart
within the torso, and LV volumes at end diastole and end
systole. As shown in Figure 1 the parameters of the anatomy
are modified to create a new virtual patient. The XCAT
program outputs a three-dimensional volume of binary labels,
shown with different colors, for a desired body area that is
defined by field of view, matrix size, and the voxel resolution.
The voxelized XCAT anatomy is shown for three orthogonal
planes (axial, sagittal and coronal), as well as three examples
for changing the anatomical parameters of the axial view.
We create an isotropic 4D (3D + time) model for each
virtual subject. The slices of the volume are presented in
the axial view, while the standard views for assessment of
cardiac function using MRI can be different. Since it is
common to scan in short-axis view of the heart, rotation
and re-slicing is performed on the axial slices following the
recommendations provided in the CMR pocket guide [39].
The rotation angles are obtained given the spatial location of
the heart within the torso provided by the XCAT metadata
information. The generated subjects are used as the input for
our CMR image simulation pipeline described in the following
section.
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B. Cardiac MR Image Simulation

An overview of the pipeline for simulating CMR images
is provided in Figure 2. Firstly, MR properties are assigned
to each tissue label in the high-resolution voxelized XCAT
anatomy (a). Given these parameters and the imaging settings,
image contrast is computed using the analytical MR signal
model of the desired pulse sequence (b). In c), the simulated
contrast data is transformed to high-resolution k-space data
by applying a Fourier transformation followed by a sampling
operation (e.g. Cartesian sampling grid) to map the k-space
data to a coarser grid, given acquisition resolution. Thereafter
in d), complex noise is calculated based on the chosen signal-
to-noise ratio to be added to the real and imaginary parts of
the complex-valued k-space data. Finally the reconstruction
operation is carried out to create the final image in e). For
dynamic imaging of the heart motion, the same operations
from a-e are performed for each time frame of the voxelized
anatomy that includes changes in the heart geometry for one
cardiac cycle. The reconstructed 4D image data is saved in
the NIfTi file format together with the corresponding ground
truth labels. In the following section the individual steps of
the pipeline are described in more detail.

1) MR Tissue Properties: The voxelized anatomical models
derived from the previous section needs to be complemented
with MR tissue properties (T) in Figure 2 a). It is important
to not only assign tissue properties to the heart tissue and
blood, but also to the surrounding organs. By adding tissue
properties to the organs in the field of view, we expect the
simulated images to be a more realistic representation of real
images. The T1 and T2 relaxation times are obtained from
literature and summarized in Table I. We found that there is
a substantial diversity in the normal range of values reported
in the literature. Therefore, we combine the statistics to derive
one value for mean and one value for standard deviation for
each tissue type and use these values to generate random
numbers for T1 and T2 relaxation times for each specific
virtual patient.

2) MR Contrast: Image contrast is one of the most impor-
tant features of any imaging sequence in MRI. It ultimately
depends on the selection of the acquisition parameters such
as repetition time (T R), echo time (T E), and flip angle (α).
The balanced steady-state free precession (bSSFP) sequence
has become the most widely used clinical sequence for the
cardiac functional assessment using the cine CMR because
of producing high contrast between blood and myocardium.
We therefore use its analytical solution to, given all para-
meters, compute the CMR image contrast (Figure 2 b). The
bSSFP signal (C) exhibits a relatively complicated contrast
composed of T1 and T2 relaxations that in the absence of any
off-resonance is given as follows [40]:

C = P D0
√

E2(1 − E1)sinα

1 − (E1 − E2)cosα − E1 E2
(1)

where E1,2 = exp(− T R
T1,2

) and the echo time in the balanced

sequence is set to T E = T R
2 that is represented as an extra

weighting of the signal (
√

E2).

Note that the simulated MR signal in Equation 1 contains
the magnitude information under the assumption that the
transversal magnetization will not dephase between RF pulses
in the ideal cases hence there will be zero or negligible phase
accumulation. In the presence of magnetic field inhomogene-
ity, RF coil sensitivity, tissue susceptibility, motion, diffusion
and any other sources of off-resonance, the signal formula
should be modified to account for simulation of the phase
information [49].

3) K-Space Acquisition and Sampling: MR contrast com-
puted on the high-resolution (HR) input model is transformed
to HR complex k-space data as follows:

A = F(C) (2)

Here F(.) is the Fast Fourier Transformation operator for
transferring the HR simulated contrast to the HR simulated
k-space data that has complex values (A). This data is then
sampled to a desired (lower) resolution matrix using a sam-
pling operator (S) given the in-plane (�x,�y) acquisition
resolution.

The field of view of the simulation is dictated by the size of
the input voxelized model. That causes the space between the
sampling points at different spatial frequencies to be fixed,
given the equation �kx, y = 1/FOVx,y . The maximum
spatial frequency is therefore derived based on the acquisition
resolution given FOVkx,ky = 1/�x, y. This is the cut-off for
the spatial frequency defining the extent to which we sample
the k-space data (Figure 2 c). In order to avoid ringing artifact
due to sharp truncation in the frequency domain, we apply
a Tukey window with α = 0.5 which results in smoother
reconstructed images.

4) Noise Addition: Based on the signal-to-noise (SNR) ratio
defined by the imaging parameters, a Gaussian complex noise
is generated. We add this noise to the real and imaginary part
of the simulated k-space data (S). The amplitude of the noise
signal in the final image depends on the ratio of the magnitude
of the simulated signal and the noise standard deviation.
It is evaluated by SN R = C(RO I )/nstd , where C(RO I )
is the mean value of the simulated contrast at the region of
interest (around the heart) and nstd is the standard deviation
of the Gaussian distribution, from which random samples are
generated. The contrast C depends on the tissue-specific and
sequence-specific parameters and is calculated from noise-free
k-space data. Given a desired SNR level per simulation, the
noise standard deviation is obtained and used to generate a
noise complex data (Noise(nstd)) that is added to k-space in
Fourier domain. For calculating SNR with the given equation,
we assume single-coil data acquisition. As a result of noise
averaging, adding extra receiver coils would lead to images
with improved SNR. As shown in Figure 2 d), the noisy
k-space data at acquisition resolution (N) is computed as:

N = S + Noise(nstd) (3)

5) Reconstruction: The high-resolution input is considered
to account for the continuous nature of the underlying anatomy
in the real-world scenario. The final image is reconstructed by
performing inverse Fourier transformation R = F−1(N) after
adding complex noise (Figure 2 e). The simulated images are
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re-sampled to a uniform grid (e.g. 256 × 256 × 13 ) and the
intensity value for the whole image is scaled to the interval
of [0 − 4095], accounting for a 12-bit digital value of the
images. Subsequently, the images are saved together with the
proper metadata information, making them easily visualizable
using standard image viewing software, such as ITK-SNAP
and ImageJ [12], [13]. The corresponding ground truth binary
labels for all of the tissue types in the simulation are provided
alongside the images.

C. Usefulness of the Simulated Data

We evaluate the usefulness of the simulated CMR images in
the context of training a deep convolutional neural network for
the task of cardiac cavity segmentation. We investigate three
different scenarios of utilizing simulated data, which include:
1) exploring the performance of a segmentation model, trained
only using simulated images, on real MR test images, 2)
assessing the usability of simulated images as a data aug-
mentation method, and 3) analyzing segmentation performance
retention when real data is reduced during training, while the
number of simulated data remains the same.

1) Real Data: : We deploy all networks on images acquired
from the Automated Cardiac Diagnosis Challenge (ACDC)
challenge1 [42]. The ACDC data-set includes end-systolic (ES)
and end-diastolic (ED) images acquired from 100 patients,
containing both normal and pathological subjects. Images
are acquired by two scanners with different magnetic field
strengths and contain expert annotations for left ventricular
(LV) blood pool, right ventricular (RV) blood pool, as well
as left ventricular myocardium (MYO). Out of the available
100 subjects (200 ED and ES MR images), we reserve 90 (180
MR images) for training and 10 (20 MR images) for testing.

2) Segmentation Network and Training: We adopt a 3D
nnU-Net [44] model for a a multi-class segmentation task
with several modifications to improve the adaptation from
simulated to real MR images during test time. The real
cardiac MR images of the ACDC challenge have different
in-plane spatial resolution, matrix size, and slice thickness.
It is a necessary practice to harmonize that for training a
deep-learning segmentation algorithm. All real images used
during training and testing are re-sampled to the in-plane
resolution of 1.25 × 1.25 mm2 and cropped around the heart
area to the size of 128×128 pixels while keeping the original
slice thickness and number of slices. However, to ensure
more variation in the FOV and vary the size of the heart in
simulated data, we apply a range of different resolutions when
resampling the simulated images. We normalize input images
at both the training and inference time to an intensity range
from [0,1] using a 99th percentile-based approach. During
training, we augment the data on-the-fly by utilizing random
horizontal and vertical flips (p = 0.5), random rotation by
integer multiples of π

2 (p = 0.5), scaling (scale factor s ∈
[0.85,1.25], p = 0.3) and random translations (p = 0.3),
gamma and brightness transformation (p = 0.6), as well as
elastic transformations ( p = 0.3).

1ACDC data can be found at https://www.creatis.insa-lyon.
fr/Challenge/acdc/

Fig. 3. Dynamic cine simulation for 25 frames across one cardiac cycle
with 1 second period. Time profiles along x and y lines for simulated
(S) and real (R) images are shown. The Animated gif is available at
https://bit.ly/3DcU7q3.

Fig. 4. Examples of simulation with improved image realism for apex,
mid, and base locations of the heart. The results for the original MRXCAT
approach and our framework is shown in first row and second row,
respectively.

At inference time, we apply in-plane resampling, center-
cropping and percentile-based normalization on the real
images. We additionally apply histogram matching to match
the intensity distribution of real images to that of simulated
images used during training, using a landmark-based his-
togram standardization approach described in [43]. Moreover,
we apply total variation (TV) denoising on real images, which
removes high frequency noise and textural features, but retains
sharp edges and outlines of larger tissues. This procedure
reduces the bias of the trained network towards tissue texture,
which is difficult to realistically simulate. All images are
filtered using a strength parameter α = 15, which was visually
determined to smooth out the texture, while retaining the
cavity shape.

3) Experiments: We explore the usability of simulated data
for cardiac cavity segmentation by performing three exper-
iments that outline different aspects of simulated images.
To compare the performance of each model, we calculate the
Dice similarity metric and Hausdorff Distance (HD) on all
slices of each subject in the test set.
Experiment 1: Performance of the Simulated model;
By employing a training and testing procedure described
in Section II-C.2, we first train two segmentation models
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Fig. 5. Ground truth labels of a simulated cardiac MR image. Full label
map with 49 separate tissues shown with different colors (left), the heart
tissues (middle), and simplified classes for heart cavity (right).

(Simulated 1 and Simulated 2) using a total of 200 sim-
ulated volumes (ED and ES) each for subjects with normal
and abnormally thick myocardium, respectively. We create
XCAT subjects with thickened myocardium by modifying the
NURBS surfaces for the left ventricle. We evaluate the model
on 20 ED and ES volumes extracted from the ACDC test set,
where all slices are considered during evaluation. We compare
the performance of this model to a model trained using real
images from the ACDC training set, which is our baseline.
All models are evaluated using the Dice score and Hausdorff
distance.
Experiment 2: Augmentation using simulated data;
In this experiment, we evaluate the use of simulated data as an
augmentation method, whereby we wish to observe whether
adding simulated data to the training set of real images has the
potential to improve the model’s generalization performance
and reduce over-fitting. The baseline model for this experiment
is trained with 180 ACDC (ED and ES) volumes, extensively
augmented using geometric and intensity transformations,
as well as transformations affecting the quality of images
by adding (Gaussian) noise. The Augmented models Aug
1 and Aug 2 are trained by adding 200 simulated volumes
(corresponding to Simulated 1 and Simulated 2 data) to the
same set of real images used for training the baseline model.
The evaluation of both models is performed on all slices of
the test set.
Experiment 3: Real data reduction;
In the last experiment, we wish to evaluate the extent to
which the simulated data can compensate for the lack of real
MR images during training, in scenarios where annotated MR
images are limited. Since limitation of expert-annotated data
is often a challenge for supervised deep learning algorithms,
having the ability to train well-performing models with the
help of simulated data is of the utmost importance during
model development. To demonstrate this, we systematically
reduce the number of real images available during training,
while retaining the number of simulated images (200) and
evaluate the models on the same set of 20 test volumes as
before (all slices included).

III. RESULTS

A. Qualitative Analysis

Visual comparison of simulated CMR images using the
original MRXCAT approach [6] and our proposed framework
is shown in Figure 4. Both the underlying anatomy and the

image contrast have been improved, resulting in increased
image quality and realism. As can be observed from the
zoom area around the heart, inclusion of the small structures
of the trabeculae anatomy in the myocardium has made the
XCAT heart more similar to the anatomy of the real human
heart. This modelled trabeculation has improved the realism
of myocardium-to-blood borders for left and right cavities
compared to the previous simulation. Furthermore, increasing
the number of tissue types in the image simulation as well
as assigning relevant relaxation properties is beneficial to
enhance image quality. Using low-pass filtering for partial
volume effects in the original MRXCAT approach gave a
rather simplified look to the images. By adding the sampling
operation in the pipeline we could better account for the effects
of partial volume on the smoothness and blurriness of the
organ and tissue boundaries.

Our framework can also take the time series of the XCAT
models to perform dynamic simulation for the cine CMR
imaging study. As can be observed in the movie version of
Figure 3 (available at https://bit.ly/3DcU7q3) the
papillary and trabeculae structures inside the left and right
ventricles are deformed according to the motion model of the
beating heart, which replicates the twisting of the myocardium.
The simulated heart motion resembles the real one shown
next to it and the time profile of simulated (S) and real
(R) image along two perpendicular directions (x; top-down
and y; left-right) for all frames show good similarity in terms
of myocardial displacement.

For each virtual subject we have a number of labels to
which we assigned tissue properties for image simulation.
These input labels provide accurate information about the
underlying anatomy and can be utilized as ground truth labels
of the simulated images. Different labels (49 tissue types) are
represented by different colors in Figure 5. The heart-only
label map with its different components is shown in Figure 5.
The combined version representing the heart as 3 simplified
classes may be more suitable for training a heart cavity
segmentation network.

Generating diversified images with varying parameters can
enrich the virtual population. Within our framework, we made
numerous parameters available to alter the simulation char-
acteristics. This additional flexibility yields the advantage to
perform arbitrary changes in the imaging settings or anatom-
ical features. Two examples for male and female anatomies
are shown in Figure 6. It also illustrates some examples
of changing image characteristics by modifying the imaging
parameters such as flip angle, in-plane resolution, and SNR
level. We can observe the alternations on the anatomical
features such as location of the heart within torso and scaling
of the whole body, as well as changes of the image appearance.

Using the proposed framework, we simulate a population of
virtual patients with varying anatomical and contrast charac-
teristics, tissue properties and sequence parameters. The heart
model of the virtual male is enhanced by adding an additional
layer of the heart trabeculae as explained in section II-A.2,
whereas the virtual female only has the papillary muscles.
Figure 7 shows the T1 and T2 relaxation times, repetition
time (TR), simulated signal-to-noise ratio (SNR) and flip angle
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Fig. 6. Two examples of the simulated images for virtual subject male (first column) and virtual subject female (last column), and examples for
varying sequence parameters flip angle (degree), in-plane resolution (mm) and simulated SNR levels. Note that the heart trabeculation was only
added to the male subjects.

(FA) for each generated virtual subjects. For simulations in this
study, we use myocardial T1 values of 977 ± 42 ms, which
is measured using inversion-recovery techniques [15], [16].
However, saturation-recovery can provide more accurate tissue
quantification that can yield higher T1 values as discussed
in [17] and these are therefore included in Table I. We observe
that selecting slightly higher/lower tissue property values for
myocardium has a negligible effect on the simulated image
contrast. To visualize the range of anatomical variations,
Figure 8 depicts left ventricular (LV) volumes at end-diastolic
(ED) and end-systolic (ES) phases of the heart for the simu-
lated subjects.

B. Quantitative Analysis

1) Experiment 1: Performance of the Simulated Models:
Figure 9 showcases some of the predictions for mid-ventricular
slices for the segmentation models trained on simulated images
only with normal (Simulated 1) and thickened myocardium
(Simulated 2), compared to the baseline model trained using
real images. The models are evaluated on all slices of testing
subjects, resulting in the overall Dice scores and HD scores
shown in Figure 11. We perform a two-tailed Wilcoxon signed-
rank test for the two models with p < 0.01, indicating
statistical significance between the performance of the two
models. By visual observation, we can determine that the
performance drop observed in the Simulated 1 is largely due to
thicker myocardium appearing in the test set, especially with
patients containing pathology. While tissue segmentation in the
presence of pathology is generally a challenge when evaluating
any segmentation approach, additional challenges stem from
the nature of simulation, where most simulated myocardial
tissue is thinner due to exclusion of papillary muscles and tra-
beculae. This also affects the performance of the model when it
comes to LV segmentation. To address this limitation, we sim-
ulate new subjects with thickened myocardium to train the
Simulated 2 model. This newly simulated data help increasing
the segmentation performance for thick myocardium present

in the testing data, as well as boosting the performance for
LV and RV segmentation as can be observed from Figure 11.
A drop in segmentation performance in comparison with the
baseline can stem from the basal and apical slices and can be
linked to the complex anatomy of the heart for pathological
cases, which is a significant challenge for a network that
exclusively learns from the appearance and shape of simulated
hearts. Additionally, the performance of the Simulated models
is drastically affected by changes in appearance and texture,
despite our attempts to minimize these effects through TV
filtering. However, these results suggest a strong potential of
utilizing a cost-effective artificial data-set for training neural
networks that can perform on par with traditional approaches
requiring large annotated sets of real MR data.

2) Experiment 2: Augmentation Using Simulated Data: Fig-
ure 11 depicts the performance of the Augmented models
(Aug 1 and Aug 2) compared to the baseline trained with-
out simulated images. We can observe that both RV and
LV segmentation performance improves with the addition
of simulated data, with the accuracy of MYO segmenta-
tion slightly reducing for Aug 1 model. This is again the
effect of thinner myocardial tissue in simulated images in
Aug 1, which hampers model performance in the presence
of myocardial thickening. To address this issue and improving
the performance of the augmented model on the pathologi-
cal cases with thick myocardium we simulate subjects with
abnormally thick myocardium and add them to the training.
We observe improved performance for the segmentation of
the myocardium as well as right and left ventricles in terms
of Dice score and substantial reduction in the HD score for
Aug 2 model where subjects with thickened myocardium are
simulated. The obtained Dice and HD scores for segmentation
using the Aug 1 and Aug 2 models are statistically significant
with p < 0.05.

Samples of slices where augmentation with simulated data
improved the performance can be observed in the first three
columns in Figure 10. The majority of visually observed
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Fig. 7. The distribution of T1 and T2 relaxation times for tissue properties,
repetition time (TR), signal-to-noise ratio (SNR) and flip angle (FA) for
sequence parameters used for simulating subjects in the heterogeneous
population.

Fig. 8. The distribution of the left ventricular (LV) volumes at end-diastolic
(ED) and end-systolic (ES) phases for simulated subjects.

improvement in predictions is typically related to the RV
segmentation performance, but it is also notable for LV and
myocardium segmentation, especially when simulated images
with thickened myocardium is added. We hypothesize that
adding simulated data to the model has reduced over-fitting
and given more emphasis to cavity shapes during training.
Additionally, we find that simulating subjects with thickened

Fig. 9. Comparison between a segmentation model trained on 180 real
images (baseline) and identical model trained completely on 200 simu-
lated images (simulated).

myocardium is important to improve the performance of the
model on the pathological cases present in the test set. To fur-
ther demonstrate the contribution of simulated pathological
data to the segmentation performance, we train an additional
model augmented with a combination of both Simulated 1 and
Simulated 2 data. In total, we add 200 simulated volumes,
where 50% of images belong to the Simulated 1 data-set,
with the other half extracted from Simulated 2 data. To avoid
selection bias when choosing the 50% of total simulated data
available, we perform a five-fold cross validation experiment
and randomly select 100 images per simulated set for each
fold. A model trained under such a setup performs better
than the Aug 1 model, whereby we observe a reduction in
the number of outliers and improvement in HD scores across
all tissues, particularly the LV myocardium. We attribute this
to the presence of the Simulated 2 data, which we already
show can tackle the appearance of thickened myocardium
(Aug 2 model). However, while better than Aug 1, this model
under-performs compared with Aug 2, indicating that Simu-
lated 1 images may not introduce enough variability beneficial
for improving the segmentation performance of ACDC data.
However, this may not be the case for other data-sets (such as
those containing examples of healthy subjects only).

3) Experiment 3: Real Data Reduction: The effect of reduc-
ing real data during training, where we try to imitate the sce-
nario where acquiring annotated real MR data is challenging,
can be observed in Figures 10 and 11. We reduce the number
of real MR images available during training to 100, 50 and
25 volumes only, while retaining 200 Simulated 1 images.
We compare the performance of such models to models trained
with only a limited amount of real MR volumes, without the
addition of simulated data. As expected, the performance of
such models tends to drop for all tissues, with a significant
reduction in performance when only 50 and 25 real MR images
are used during training. However, if such limited data-sets
are aided with simulated images, the performance drop is
less significant and in some cases the performance of the
augmented model is retained compared to the model trained
with the maximum amount of real MR volumes available
(compare 180R with 100R + 200S in Figure 11). In Figure 10,
we showcase the most extreme improvements, which occur for
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Fig. 10. Comparison between the baseline segmentation model trained on 180 real images (180R), the augmented 1 model with 200 simulated
1 images (180R + 200(S1)), the augmented 2 model with 200 simulated 2 images (180R + 200(S2)), reduced model trained with 50 real images
(50R) and augmented version of that with simulated 1 and 2 images (50R + 200(S1)) and (50R + 200(S2)). Results for mid-ventricular, basal and
apical slices of the heart are shown.

models trained with 50 real images only, where we observe
the 50R model struggling with the segmentation of the RV
and producing false positive predictions for the LV. These are
successfully compensated by the addition of simulated images
during training.

IV. DISCUSSION

In this paper we propose a flexible framework for
physics-based CMR image simulation with the purpose of
generating a heterogeneous population comprising diversified
virtual subjects. We improved the quality of the simulated
images by enhancing and optimizing the three main compo-
nents: i) computerized human anatomical model, ii) magnetic
tissue properties, and iii) physics of MR image formation.

Our proposed image simulation pipeline has separated mod-
ules that could easily be adapted and replaced to account
for more comprehensive experiments. For instance, in the
sampling module c, for the fast generation of CMR images,
uniform Cartesian sampling for the k-space data can be
replaced by more advanced acquisition trajectories. It should
be noted that the reconstruction module needs to be modified
accordingly, and also the coil sensitivity map may be required
for parallel imaging. The analytical description of the MR
signal was used for fast generation of the imaging contrast.
Alternatively, the signal model could be replaced with the

extended phase graph formulation [21] or full numerical
simulation of the MR signal using the JEMRIS simulator
[41], at the cost of substantially increasing the complexity and
computation time of the simulation. The JEMRIS simulation
approaches, based on numerically solving the Bloch equations,
is considered more suitable for investigating the effects of
various pulse sequences design on the spin system, while
in the context of generating ample images for deep-learning
application, the effects of the parameters on the global contrast
of the final images is more relevant.

Similar to the MRXCAT approach [6], the contrast is
governed by the analytical solution of the Bloch equations at
the steady state of the magnetization for the bSSFP sequence.
It was shown that bSSFP sequence is less sensitive to field
inhomogeneities when a short TR is used [40]. We use short
TR and therefore ignore the presence of any off-resonance
effects, which in real world scenario might be due to RF
inhomogeneity, imperfect shimming, magnetic susceptibility,
and T2* effects. Moreover, the RF slice profile is assumed
to be perfectly rectangular, and no spin dephasing is present
during the acquisition. Simulating imperfections in MR scan-
ner and designing different RF pulses require numerically
solving Bloch equations using software packages such as
JEMRIS [41] and MRiLab [45] which found to be extremely
time consuming and unsuitable for image database generation.
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Fig. 11. Performance evaluation based on Dice score (higher better) and Housdorff Distance (HD) (lower better) for the baseline segmentation
model trained on 180 real (180R) images, the augmented models (Aug 1 and Aug 2) with 200 simulated (180R + 200S) images, reduced models
trained with 100 real images (100R), 50R, 25R images and augmented versions 100R + 200S, 50R + 200S, and 25R + 200S images. The Simulated
1 and Simulated 2 models are trained using simulated images only with normal and thickened myocardium, respectively.

We consider variations in the sequence parameters (shown
in Figure 7) to be an import feature of our simulation pipeline
that results in producing images with different contrasts
and appearances. We observe that different scanner vendors
and imaging centers use different sequence parameters to
optimize the bSSFP contrast hence they produce varying
image appearances. This varying contrasts and imaging fea-
tures hamper the performance of DL segmentation network
as discussed in the M&Ms challenge [51]. We believe by
altering sequence parameters we can generate images with
diverse appearances to help development of generalizable
DL method that can robustly perform on heterogeneous data
from different clinical centers, imaging conditions and scanner
vendors.

Images with variations in the noise level are also generated
in this study and the range of simulated SNR is experimentally
identified by inspecting the images. Note that complex noise is
added to the complex k-space data to resemble a real scenario
where the noise is already present in the MR signal during the
acquisition. We found that applying filter to the k-space data
and resampling to the grid after reconstruction will change
the final SNR. In agreement with what discussed in [50],
we found that SNR measurements using two region approaches
(background noise and region of interest) do not completely
agree with the actual simulated SNR. Our measurements of
SNR based on two ROIs from the simulated images resulted in
overestimating the simulated SNR level. However, the absolute
target SNR value is not crucial here, rather variation in the
SNR and the ability to change the noise level is considered an
important feature of our framework for generating diversified
images for the purpose of DL training.

We created a database of CMR images of virtual patients
using the proposed framework to aid the development of

data-hungry deep-learning medical image analysis meth-
ods. One application using the preliminary version of the
framework was demonstrated in [33]. The benefit of using
the simulated images for training a cardiac cavity seg-
mentation model was investigated and it was shown that
pre-training a deep-learning based segmentation model gen-
eralizes better to the inherent variability of real cardiac
images.

In addition, we explored the application of the virtual CMR
database in the task of cardiac cavity segmentation using
supervised deep learning. Our experiments demonstrated that
models trained with images simulated in this study solely can
already perform comparable cavity tissue (LV, RV and MYO)
segmentation in mid-ventricular slices to models trained with
real MR images annotated by medical experts. We further
show that the use of simulated data can be considered an
addition to classical augmentation methods, which are typ-
ically limited in producing tissue shapes and appearance
different to existing data. We demonstrate that simulated data
can compensate for the lack of real data during training
and be of significant help in settings where data acquisition
is challenging. This indicates that artificial data generated
through the proposed framework has the potential to extend
the variability of anatomical and contrast features available in
training data and consequently, help the network generalize
and adapt better to unseen data. Of course, simulating a more
realistic appearance and contrast, with significant variation in
shape and quality is of the utmost importance for achieving
this. The added benefit is the fact that through this framework
we can simulate and design a number of pulse sequences,
generating simulated data representative of the data available
in test sets, which is typically costly and infeasible for typical
MR acquisition.
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Limitations and Future Work

We simulate single-coil acquisition scenario for fast genera-
tion of the images. However, three-dimensional coil sensitivity
maps can be simulated using the Biot-Savart law as previously
discussed in the MRXCAT [6]. The normalized sensitivity map
can be multiplied with the simulated contrast resulting in one
image per coil. Similarly, one could use the same multi-coil
simulation setup inside our framework. Note that the multi-coil
acquisition scenario is more suited for reconstruction pur-
poses and optimization for parallel imaging. We noticed that
the addition of multiple coils will substantially increase the
simulation time and complexity, making our framework less
suitable for generating substantial number of images.

Flowing blood, also known as in-flow effects, can change
the blood-to-myocardium contrast and has historically been
a source of error in cardiac MR images. The simulations
in this work do not account for this effect due to the com-
plexity of computational modeling for the blood flow and
time-consuming simulation procedure, requiring careful con-
siderations of RF pulse profile, velocity distributions, and slice
thickness. It is, however, possible to extend our framework
with such model for the purpose of flow quantification using
phase contrast image simulation.

Major cardiac MR imaging artifacts such as respiratory
motion and ECG-mistriggering artifacts are not simulated in
this study. These artifacts are one of the primary sources
of failure of deep-learning (DL) based segmentation mod-
els. Recently the authors in [46] and [47] proposed k-space
models of motion artifacts for the purpose of making DL
algorithms more robust to such artifacts. Particularly in [47]
authors proposed a data augmentation strategy to simulate
cardiac ECG-mistriggering and breathing artifacts based on
k-space data corruption. The same approach can be used to
simulate these artifacts on our database. Another concurrent
work in [48] showed that our framework can be extended
for the application of late gadolinium enhancement (LGE)
simulation on a virtual subject with myocardial infarction
and included respiratory artifact in the simulation procedure.
Precisely, the LGE simulation is performed at various time
points across one respiratory cycle from the XCAT model
and the data is combined in such a way to resemble the
slice-misalignment artifact. The authors investigate the effects
of such artifact on the electrophysiology modeling of the
heart. Modeling relevant artifacts in cardiac MR imaging and
simulating subjects with respiratory motion artifacts, ECG-
mistriggering, and ghosting artifacts, as well as investigating
their impact on the segmentation remains to be explored in
future work.

In attempts to simulate pathological cases in this study,
we generate subjects with thickened myocardium for hyper-
trophic cardiomyopathy by modifying the NURBS surfaces
of the XCAT heart model. We demonstrate that the addition
of these subjects with abnormally thick myocardium would
substantially improve the segmentation performance on patho-
logical cases, achieving best overall score for the Aug 2 model
in Figure 11. However, the current model lacks subjects with
myocardial infarction (potentially thinned heart), congenital
heart, and other cardiac diseases. Adding virtual subjects with

such diseases would be of great importance and interest for the
research community. However, due to the complex nature of
the heart modeling for such patients, we believe this could be
address as future work. For instance, by anatomical modeling
of congenital heart disease in the XCAT phantom, one could
use our framework to simulate corresponding images. We
showed that the inclusion of the trabeculation anatomy in
the male XCAT subject increased the visual realism of the
simulated images. However, the impact of this addition on
the segmentation results was not directly quantified in the
presented paper. A mix of female subjects without and male
subjects with trabeculation were simulated for the Simulated
1 data, whereas for the Simulated 2 data with thickened
myocardium we only generated male subjects without the
addition of the trabeculation. The results of these experiments
suggested that even without the added trabeculation anatomy,
the simulated images improved the segmentation performance,
and whether or not the addition would bring extra benefits to
the segmentation remained to be explored in future studies.
The presented framework was designed to provide simulation
of realistic CMR images for the cine study. Extension to other
CMR modalities such as late gadolinium enhancement and
first-pass perfusion are considered as future research. These
additions to the framework could be of great interest for multi-
modality studies, especially for expanding the database to
increase its applicability for disease classification. We believe
this work is a step towards our aim to establish a unified
framework for personalized multi-modal cardiac magnetic
resonance image simulation.

V. CONCLUSION

In this paper, we proposed a flexible framework for real-
istic simulation of cardiac magnetic resonance images with
controllable anatomical features, MR tissue properties, acqui-
sition parameters, and image appearance. We generated a
virtual population of CMR images with ground truth labels
using our proposed framework and made it publicly available
to aid development of deep-learning cardiac image analysis
algorithms. Furthermore, our usability experiments suggested
that augmentation with the simulated population can boost
the segmentation performance, and even retain the baseline
performance when just 45% of the real data is available.
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