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Bidirectional Semi-supervised Dual-branch CNN
for Robust 3D Reconstruction of Stereo

Endoscopic Images via Adaptive Cross and
Parallel Supervisions

Hongkuan Shi, Zhiwei Wang, Ying Zhou, Dun Li, Xin Yang, Member, IEEE , Qiang Li, Member, IEEE ,

Abstract— Semi-supervised learning via teacher-student
network can train a model effectively on a few labeled sam-
ples. It enables a student model to distill knowledge from
the teacher’s predictions of extra unlabeled data. However,
such knowledge flow is typically unidirectional, having the
accuracy vulnerable to the quality of teacher model. In this
paper, we seek to robust 3D reconstruction of stereo endo-
scopic images by proposing a novel fashion of bidirectional
learning between two learners, each of which can play both
roles of teacher and student concurrently. Specifically, we
introduce two self-supervisions, i.e., Adaptive Cross Super-
vision (ACS) and Adaptive Parallel Supervision (APS), to
learn a dual-branch convolutional neural network. The two
branches predict two different disparity probability distribu-
tions for the same position, and output their expectations
as disparity values. The learned knowledge flows across
branches along two directions: a cross direction (disparity
guides distribution in ACS) and a parallel direction (dis-
parity guides disparity in APS). Moreover, each branch
also learns confidences to dynamically refine its provided
supervisions. In ACS, the predicted disparity is softened
into a unimodal distribution, and the lower the confidence,
the smoother the distribution. In APS, the incorrect predic-
tions are suppressed by lowering the weights of those with
low confidence. With the adaptive bidirectional learning,
the two branches enjoy well-tuned mutual supervisions,
and eventually converge on a consistent and more accu-
rate disparity estimation. The experimental results on four
public datasets demonstrate our superior accuracy over
other state-of-the-arts with a relative decrease of averaged
disparity error by at least 9.76%.

Index Terms— Semi-supervised learning, Stereo match-
ing, Endoscopic images
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Fig. 1. Two examples of disparity estimation by different methods. (a)
Left input image, (b) normalized ground truth disparity, (c-f) normalized
disparity map predicted by traditional method AD-Census [4], fully-
supervised method GAnet [5], Improved TSN [6], and our method. The
arrows indicate the differences in challenging regions of the disparity
maps.

I. INTRODUCTION

IN robot assisted minimally invasive surgery (RA-MIS), 3D
reconstruction of the stereo-endoscopic scenes is an en-

abling step for preoperative model registration, intra-operative
surgical planning and so on [1], [2]. An accurate and dense
stereo-endoscopic 3D reconstruction is important towards de-
ployment of surgical guidance and visualization in RA-MIS
[1], [3], but extremely challenging because of the surgical
scenes’ low-textured appearance, occlusions and especially
scarce labels due to in-vivo environments.

3D reconstruction of stereo images requires recovering a
depth map by finding matching pixel locations along the
horizontal epipolar line in a rectified left-right image pair.
The depth is inversely proportional to the disparity, and the
latter is defined as a pixel’s shifting distance along the epipolar
line from the left image to its corresponding position in the
right image. Traditional methods [4], [7], [8] typically rely on
intensity similarities for matching pixels. Thus, low-textured
surfaces in endoscopic scenes could make most traditional
methods fail, yielding incorrect sparse disparity maps as
evidenced in Fig. 1 (c).

Recently, the methods based on Convolutional Neural Net-
works (CNN) have shown their impressive 3D reconstruction
performance in both medical [6], [9]–[14] and non-medical
[5], [15]–[21] domains. Depending on the label dependency,
these methods can be categorized into fully-supervised, self-
supervised, and semi-supervised approaches. Fully-supervised
methods [5], [15] usually have an outstanding accuracy, but
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this comes with a price of laborious annotation of collected
samples (i.e., the ground-truth (GT) disparity maps). For
the stereo-endoscopic images, the GT map is hard or even
infeasible to acquire, especially for some in-vivo scenes. A
CNN-based method trained on insufficient labeled samples
usually suffers from an overfitting problem, which degrades
its accuracy consequently. For example, Fig. 1 (d) shows
the results predicted by a recent fully-supervised method,
i.e., GANet [5], trained on only 25 available labeled stereo
endoscopic images.

The self-supervised methods [16]–[18] learn stereo disparity
estimation models with no labeled samples. They first estimate
a disparity map aligned with the left image, and then recon-
struct a synthesized left image by warping the right image
along the epipolar line according to the estimated disparities.
Therefore, the learning objective is to minimize pixel-wise
reconstruction loss between the real and synthesized left
images. However, such pixel-wise loss is unreliable because of
the inconsistent brightness, which is caused by a strong non-
Lambertian reflection on the organ surfaces. In addition to
brightness differences, there may be surfaces with not enough
texture/features to be able to match corresponding pixels,
especially with little difference/parallax in camera views.

The semi-supervised methods [6], [12]–[14], [19]–[21]
combine the strengths of both fully-supervised and self-
supervised learnings. The supervised learning helps a more
accurate disparity estimation by explicit guidance of GT maps,
and the self-supervised learning enhances the generalization
by distilling knowledge from the unlabeled samples. Among
them, Teacher Student Network (TSN) based semi-supervised
methods [13], [14], [20] have made great progress. In TSN,
a teacher model is first trained in a supervised manner, and
then predicts pseudo labels for unlabeled samples. A student
model thus can be trained utilizing both labeled and unlabeled
samples for further improving its accuracy. However, TSN
often faces a dilemma when it comes to the medical data, e.g.,
endoscopic scenes, that is, the supervised teacher model hardly
predicts highly confident pseudo labels due to few labeled data
available for training, and teaches out a worse student model
consequently.

In our previous work [6], we have improved TSN to
address the above issue by introducing a semi-supervised
teacher model to predict mostly correct pseudo labels, and a
confidence network to further suppress the unreliable predic-
tions with low confidence. Therefore, a more accurate student
model can be trained by use of more reliable pseudo labels.
Despite our success, the improved TSN still has limitations,
for example, the teacher model has to be separately trained
beforehand, and the knowledge flow is unidirectional from
the teacher to student. Thus, the teacher’s accuracy becomes
decisive, and its stagnant learning quality limits the possibility
of a further improvement of the student’s accuracy.

In this paper, we break through the limitations, and propose
a unified framework where the teacher-student and confi-
dence networks can be trained jointly in a bidirectional semi-
supervised fashion. As shown in the top of Fig. 2, the unified
framework is essentially a dual-branch CNN. Each branch
utilizes a disparity estimation network (DEnet) and a con-

fidence network (Confnet) to predict three maps of disparity
probability distribution, disparity value, and confidence. The
value map is an expectation of the distribution map.

In the fully-supervised learning, each branch is trained sepa-
rately on labeled samples, to predict their disparity value maps
and corresponding confidence maps. In the self-supervised
learning, Adaptive Cross Supervision (ACS) and Adaptive
Parallel supervision (APS) are introduced to have the two
branches mutually guide each other by taking the opposite’s
predictions as supervisions. Specifically, ACS constrains each
branch to predict a unimodal probability distribution with its
peak aligned with the other’s disparity value, and meanwhile
APS minimizes the L1 distance between the disparity values in
the two branches. Moreover, the confidence adaptively controls
each branch’s contribution to the learning of the other branch,
and enhances the reliability of provided supervisions. That is,
a lower confidence indicates a lower and wider peak of the
unimodal distribution in ACS, and a less contribution of the
supervision by a re-weighting strategy in APS, and vice versa.

In summary, our main contributions are listed:
1) We surmount the limitations of our previous im-

proved TSN [6], and develop a novel semi-supervised
dual-branch CNN for disparity estimation of stereo-
endoscopic images. The two branches can mutually
guide each other in a fashion of bidirectional learning,
and eventually converge on a consistent and more accu-
rate disparity estimation (see Fig. 1 (e)-(f)).

2) We introduce ACS and APS as two kinds of the bidi-
rectional supervisions, where the knowledge of each
branch can be adaptively refined and flow along both
cross and parallel directions to guide the learning of
the other branch. The resulting well-tuned bidirectional
supervisions maximize the efficacy of unlabeled data in
the learning of our proposed dual-branch CNN.

3) The extensive and comprehensive experimental results
on four public datasets demonstrate the effectiveness of
two proposed bidirectional supervisions, and a superior
accuracy of our method over the fully-supervised and
semi-supervised state-of-the-arts with a relative decrease
of average disparity error by 12.94% and 9.76% at least,
respectively. The source code is available1.

Also, this work differs from our conference work [6] from
the following main aspects:

1) Instead of separate optimization of the teacher DEnet,
student DEnet and confidence networks, this work de-
velops a Dual-Branch CNN, where each branch contains
a DEnet and a Confnet, and plays both roles of
teacher and student, concurrently. All networks of the
two branches are optimized jointly in this work.

2) Instead of unidirectional constraint of disparity value
predictions from the teacher to student, this work in-
troduces APS and ACS for bidirectional constraints of
both disparity value and distribution predictions.

3) In this work, we include three more datasets (i.e., SERV-
CT, KITTI and ETH3D), eight more comparison state-

1https://github.com/HK-Shi/Bidirectional-SemiSuper
vised-Dual-branch-CNN

https://github.com/HK-Shi/Bidirectional-SemiSupervised-Dual-branch-CNN
https://github.com/HK-Shi/Bidirectional-SemiSupervised-Dual-branch-CNN
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of-the-art methods (i.e., four fully-supervised methods
HSMNet [22], CDN [23], CFNet [24] and ACFNet [25],
four semi-supervised methods Smolyanskiy et al. [19],
SoftMT [26], Tonioni et al. [27] and Improved TSN [6])
and more comprehensive ablation studies to verify the
effectiveness of our method.

II. RELATED WORK

In this section, we review recent depth or disparity estima-
tion methods related to fully-supervised, self-supervised and
semi-supervised approaches.

A. Fully-supervised Depth/Disparity Estimation

The fully-supervised methods are characterized by a decent
accuracy and large amounts of labeled samples for training.
In natural scenes, the labeled data is relatively easy to acquire
by filming using LiDAR and stereo camera simultaneously.
For example, the commonly used outdoor datasets KITTI
[28], [29] provide over 29K training images with LiDAR GT
maps. The fully-supervised methods thus focus on developing
sophisticated and interpretable modules or techniques for an
accurate depth/disparity estimation.

Cost Volume (CV) [5], [15], [30]–[32] is one of the
most successful techniques for a scene-invariant disparity
estimation, and it constructs a disparity searching space by
comparing the left and right images or features at different
disparity levels. For example, DispNetC [15] first shifted
right-ward the right feature map multiple times, and then
computed inner product between each shifted right and the
original left feature maps pixel-by-pixel to generate multiple
scene-invariant feature correlation maps at different disparity
levels. Therefore, the CV constructed by stacking all feature
correlation maps is a 3D tensor of height, width and disparity.
Based on DispNet, GCNet [30] constructed a 4D CV by
concatenating left-right feature maps at each disparity level,
and used CNN to learn a more complex correlation function.
With the learned correlation function, the CV is converted to
the probability distribution. The disparity is computed as the
expectation of the distribution.

Follow-up works [23], [25] consider that the CV models
matching process but the network learning are driven by
supervising the final disparity, which makes the network prone
to overfitting since the CV is not constrained directly. ACFNet
[25] generated unimodal probability distribution based on
GT and estimated confidence, and proposed a stereo focal
loss to constrain the CV. CDN [23] proposed a continuous
disparity network to predict an offset for each pre-defined
discrete disparity value, turning a categorical distribution to
a continuous distribution. Despite the success of CV-based
methods on natural scenes, GT disparity maps are hard to
acquire for the stereo-endoscopic images. The resulting scarce
labeled samples often lead the fully-supervised methods to
overfitting, and degrade their prediction accuracy significantly.

To increase the number of labeled samples in medical
domain, several methods [9], [11] resorted to simulations
based on virtual phantoms. For instance, Rau et al. [9] built
a colon phantom using CT data, and generated a plenty of

synthetic colon images and depth maps. After training a CNN
model on the synthetic samples, a few real colon images were
utilized to adapt the model onto the real scenarios. However,
it is hard to generate some properties, e.g., tissue deformation,
specific to in-vivo environment in the simulated data, therefore,
there is a huge gap between the training and test scenes, and
it is very difficult to bridge this gap by simply using a domain
adaptation.

B. Self-Supervised Depth/Disparity Estimation
Self-supervised methods [16]–[18] constrained the disparity

estimation via a proxy task of view reconstruction without
using any GT depth/disparity map. The basic idea is that if
the disparities are accurate, pixels in the right image can move
a disparity-length distance, and find their counterparts with the
same intensity in the left image. The objective thus becomes
minimizing a reconstruction loss between the synthesized and
real left images.

For example, Ye et al. [17] proposed a Siamese model to
estimate disparity and synthesize image on both left and right
endoscopic images, and then trained the model by maximizing
the similarity between synthesized and real stereo image pairs.
Based on Ye et al. [17], Huang et al. [18] additionally intro-
duced a discriminator to distinguish the synthesized images
from real ones, and to play the min-max game with the
disparity estimator. However, such pixel-wise reconstruction
loss works well only if the intensity value of matching pixels
is consistent, which is hardly the case for stereo endoscopic
images because of a strong non-Lambertian reflection caused
by organs and blood. In addition to brightness inconsistency,
there may not be enough texture/features on the organ surfaces
to find corresponding pixels.

C. Semi-supervised Depth/Disparity Estimation
Semi-supervised stereo matching combines the two above-

mentioned learning fashions, and exploits labeled and unla-
beled samples jointly.

Smolyanskiy et al. [19] extended the fully-supervised GC-
Net [30] by additionally optimizing a self-supervised recon-
struction loss like MonoDepth [16]. This method enjoyed
the strengths of two learning fashions, but also shared the
flaws discussed in Sec. II-A and II-B. To prevent inheriting
the limitations of both in the joint optimization, Baek et al.
[33] utilized images with sparse ground truth to train two
independent branches using the supervised and unsupervised
losses respectively. Between the two branches, they proposed
a mutual distillation-based loss to distill depth information
from each other. This approach combines the advantages
of supervised learning for recovering object edges well and
unsupervised learning for predicting depth in areas without
ground truth supervision (such as the sky and transparent
objects). However, their method still requires a large number
of images with sparse labels, which are easily obtainable in
natural scenes, but quite challenging for in-vivo environments.

Some methods [12], [21], [27] proposed to generate pseudo
labels of unlabeled samples by traditional stereo matching for
training models. For example, Luo et al. [12] first utilized
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Fig. 2. Illustration of dual-branch CNN’s architecture and its self-supervised learning by the two adaptive bidirectional supervisions, i.e., APS and
ACS.

AD-Census [4] to estimate disparities of unlabeled samples,
and then shortlisted the reliable predictions by assessing their
confidence according to [34]. Tonioni et al. [27] adopted a sim-
ilar idea in domain adaption. They used SGM [35] to predict
pseudo disparities of unlabeled samples of another domain,
and estimate a corresponding confidence map to suppress
errors in the prediction. Then the pseudo labels are reweighted
to finetune the model on the target dataset. However, the
pseudo labels generated by traditional methods are typically
inaccurate due to low-textured surfaces in endoscopic images,
and thus become very sparse after low-confidence filtering,
which limits the efficacy of unlabeled data.

In semi-supervised learning, the effectiveness of Teacher
Student Network (TSN) [20] has been demonstrated in various
computer vision tasks [13], [14]. However, TSN cannot handle
medical data because it heavily relies on the predictions of
the teacher model, and a teacher model trained with a small
amount of labeled data can easily overfit, leading to poor
quality of pseudo labels and thus degrading the performance
of the student model. To solve this, Wang et al. [36] proposed
a Bayesian deep learning architecture based on TSN, where
both labeled and unlabeled data can be utilized to estimate
the joint distribution, alleviating overfitting problem caused
by only using labeled data in the early training stage. In our
previous work [6], we made two distinctive improvements to
the original TSN: we trained an enhanced teacher model to
predict mostly-correct pseudo labels by using an additional
adversarial learning; we learned a confidence network to lower
the weights of the remaining incorrect predictions in the loss
calculation. However, the teachers in both Wang et al. [36]
and our previous work are trained in isolation, and receives
no feedback from the students. This makes the knowledge
flow unidirectional from the teacher to student, in which the
TSN accuracy becomes teacher-dependent, and the learning of
student model could be suboptimal due to the stagnant quality
of pseudo labels.

III. METHOD

In this section, we first introduce the architecture of dual-
branch CNN in Sec. III-A, and then detail the self-supervised
learning via APS and ACS in Sec. III-B, and the fully-
supervised learning of each individual branch in Sec. III-C,
and give implementation and training details in Sec. III-D.

A. Architecture of Dual-branch Network

1) Dual-Branch Architecture: The top part of Fig. 2 il-
lustrates the dual-branch CNN, and each branch consists
of two key networks, i.e., a Disparity Estimation network
(i.e., DEnet) and a Confidence network (i.e., Confnet).
For clarity, we use two subscripts a and b to distinguish the
networks and predictions in different branches, and the capital
letters A and B to distinguish the two branches.

Given a pair of rectified left-right images (Il, Ir) with the
size of H × W , Branch A predicts three maps of disparity
probability distribution, disparity value, and confidence, which
are denoted as Pa, Da, and Ka, respectively. Also, Branch B
predicts Pb, Db, and Kb, simultaneously.

In the following, we detail the architecture of DEnet and
Confnet, and list all layer specifications in Table I. We
discard the subscripts for a general description since the two
branches share the identical architecture (but with a different
weight initialization).

2) Disparity Estimation Network (DEnet): Fig. 3 illustrates
the architecture of DEnet which utilizes a weight-sharing
ResNet-like network to extract features from Il and Ir, yield-
ing two downscaled feature maps Fl and Fr with the size of
320×H/4×W/4. Specifically, Fl is obtained by concatenating
feature maps from the last three residual 2d blocks of the
feature extractor in Table I , and so is Fr. After that, Fl

and Fr are fused to construct a feature volume Cfeat with
the size of 64 × H/4 × W/4 × S/4 where S denotes the
maximum disparity, and thus the last dimension of Cfeat
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Fig. 3. The illustrations of DEnet’s architecture, which contains a
weight-sharing ResNet-like feature extractor and a 3D Attention CNN.
The 3D feature volume Cfeat is constructed based on Cconcat and
Cgroup, and then converted to a cost volume C.

defines a disparity searching space (also downscaled) with a
disparity range from 0 to S − 1 pixels.

As illustrated in Fig. 3, Cfeat is composed of two inter-
mediates, i.e., concatenation volume Cconcat and group-wise
correlation volume Cgroup. Cconcat is obtained by shifting and
concatenation at different disparity levels. Specifically, the two
feature maps Fl and Fr are first channel-compressed using
two weight-sharing convolutional layers, which decreases their
channel number to 12. At each disparity level s, the channel-
compressed right feature map is right-ward translated s pixels,
and then concatenated with the channel-compressed left fea-
ture map. Therefore, Cconcat at position (x, y, s) is calculated
as follows:

Cconcat(x, y, s) = concat(convs(Fl(x, y)),

convs(Fr(x− s, y)))
(1)

where s = 0, 1, ..., S/4 − 1 since each spatial dimension is
downscaled by four times in the feature maps, concat() means
feature concatenation along channel, and convs() means two
sequential convolutions for channel compression. Cconcat is
thus with the size of 24×H/4×W/4× S/4.

To ease the difficulty of fully revealing the matching rela-
tions from the single feature volume Cconcat, we also compute
a group-wise correlation volume Cgroup to provide backup
feature relation information.

Cgroup is obtained by shifting and inner product at different
disparity levels. Specifically, we evenly divide Fl into Ng seg-
ments along channel dimension, and the g-th divided feature
map F g

l is with the size of 320/Ng ×H/4×W/4. The same
procedure is also performed on F g

r .
We encode the feature relation between the g-th segments

from Fl and Fr into the g-th channel of Cgroup, and compute
the g-th channel value of Cgroup at position (x, y, s) as
follows:

Cgroup(g, x, y, s) =
Ng

320
⟨F g

l (x, y), F
g
r (x− s, y)⟩ (2)

where g = 0, 1, ..., Ng − 1, and ⟨·, ·⟩ represents the inner
product between two feature vectors. Ng is set to 40 in our
experiments, and Cgroup is thus with the size of 40×H/4×
W/4×S/4. Finally, we concatenate both Cconcat and Cgroup,
and get the desired feature volume Cfeat with the size of 64×
H/4×W/4×S/4, that is, Cfeat = concat(Cconcat, Cgroup).

Next, a 3D Attention CNN is used to aggregate and reg-
ularize Cfeat into a cost volume C (CV) with the size of
H×W×S. The 3D Attention CNN consists of three cascaded

TABLE I
STRUCTURE DETAILS OF DEnet AND Confnet. H AND W

REPRESENT THE HEIGHT AND THE WIDTH OF THE INPUT IMAGE,
RESPECTIVELY. K IS THE KERNEL SIZE IN THE OPERATOR, N IS THE

REPEATING TIMES OF THE OPERATOR, S IS THE DOWNSCALING SIZE OF

THE OPERATOR. IF NOT SPECIFIED, A BATCH NORMALIZATION AND

RELU ARE ADOPTED. THE MARK * DENOTES NO RELU, AND THE MARK

** DENOTES CONVOLUTION ONLY.

Input Operator k n s

D
E
n
e
t

3×H×W (Il/Ir) Feature Extractor

320×H/4×W/4 (Fl/Fr)
shift & concat.
shift & inner product

24×H/4×W/4×S/4 (Cconcat) concat.
40×H/4×W/4×S/4 (Cgroup)

64×H/4×W/4×S/4 (Cfeat) conv3d 3 2 1
32×H/4×W/4×S/4 residual 3d block 3 1 1
32×H/4×W/4×S/4 3D Attention U-Net 3
32×H/4×W/4×S/4 conv3d** 3 1 1
1×H/4×W/4×S/4 upsample & squeeze
H×W×S (C) Output

C
o
n
f
n
e
t H×W×S (C) conv2d 3 1 1

H×W×S/3 conv2d** 1 1 1
H×W×1 (K) Output

R
es

N
et

-l
ik

e
Fe

a.
E

xt
ra

ct
or 3×H×W conv2d 3 1 2

32×H/2×W/2 conv2d 3 2 1
32×H/2×W/2 residual 2d block 3 3 1
32×H/2×W/2 residual 2d block 3 16 2
64×H/4×W/4 (a) residual 2d block 3 3 1
128×H/4×W/4 (b) residual 2d block 3 3 1
128×H/4×W/4 concat. with (a) & (b)
320×H/4×W/4 Output

3D
A

tte
nt

io
n

U
-N

et

32×H/4×W/4×S/4 (x) conv3d 3 1 2
64×H/8×W/8×S/8 conv3d 3 1 1
64×H/8×W/8×S/8 (y) conv3d 3 1 2
128×H/16×W/16×S/16 conv3d 3 1 1
128×H/16×W/16×S/16 channel attention
128×H/16×W/16×S/16 deconv3d* 3 1 2
64×H/8×W/8×S/8 add with (y) then Relu
64×H/8×W/8×S/8 deconv3d* 3 1 2
32×H/4×W/4×S/4 add with (x) then Relu
32×H/4×W/4×S/4 conv3d 3 1 1
32×H/4×W/4×S/4 Output

U-Nets [37] (refer to the 3D Attention U-Net in Table I). In
each U-Net, the channel attention mechanism is embedded
after the last encoding layer to enhance inter-dependency of
features at different disparity levels.

After that, a softmax function [30] converts C to a map
of disparity probability distribution P , which is calculated as
follows:

P (x, y, s) =
exp(−C(x, y, s))∑S−1

s=0 exp(−C(x, y, s))
(3)

where s = 0, 1, ..., S − 1. P (x, y, s) indicates a probability of
the disparity being s pixels at the position (x, y).

Finally, a map of disparity value D is calculated as the
expectation of P , which is formulated in Eq. (4).

D(x, y) =

S−1∑
s=0

s× P (x, y, s) (4)

3) Confidence Network (Confnet): Confnet follows
DEnet, and estimates how accurate the prediction of DEnet
is. As shown in Table I, Confnet takes the predicted CV as
an input, and utilizes two convolutional layers and a batch
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normalization to generate a confidence map K, whose values
are normalized via a sigmoid into a range from 0 to 1. Lower
values in K indicate higher possibilities that errors occur on
the corresponding spatial positions in D.

B. Self-supervised Learning via APS and ACS
1) Adaptive Parallel Supervision (APS): As shown in the

bottom-left part of Fig. 2 where the knowledge flows from
Branch A to Branch B, APS treats Da from Branch A as a
pseudo ground-truth (GT) value map, denoted as D̂b|self , to
guide the learning of Branch B by minimizing the smooth L1
loss (see Eq. (5)) between D̂b|self and Db.

smoothL1
(x) =

{
0.5x2, if |x| < 1
|x| − 0.5, otherwise (5)

To increase the reliability of D̂b|self , Ka is utilized in a re-
weighting strategy to suppress the possible wrong predictions
in D̂b|self .

On the opposite direction from Branch B to Branch A,
APS also minimizes the smooth L1 loss by treating Db as
a pseudo GT value map, denoted as D̂a|self , to guide the
learning of Branch A, and meanwhile utilizes Kb to suppress
the unreliable predictions in D̂a|self .

Thus, the final bidirectional APS loss LAPS considers
both parallel directions of knowledge flow between the two
branches, and is formulated as follows:

LAPS =
1

HW

∑
x,y

{
Ka(x, y) · smoothL1 (Db(x, y)− D̂b|self (x, y))︸ ︷︷ ︸

A → B

+Kb(x, y) · smoothL1 (Da(x, y)− D̂a|self (x, y))︸ ︷︷ ︸
}

B → A
(6)

where D̂b|self = Da, D̂a|self = Db.
It is worth noting that the gradients derived from minimizing

the first and second item in Eq. (6) only update the weights
of DEnetb and DEneta, respectively.

2) Adaptive Cross Supervision (ACS): If we only constrain
the disparity value, there could be an abnormal solution
where an erroneous distribution happens to derive a correct
disparity value, therefore, the network learns questionable
feature relations at some disparity levels. To avoid this, we
additionally constrain the predicted distribution map in ACS.

As shown in the bottom-right part of Fig. 2 where the
knowledge flows from Branch A to Branch B, ACS constructs
a pseudo GT distribution map P̂b|self from D̂b|self to super-
vise the learning of Branch B. To this end, we create three
rules to the construction procedure of GT distribution:

(1) The constructed GT disparity probability distribution
obeys a unimodal distribution;

(2) The peak of the unimodal distribution locates around
the corresponding true disparity value;

(3) The peak distribution is wider if the disparity value is
more difficult to estimate (lower prediction confidence).

The first two rules are motivated by a fact that the disparity
probability distribution actually reflects how well a pixel pair

Fig. 4. Four examples of unimodal disparity probability distribution
generated by our designed non-parametric operation of unimodal gen-
eration. After the operation, the disparity values can be softened into
distributions, where the peak aligns the GT value, and is wider and lower
if the confidence decreases.

matches each other at different disparity levels. Therefore, the
matching degree should reach its maximum around the true
disparity, and decreases as the disparity level gets away from
the true value. The third rule is inspired by the label-softening
technique [38] which is widely employed in the classification
task. A hard classification label is better to be softened from a
one-hot vector to a distribution if this particular class is easily
confused with others. In our case, we smooth the GT unimodal
distribution of the regions with low confidence where the true
disparity could be easily confused with its nearby values.

To obey the above three rules, we design a non-parametric
operation of unimodal generation (denoted as UG), which
inputs the GT value and confidence, and outputs a cor-
responding GT distribution. Therefore, we have P̂b|self =

UG(D̂b|self ,Kb), and P̂b|self (x, y, s) is calculated as follows:

P̂b|self (x, y, s) =
exp(−

∣∣∣s− D̂b|self (x, y)
∣∣∣ · ρb(x, y))∑S−1

s=0 exp(−
∣∣∣s− D̂b|self (x, y)

∣∣∣ · ρb(x, y)) (7)

where D̂b|self = Da.
According to Eq. (7), P̂b|self (x, y, s) reaches its maximum

if s is closest to D̂b|self (x, y), and decreases otherwise,
which obeys the first and second rules. ρb(x, y) controls the
smoothness of P̂b|self , and is calculated as follows:

ρb(x, y) =
1

2−Kb(x, y)
(8)

According to Eq. (8), ρb(x, y) ranges from 0.5 to 1.0, and is
positively correlated to the prediction confidence Kb(x, y). If
Kb(x, y) decreases (confidence gets lower), ρb(x, y) decreases
accordingly, and narrows the gap of the power values of
Euler’s number e in Eq. (7). Consequently, the resulting
distribution becomes wider, which obeys the third rule. Fig. 4
presents four disparity probability distributions generated from
different GT and confidence values.

On the opposite direction from Branch B to Branch A, ACS
also constrains the probability distribution by constructing
P̂a|self = UG(D̂a|self ,Ka) to guide the learning of Branch
A, where D̂a|self = Db.
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Fig. 5. Illustration of the fully-supervised learning of each branch
(Branch A as an example). Lvalue is minimized for updating DEnet
only, Lconf is minimized for updating Confnet only, and Ldist is
minimized for updating DEnet and Confnet jointly.

Thus, the final bidirectional ACS loss LACS considers both
cross directions of knowledge flow between the two branches,
and is formulated as follows:

LACS = − 1

HW

∑
x,y

S−1∑
s=0

{
P̂b|self (x, y, s) · logPb(x, y, s)︸ ︷︷ ︸

A → B

+ P̂a|self (x, y, s) · logPa(x, y, s)︸ ︷︷ ︸
}

B → A
(9)

Similar to APS, the first and second items in Eq. (9) are
minimized to update DEnetb and DEneta, respectively.

The total self-supervised loss to optimize the dual-branch
network can be formulated as follows:

Lself = LAPS + LACS (10)

C. Fully-Supervised Learning of Each Branch

As an example in Branch A (the same in Branch B),
Fig. 5 details the fully-supervised learning of each branch on
a labeled sample with its GT disparity map D̂ provided. We
employ three losses for containing the predicted confidence
Ka(Kb), disparity value Da(Db) and disparity probability
distribution Pa(Pb). Note that, our previous work [6] only
optimized the losses for confidence and disparity value, which
actually trained DEnet and Confnet separately. In this
work, we introduce an auxiliary loss for disparity probability
distribution, optimizing which forces DEnet and Confnet to
be trained jointly.

1) Confidence Constraint: We treat the confidence estima-
tion as a binary classification task, and thus define a positive
class of high confidence as the prediction whose error is within
3 pixels, or a negative class of low confidence otherwise.
Therefore, the GT confidence map K̂a for Branch A can be
generated as follows:

K̂a(x, y) =

{
1, if

∣∣∣Da(x, y)− D̂(x, y)
∣∣∣ < 3

0, otherwise
(11)

Likewise, we can also generate the GT confidence map K̂b

for Branch B. The loss Lconf based on Binary Cross Entropy
loss is used to train the two confidence networks in both
branches:

Lconf = −
1

HW

∑
x,y{

K̂a(x, y) · logKa(x, y) + (1− K̂a(x, y)) · log(1−Ka(x, y))

+ K̂b(x, y) · logKb(x, y) + (1− K̂b(x, y)) · log(1−Kb(x, y))
}

(12)
2) Disparity Value Constraint: We calculate the smooth L1

loss (see Eq. (5)) between the predicted and GT disparity
value map D̂ to train the two disparity estimation networks
in both branches. In addition, we use a weight related to the
GT disparity value to address the potential long-tail problem.
Therefore, the loss Lvalue based on the disparity-aware smooth
L1 loss is formulated in Eq. (13).

Lvalue =
1

HW

∑
x,y

α(x, y) ·
{
smoothL1

(Da(x, y)− D̂(x, y))

+ smoothL1 (Db(x, y)− D̂(x, y))
} (13)

where α(x, y) = D̂(x, y)/max(D̂) is defined as the normal-
ized disparity.

3) Disparity Probability Distribution Constraint: Similar to
ACS described in Sec. III-B, we also constrain the predicted
probability distribution on each labeled sample to avoid the
erroneous predictions. To this end, we utilize the unimodal
generator to convert D̂ into two GT maps of disparity
probability distribution for the two branches, that is, P̂a =
UG(D̂,Ka), P̂b = UG(D̂,Kb).

Therefore, the loss Ldist for constraining the predicted
distributions is calculated as follows:

Ldist = − 1

HW

∑
x,y

S−1∑
s=0

{
P̂a(x, y, s) · logPa(x, y, s)

+P̂b(x, y, s) · logPb(x, y, s)
} (14)

The fully-supervised loss Lfull is finally formulated in
Eq. (15).

Lfull = λconfLconf + Lvalue + Ldist (15)

where λconf denotes a weight coefficient, and is tuned to 8 in
our experiments.

D. Implementation and Training Details
Our model was developed using PyTorch, and the batch size

was set to 3 for the training on a single NVIDIA GeForce
Titan-RTX GPU. We pre-trained a DEnet on Sceneflow
dataset for 10 epochs, and utilized it as DEneta and DEnetb,
except that the weights of the last two layers are initialized dif-
ferently based on two random seeds. All weights of Confneta
and Confnetb were initialized differently.

We adopted an Adam optimizer (β1=0.9, β2=0.999) [39]
to train our model. Lself and Lfull are calculated using the
unlabeled and labeled samples, respectively. The gradients
derived from minimizing Lfull update the weights of both
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disparity estimation and confidence networks, and those from
minimizing Lself only update the disparity estimation net-
works. The losses on the reflective regions were masked out,
and the reflective pixels were classified if their saturation value
is less than 0.1 and intensity value is greater than 0.9.

In the training phase, we used a warm-up strategy. Specifi-
cally, we first trained the two branches separately using labeled
data, and then added unlabeled data for the following training
using ACS and APS. The number of warm-up and following
semi-supervised training epochs varied according to different
datasets, and is detailed in Sec. V. The learning rates in both
warm-up and semi-supervised stages were set to 0.001, and
were halved every quarter of the total epochs. We randomly
cropped image patch pairs with size of 256×256, and each
patch pair was augmented by a random horizontal flip, gamma
and brightness shifts. We set the maximum disparity value as
S = 192 in the calculation of cost volume. In the inference
phase, the two branches of our method predict independently
and we only report the prediction whose confidence map has
a larger average value.

IV. EXPERIMENTAL SETTINGS

A. State-of-the-arts methods

We compare our method with several state-of-the-art meth-
ods including two traditional algorithms, six fully-supervised
and five semi-supervised methods.

The traditional algorithms for comparison are SGM [35] and
Stereo-UCL [40], which are available in the OpenCV toolbox.
In our experiments, SGM gets its best accuracy by setting
aggregation paths Dir = 8, smoothness penalties P1 = 7 and
P2 = 100. Stereo-UCL has no parameters to tune.

The fully-supervised methods for comparison include
GANet [5], PSMNet [31], HSMNet [22], CDN [23],
CFNet [24] and ACFNet [25]. These methods are open source,
and we utilize the synthetic dataset (i.e., Sceneflow) to pretrain
their models. When doing the fine-tuning for each method, we
utilize the recommended parameters including the reported set-
tings of learning rate, batch size, input size and optimizer. The
semi-supervised methods for comparison include Smolyanskiy
et al. [19], Ji et al. [41], Tonioni et al. [27], Soft MT [26]
and Improved TSN [6]. The methods [19], [27], [41] were
originally proposed for depth estimation. We re-implement
these three methods following their papers due to the lack
of released source codes. Soft MT [26] is a competitive semi-
supervised method for object detection. We compare with Soft
MT since it belongs to the family of TSN like ours and
released its source code. In Soft MT, the knowledge flow
between the teacher and student models is still unidirectional,
but the two models are trained synchronously in an exponential
mean average (EMA) manner. Improved TSN [6] is our
previous work.

Note that, we replace the backbone with our employed
DEnet in the two methods [26], [41], because their developed
backbones are for the task of monocular depth estimation and
object detection respectively, and thus incompatible with the
task we focus on in this paper.

B. Datasets
This study includes four public datasets, i.e., SCARED [10],

SERV-CT [42], KITTI 2012 [28] and ETH3D [43].
1) SCARED: SCARED is one of the MICCAI 2019 chal-

lenges [10], and provided a training set acquired from 7 pigs.
Each pig corresponds to 5 videos recorded by a binocular cam-
era from 5 different views of the abdominal anatomy scene.
The video resolution is 1024 × 1280, and the first frame of
each video was marked as a keyframe. The ground-truth (GT)
depth maps of keyframes were obtained by structured light
projection directly, and those of the following video frames
were approximated indirectly by depth interpolation using the
transformation matrix relative to the keyframe camera position.
Details about this dataset can be found in [10].

There are two inaccuracies in the training set [10]. First,
the 4th and 5th subjects have to be excluded for calibration
parameter errors. Second, except keyframes, the video frames
and GT depth maps are misaligned temporally. Thus, we only
use the keyframes of the rest 5 pigs and their corresponding
GT depth maps in our experiments. This leaves us 5 × 5 =
25 labeled keyframes in total for evaluation. In addition, we
extract 250 frames from each subject as unlabeled samples.

Recently, the challenge also released the official test set
acquired from two extra pigs. Likewise, each pig corresponds
to 5 binocular videos, and the first frame of each video was
marked as a keyframe. Note that, the 5th video of each pig
only contains a single frame, that is, the video is identical to
the keyframe. The GT depth maps of all frames were also
released.

2) SERV-CT: The SERV-CT dataset was collected from 2
ex-vivo porcine cadavers abdomen and each pig corresponds
to 8 binocular image pairs with the size of 576 × 720. Both
GT depth and disparity maps were provided.

3) KITTI 2012: KITTI 2012 is a real-world dataset in the
outdoor scenario, and contains 194 training and 195 testing
stereo image pairs with the size of 376 × 1240. The training
image pairs are provided corresponding GT disparity maps
captured by LiDAR.

4) ETH3D: ETH3D is a small real-world grayscale dataset
with both indoor and outdoor scenes. It contains 27 labeled
stereo image pairs for training and 20 stereo pairs for testing.

C. Evaluation Metrics
For SCARED, we use the provided stereo calibration param-

eters to convert the GT depth into the GT disparity maps. The
evaluation metrics are disparity mean absolute error (MAE)
and percentages of 1-px, 2-px, 3-px disparity outliers. Outliers
are defined as the pixels whose disparity error is greater than
a threshold (i.e., one, two or three pixels). On the two extra
test subjects of SCARED, we also use the official metric, i.e.,
depth MAE, for evaluation.

For SERV-CT, the evaluation metrics are percentage of n-
px disparity outliers and root mean square error (RMSE) for
depth and disparity. For KITTI, we also utilize the percentage
of 3-px disparity outliers for evaluation. For ETH3D, we use
the percentage of 1-px and 4-px disparity outliers, MAE and
RMSE for evaluation. To be consistent with the ETH3D online
leaderboard, we use the official names Bad 1.0, Bad 4.0 and



HONGKUAN SHI et al.: BIDIRECTIONAL SEMI-SUPERVISED DUAL-BRANCH CNN FOR 3D RECONSTRUCTION OF STEREO ENDOSCOPIC IMAGES 9

TABLE II
AVERAGE ERROR OF EACH SAMPLE IN THE 5-FOLD CROSS-VALIDATION ON SCARED. THE LOWEST ERROR IS MARKED IN BOLD.

Methods Supervision >1px (%) >2px (%) >3px (%) Disparity MAE (px)
SGM [35] - 30.04 ± 11.52 8.67 ± 6.22 3.71 ± 3.13 1.25 ± 0.14
Stereo-UCL [40] - 32.98 ± 7.90 10.93 ± 5.47 4.72 ± 3.04 1.21 ± 0.21
GANet [5] Fully 25.36 ± 11.16 7.04 ± 4.97 2.96 ± 2.46 1.01 ± 0.20
PSMNet [31] Fully 26.53 ± 10.16 7.25 ± 4.91 2.88 ± 2.46 0.92 ± 0.12
HSMNet [22] Fully 25.11 ± 9.71 6.56 ± 4.56 2.57 ± 2.42 0.88 ± 0.12
CDN [23] Fully 24.03 ± 9.29 6.22 ± 4.00 2.48 ± 2.77 0.86 ± 0.10
CFNet [24] Fully 23.60 ± 10.80 6.19 ± 4.68 2.48 ± 2.46 0.86 ± 0.13
ACFNet [25] Fully 23.77 ± 10.71 6.15 ± 4.69 2.54 ± 2.62 0.85 ± 0.11
Smolyanskiy et al. [19] Semi 24.10 ± 10.71 6.55 ± 4.90 2.72 ± 2.66 0.86 ± 0.14
Ji et al. [41] Semi 23.65 ± 9.95 6.00 ± 4.38 2.39 ± 2.29 0.84 ± 0.12
Tonioni et al. [27] Semi 23.23 ± 10.22 5.84 ± 4.27 2.30 ± 2.20 0.83 ± 0.12
Soft MT [26] Semi 23.11 ± 9.99 5.81 ± 4.17 2.25 ± 2.26 0.82 ± 0.11
Improved TSN [6] Semi 22.32 ± 9.66 5.51 ± 3.72 2.04 ± 1.87 0.77 ± 0.11
Ours Semi 20.31 ± 9.83 5.01 ± 3.87 1.96 ± 1.88 0.74 ± 0.11

AvgErr to refer to the first three metrics, respectively. The
calculation of MAE and RMSE is formulated in Eq. (16) and
Eq. (17).

MAE =
1

N

∑
x,y

∣∣D(x, y)− D̂(x, y)
∣∣ (16)

RMSE =

√
1

N

∑
x,y

(
D(x, y)− D̂(x, y)

)2
(17)

where N represents the total number of labeled pixels.

V. RESULTS AND DISCUSSIONS

A. Comparison with State-of-the-arts

1) Evaluation on SCARED (5-fold cross-validation): We con-
duct a 5-fold cross-validation on SCARED, that is, 20 labeled
keyframes plus 1000 unlabeled video frames for training and
5 keyframes for test in each round of cross-validation. No
subject is cross-used in the training and test folds. The number
of warm-up and semi-supervised training epochs is set to 300
and 100 respectively.

Table II lists the comparison results between our method
and the state-of-the-art methods. The results are the average
error of the 25 samples. A lower value in this table indicates
a better accuracy for all metrics.

From Table II, we can have three key observations:
(i) The accuracy of the two traditional methods is simi-

lar, but both relatively unsatisfying compared to that of the
learning-based methods, demonstrating a powerful reasoning
capability of CNNs;

(ii) The accuracy of the fully-supervised methods (3rd to
8th rows) is mostly lower than that of the semi-supervised
methods (9th to 14th rows), because the latter can utilize
unlabeled samples, and enjoy extra knowledge for improving
the accuracy;

(iii) Our method achieves a superior accuracy by decreasing
disparity MAE by 12.94% compared to the fully-supervised
model ACFNet, and by 9.76% comparing to the semi-
supervised model Soft MT. Compared to the second best
method Improved TSN, our method reduces disparity MAE by
3.90%, which mainly benefits from two ameliorations, that is,
the two learners in our method mutually guide each other in
an adaptive bidirectional learning, and Confnet and DEnet

Fig. 6. Error map of predicted disparities on three SCARED samples.
The left-most col shows the input left images. (a)-(e) are results of
the two best fully-supervised methods, the two best semi-supervised
methods and our method. Different colors indicate different absolute
distances between the GT and predicted disparity. The arrows in the
1st and 2nd rows show the errors at the flat areas, and the arrows in
the 3rd row shows the errors at the edge of the organ.

Fig. 7. Some failure cases of our method on unlabeled SCARED
samples. The yellow arrows indicate the challenging areas where our
method failed to make accurate predictions. The surfaces in the 1st

and 2nd column images have overexposed regions, the 3rd and 4th

column images contain surgical bag which is nonexistent in the training
data, and the 5th column image has motion blur.

are trained jointly by the constraint of disparity probability
distribution.

Fig. 6 visualizes the results of different methods, i.e.,
the two best fully-supervised methods, the two best semi-
supervised methods and ours. The error map is obtained
by calculating the absolute distance between the GT and
predicted disparity for every position. As can be seen, the
semi-supervised methods are better than the fully-supervised
methods, and our method achieves the most accurate disparity
prediction among them, especially at the flat areas (the 1st and
2nd rows) or the organ edges (the 3rd row) indicated by the
arrows.
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TABLE III
THE CHALLENGE LEADERBOARD OF SCARED ON TWO TEST SUBJECTS. KN IS DEPTH MAE ON THE N-TH KEYFRAME OF EACH SUBJECT. AVG. IS

AVERAGE DEPTH MAE ON ALL VIDEO FRAMES. THE LOWEST ERROR IS MARKED IN BOLD, AND THE SECONDARY LOWEST ERROR IS MARKED WITH

UNDERLINE.

Methods The 1st test subject The 2nd test subject
k1 k2 k3 k4 k5 Avg. k1 k2 k3 k4 k5 Avg.

J.C. Rosenthal 8.25 3.36 2.21 2.03 1.33 3.44 8.26 2.29 7.04 2.22 0.42 4.05
Trevor Zeffiro 7.91 2.97 1.71 2.52 2.91 3.60 5.39 1.67 4.34 3.18 2.79 3.47
Dimitris Psychogyios 1 7.73 2.07 1.94 2.63 0.62 3.00 4.85 1.23 3.52 1.95 0.41 2.39
Dimitris Psychogyios 2 7.41 2.03 1.92 2.75 0.65 2.95 4.78 1.19 3.34 1.82 0.36 2.30
Sebatian Schmid 7.61 2.41 1.84 2.48 0.99 3.07 4.33 1.10 3.65 1.69 0.48 2.25
Ours 7.98 2.24 1.67 2.02 0.54 2.89 4.28 1.04 3.30 1.68 0.41 2.14

TABLE IV
AVERAGE ERROR OF EACH SAMPLE IN THE LEAVE-ONE-OUT CROSS-VALIDATION ON SERV-CT. THE LOWEST ERROR IS MARKED IN BOLD.

Methods Supervision > 3px (%) Depth RMSE (mm) Disparity RMSE (px)
Noc All Noc All Noc All

HSMNet [22] Fully 5.63 8.52 2.13 2.93 1.59 2.18
CDN [23] Fully 5.57 8.20 2.15 2.95 1.57 2.21
ACFNet [25] Fully 5.51 8.11 2.16 2.97 1.54 2.19
CFNet [24] Fully 5.38 7.73 2.14 2.97 1.50 2.20
Tonioni et al. [27] Semi 5.20 8.22 2.18 2.98 1.49 2.15
Soft MT [26] Semi 5.08 8.01 2.12 2.96 1.46 2.19
Improved TSN [6] Semi 4.29 6.96 2.24 2.89 1.51 2.10
Ours Semi 3.99 6.32 1.99 2.72 1.34 1.86

Moreover, Fig. 7 illustrates several cases where our method
fails to make accurate disparity predictions (indicated by
arrows). The failure cases are mainly caused by three factors:
(1) the severely-overexposed regions (see the 1st and 2nd

columns), (2) nonexistent objects in the training data (see the
surgical bag in the 3rd and 4th columns), and (3) the motion
blur (see the 5th column).

2) Evaluation on SCARED (challenge leaderboard): We use
the labeled keyframes and unlabeled video frames of all 5
training subjects to re-train our model, and perform evaluation
on the two official test subjects. Following the recommended
evaluation protocol in [10], the evaluation is performed on
all video frames except in which whose more than 90% of
GT maps is empty. For each test subject, the depth MAE on
each keyframe and the average depth MAE of all frames are
reported. Table III lists the comparison results between our
method and other challenge participants whose results were
reported in [10].

The first two rows of Table III are the runner-up and winner
of the challenge. After the challenge, the organizers allowed
a period of late submission, and the three teams (the 3rd to
5th rows) were added into the leaderboard. As the official
challenge winner, Trevor Zeffiro achieves an average depth
MAE of 3.60 mm and 3.47 mm on the two test subjects,
respectively. In comparison, our method reduces the average
depth MAE by 19.72% and 38.33%.

Among the late submissions, two teams achieve impressive
results. Dimitris Psychogyios 2 finetuned HSMNet [22] model
on SCARED and achieves an average depth MAE of 2.95 mm
and 2.30 mm. Sebatian Schmid used a 3D CV based method
for stereo matching and achieves an average depth MAE of
3.07 mm and 2.25 mm. Compared to these two teams, our
method reduces the average depth MAE to 2.89 mm and 2.14
mm, which surpasses Dimitris Psychogyios 2 by 2.03% and
6.96%, and Sebatian Schmid by 5.86% and 4.89% on two

test subjects.
3) Evaluation on SERV-CT (leave-one-out cross-validation):

We compare our method with the four best fully-supervised
methods HSMNet, CDN, CFNet and ACFNet, and the three
best semi-supervised methods Soft MT, Tonioni et al. and
Improved TSN, on SERV-CT. We conduct a leave-one-out
cross-validation. In each round of cross-validation, we add the
SCARED dataset to expand the training data. For the fully-
supervised methods, 25 labeled images in SCARED plus 8
SERV-CT labeled images are used for training. For the semi-
supervised methods, the above 33 labeled images plus the un-
labeled video frame images selected from SCARED are used
for training. We set 1000 training epochs for fully-supervised
methods. For the semi-supervised methods including ours, the
number of warm-up epoch was 300, and the following semi-
supervised training lasts for 100 epochs. All the initial learning
rates are set to 0.001, and are halved every quarter of the
epochs.

Table IV lists the comparison results for both non-occluded
(Noc) and all (All) pixels. The results are the average error of
each sample (16 in total) in the leave-one-out cross-validation.
From these results, three conclusions can be made:

(i) The results of Soft MT are only comparable to those of
the fully-supervised methods. Therefore, the semi-supervised
learning should not be overused for unlabeled images from a
different data source;

(ii) Improved TSN successfully draws useful knowledge
from the unlabeled samples, and thus achieves second-best
accuracy in terms of most metrics. Therefore, error suppres-
sion on pseudo labels is of great importance when unlabeled
data from other source are used;

(iii) Our method achieves a superior accuracy in terms of all
metrics, and reduces disparity RMSE by at least 8.22% and
11.43% on non-occluded pixels and all pixels, respectively.

Fig. 8 visualizes error maps of the comparison methods.
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Fig. 8. Error map of predicted disparities on three SERV-CT samples.
The left-most col shows the input left images where the green transpar-
ent regions are occluded in the right counterpart. (a)-(e) are results of
the two best fully-supervised methods, the two best semi-supervised
methods and our method. Different colors indicate different absolute
distances between the GT and predicted disparity. The arrows in the
1st and 2nd rows show the errors at low-textured organ surfaces, and
the arrows in the 3rd row shows the errors at the flat areas.

The error maps of Improved TSN and ours are bluer in the
occluded areas, which demonstrates the importance of error
suppression of pseudo labels. There are less red and no dark-
red regions in our error maps, especially on the flat and low-
textured organ surfaces indicated by the arrows.

B. Ablation Studies

We conduct several ablation studies to verify the effec-
tiveness of the two adaptive bidirectional supervisions, APS
and ACS, and the joint learning of DEnet and Confnet.
SCARED and 5-fold cross validation are adopted.

1) Effectiveness of APS and ACS: We train four variants of
our dual-branch CNN by using APS and/or ACS and none of
both. The model that is w/o both is treated as baseline, and
identical to a single branch trained on only labeled samples.
The other three models are trained on both labeled and
unlabeled samples. The comparison results of the four variants
are listed in Table V. The statistical test is also performed on
pairwise comparison of every two variants. We used paired-
samples T-test which is implemented in the SPSS software for
statistical test .

Either APS or ACS can obtain an accuracy gain compared
to baseline (p = 0.005, p = 0.015 in terms of Disparity MAE),
but using ACS is more effective than using APS by reducing
disparity MAE by 7.14% (p = 0.06). Also, APS and ACS
are not mutually excluded, and together can further reduce
disparity MAE by 7.50% and 5.13% (p = 0.002, p < 0.001),
compared to APS only and ACS only, respectively.

It is worth noting that the model before using APS and
ACS is inferior to the two TSN-based methods Soft MT and
Improved TSN (Table II), but becomes superior to all com-
pared state-of-the-arts after being equipped with the adaptive
bidirectional supervisions.

2) Adaptive vs. Static supervisions: To further verify the
effectiveness of both adaptive supervisions APS and ACS,
we train four variants of Dual-Branch CNN, i.e., ’SCS &
SPS’, ’SCS & APS’, ’ACS & SPS’ and ’ACS & APS’, on
the SCARED dataset. Specifically, in the settings, Adaptive
Parallel Supervision (APS) means the low-confident pseudo

TABLE V
COMPARISON RESULTS OF FOUR VARIANTS OF OUR METHOD. THE

LOWEST ERROR IS MARKED IN BOLD.

Variant Models >3px (%) Disparity MAE (px)
w/o Both (Baseline) 2.44 ± 2.33 0.84 ± 0.10
w/ APS only 2.20 ± 2.16 0.80 ± 0.10
w/ ACS only 2.09 ± 2.20 0.78 ± 0.11
w/ Both (Complete) 1.96 ± 1.88 0.74 ± 0.11

TABLE VI
COMPARISON RESULTS OF FOUR VARIANTS USING ADAPTIVE/STATIC

CROSS SUPERVISION AND ADAPTIVE/STATIC PARALLEL SUPERVISION.
SCU MEANS THE SUM OF AVERAGE CONFIDENCE OF UNLABELED

SAMPLES.

Supervision SCU >3px (%) Disparity MAE (px)
SCS & SPS 903.6 2.14 ± 2.22 0.78 ± 0.11
SCS & APS 929.7 2.07 ± 2.01 0.77 ± 0.12
ACS & SPS 935.4 2.01 ± 1.98 0.76 ± 0.11
ACS & APS 968.7 1.96 ± 1.88 0.74 ± 0.11

disparity values can be suppressed. Adaptive Cross Supervi-
sion (ACS) means the disparity distributions of hard samples
can be softened by a changeable ρ. On the contrary, Static
Parallel Supervision (SPS) means the pseudo disparity values
are directly used as supervisions. Static Cross Supervision
(SCS) means the disparity distributions of all samples are
generated using a constant ρ = 1.

Table VI gives the comparison results of four variants using
Adaptive/Static Cross Supervision and Adaptive/Static Parallel
Supervision. By comparing the first three rows, both ACS and
APS can obtain a significant error decrease with relative to
the static version (p = 0.009, p = 0.017 in terms of Disparity
MAE). Also, ACS and APS are not mutually excluded, and
combining them can further reduce disparity MAE by 3.90%
and 2.63% by comparing the last row to the 2nd and 3rd rows
(p = 0.025, p = 0.042 in terms of Disparity MAE). This
well verifies the significant role of Confnet in both adaptive
supervisions for our method.

We also calculate the sum of average confidence of unla-
beled samples (SCU). An increase of SCU indicates that more
predictions can be effectively utilized as pseudo supervisions,
reflecting a higher efficacy of unlabeled samples in the self-
supervised training. From the 4th column of Table VI, the
model with adaptive supervisions has a higher quality of
pseudo supervisions. The complete version used the most
unlabeled samples for training, resulting in a lower disparity
error.

3) Bidirectional vs. Unidirectional supervisions: We compare
the model with bidirectional supervision to that with unidi-
rectional to verify the importance of the mutual guidance in
the self-supervised learning. The comparison results are listed
in Table VII. The bidirectional knowledge flow can make the
two branches eventually converge on more accurate disparity
estimation by reducing Disparity MAE by 8.64% compared
to that with the unidirectional knowledge flow (p < 0.001).
Also, SCU increases from 862.5 to 968.7 as the two branches
are enabled to teach each other.

Fig. 9 further visualizes the disparity maps and confidence
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TABLE VII
COMPARISON RESULTS BETWEEN TWO VARIANTS WHOSE

SELF-SUPERVISIONS ARE BIDIRECTIONAL OR UNIDIRECTIONAL. SCU
MEANS THE SUM OF AVERAGE CONFIDENCE OF UNLABELED SAMPLES.

Supervision SCU >3px (%) Disparity MAE (px)
Unidirectional 862.5 2.34 ± 2.30 0.81 ± 0.10
Bidirectional 968.7 1.96 ± 1.88 0.74 ± 0.11

p-values
Bidirc. vs. Unidirc. 0.0027 0.0008

Fig. 9. Three examples of the predicted disparity and confidence maps
by the two variants of our method. Darker areas in the confidence map
have lower confidence.

maps of unlabeled samples predicted by the comparison
models. Confnet of both models successfully classifies the
regions with possible errors as low confidence. Overall, the
confidence maps predicted under bidirectional supervisions are
brighter (higher confidence) than those under unidirectional
supervisions (the 3rd vs. 5th column). Therefore, more unla-
beled samples with high confidence can be utilized to improve
the model accuracy, which is also evidenced by the increase of
SCU in Table VII. As indicated by the yellow arrows in Fig. 9,
the model trained under bidirectional supervisions predicts
more reasonable disparities on the challenging regions, such as
blood (the 1st row), edge (the 2nd row) and reflective surface
(the 3rd row), than that trained under unidirectional.

4) Joint vs. Separate learning: We verify the accuracy gain
by additionally introducing the distribution constraint Ldist

in the fully-supervised learning. Therefore, we compare two
variants of single-branch model with and without optimizing
the disparity distribution constraint. DEnet and Confnet are
trained jointly if using the constraint, and are trained separately
otherwise.

The comparison results are listed in Table VIII. Joint
training achieves a significant improvement in terms of both
metrics (p < 0.05). We believe the reason is that the confi-
dence from Confnet plays a role of softening labels of hard
samples to enhance the learning of DEnet effectively.

C. Learning Efficiency of Semi-supervised Methods

We use the KITTI 2012 dataset to evaluate training effi-
ciency. To this end, we split the dataset into 180 pairs for
training and 14 for validation, and train each semi-supervised
method four times. In each time, we randomly selected a
small proportion of training samples as labeled ones (i.e., 5%,

TABLE VIII
COMPARISON RESULTS BETWEEN TWO VARIANTS OF THE

SINGLE-BRANCH CNN WHOSE DEnet AND Confnet ARE TRAINED

JOINTLY OR SEPARATELY.

Learning >3px (%) Disparity MAE (px)
Separate 2.58 ± 2.34 0.87 ± 0.11
Joint 2.44 ± 2.33 0.84 ± 0.10

p-values
Joint vs. Separate 0.0452 0.0060

Fig. 10. 3px Out-Noc and Out-All error curves on KITTI of different
methods which are trained under different proportions of available
labels.

10%, 20%, and 50%, respectively), and the rest as unlabeled
ones, and the number of warm-up epoch and following semi-
supervised training epochs is set to 100 and 600 respectively.

Fig. 10 illustrates the 3px Out-Noc and Out-All error on
the validation set at different label proportions of the semi-
supervised methods, i.e., Smolyanskiy et al. [19], Ji et al.
[41], Tonioni et al. [21], Soft MT [26] and Improved TSN [6],
and our method. The errors of Soft MT, Improved TSN and
ours are lower than others’ by a large margin. Moreover, our
method consistently surpasses others regardless of the number
of labels used for training. Especially, our method with only
1/20 labels achieves a comparable accuracy to Soft MT and
Improved TSN with 1/5 or even 1/2 labels.

We also compare with the three best fully-supervised meth-
ods, i.e., HSMNet [22], ACFNet [25] and CFNet [24]. When
the proportion of labeled samples is less than 1/5, Improved
TSN and our method are better than the three fully-supervised
methods. As the number of labels further increases, Improved
TSN is inferior to ACFNet and CFNet, while our method is
still the best.

D. Results on two non-medical benchmarks

Although our main focus is on medical images, we still
benchmarked on the KITTI 2012 and ETH3D datasets to
demonstrate the effectiveness of our method.

To benchmark our method on KITTI 2012, we selected 180
labeled samples and 1,800 unlabeled samples for training, and
the remaining 14 labeled samples are used as the validation
set. We used the best model on the validation set to predict
disparity maps for the 195 testing samples. We submitted the
predicted disparity maps to the KITTI evaluation server for the
evaluation. According to the online leaderboard2 at the time of
submission, among all 223 submitted approaches, our method

2https://www.cvlibs.net/datasets/kitti/eval_stereo_
flow.php?benchmark=stereo

https://www.cvlibs.net/datasets/kitti/eval_stereo_flow.php?benchmark=stereo
https://www.cvlibs.net/datasets/kitti/eval_stereo_flow.php?benchmark=stereo
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TABLE IX
QUANTITATIVE RESULTS ON KITTI 2012 BENCHMARK.

Methods 3px Out (%) 5px Out (%)
Rank Noc All Rank Noc All

HSMNet [22] 99 1.53 1.99 91 0.87 1.16
PSMNet [22] 97 1.49 1.89 96 0.90 1.15
GWCNet [32] 67 1.32 1.70 66 0.80 1.03
CFNet [24] 51 1.23 1.58 41 0.74 0.94
GANet [5] 42 1.19 1.60 49 0.76 1.02
ACFNet [25] 37 1.17 1.54 56 0.77 1.01
Ours 21 1.12 1.42 6 0.65 0.83

TABLE X
QUANTITATIVE RESULTS ON ETH3D BENCHMARK. THE RED

SUPERSCRIPT INDICATES THE RANKING OF EACH METHOD ON THE

ONLINE LEADERBOARD.

Method Bad 4.0 Bad 1.0 AvgErr RMSE

GWCNet [32] 0.50171 6.42210 0.35200 0.69192

HSMNet [22] 0.52186 4.20172 0.27144 0.67183

GANet [5] 0.54191 6.56206 0.43233 0.75211

PSMNet [22] 0.41133 5.02192 0.33191 0.66181

CFNet [24] 0.3193 3.31123 0.24115 0.5198

Ours 0.2884 2.6981 0.23102 0.4127

(named BSDual-CNN) ranks 21th in terms of 3px error, and
6th in terms of 5px error. The benchmark results of the
comparison methods included in this work and ours are listed
in Table IX. As can be seen, by effectively maximizing the
usage of unlabeled data, our method significantly outperforms
all the comparison methods on the KITTI official benchmark.

ETH3D provides 27 training samples with their GT dispar-
ity maps and 20 unlabeled test samples. We also introduced
the 1,800 selected unlabeled images from KITTI for semi-
supervised training since ETH3D didn’t provide unlabeled
samples. We submitted the results to the ETH3D online server
for official evaluation. According to the online leaderboard3 at
the time of submission, among all 300 submitted approaches,
our method (named BSDual-CNN) ranks 81th in terms of Bad
1.0, and 27th in terms of RMSE. The benchmark results of the
comparison methods included in this work and ours are listed
in Table X. It can be found that we achieved the best accuracy
in the comparison methods, demonstrating the effectiveness of
our method on small real-world datasets.

VI. CONCLUSION

In this paper, we successfully addressed the stagnant quality
of pseudo labels caused by the teacher-to-student unidirec-
tional knowledge flow in our previous work Improved TSN
[6]. Specifically, we proposed a novel dual-branch CNN with
two kinds of adaptive bidirectional supervisions, named APS
and ACS, in a semi-supervised manner. With APS and ACS,
the two branches can mutually guide each other by taking
the opposite’s predictions as pseudo supervisions. Differently,
APS constrains the predicted disparity values, while ACS
forces the predicted disparity probability distributions to be
unimodal. This not only facilitates accurate disparity esti-
mation, but also makes sure that the right disparity value
is indeed from a reasonable distribution by learning explicit

3https://www.eth3d.net/low_res_two_view?metric=rms

feature matching relations in the left-right image pair. In
addition, we introduced a confidence network in each branch to
estimate the reliability of their predictions, and to adaptively
refine pseudo supervisions flowing across branches. Finally,
with the well-tuned bidirectional supervisions, we maximized
the efficacy of unlabeled samples, and jointly optimized the
two branches to converge on a consistent and more accurate
disparity prediction.

We conducted extensive and comprehensive comparisons
with the state-of-the-arts on four public datasets, i.e.,
SCARED, SERV-CT, KITTI, ETH3D. The comparison on
SCARED demonstrated a superior accuracy of our method
over other state-of-the-arts. The comparison on SERV-CT
showed that the accuracy of our method can be more effec-
tively enhanced by unlabeled samples from other data sources.
The comparison on KITTI validation set verified that our dual-
branch CNN has a relatively higher efficiency of learning
from unlabeled samples. The results on KITTI and ETH3D
benchmark respectively demonstrated the effectiveness of our
method on common stereo matching datasets and real small
datasets. Four ablation studies were also conducted, and well
demonstrated the effectiveness of our proposed two kinds of
adaptive bidirectional supervisions, i.e., ACS and APS, and
the joint training of DEnet and Confnet by additionally
constraining the disparity probability distribution.
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