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Abstract

Learning harmful shortcuts such as spurious correlations and biases prevents deep
neural networks from learning the meaningful and useful representations, thus
jeopardizing the generalizability and interpretability of the learned representation.
The situation becomes even more serious in medical imaging, where the clinical
data (e.g., MR images with pathology) are limited and scarce while the reliability,
generalizability and transparency of the learned model are highly required. To
address this problem, we propose to infuse human experts’ intelligence and domain
knowledge into the training of deep neural networks. The core idea is that we infuse
the visual attention information from expert radiologists to proactively guide the
deep model to focus on regions with potential pathology and avoid being trapped
in learning harmful shortcuts. To do so, we propose a novel eye-gaze-guided vision
transformer (EG-ViT) for diagnosis with limited medical image data. We mask the
input image patches that are out of the radiologists’ interest and add an additional
residual connection in the last encoder layer of EG-ViT to maintain the correlations
of all patches. The experiments on two public datasets of INbreast and SIIM-ACR
demonstrate our EG-ViT model can effectively learn/transfer experts’ domain
knowledge and achieve much better performance than baselines. Meanwhile, it
successfully rectifies the harmful shortcut learning and significantly improves the
EG-ViT model’s interpretability. In general, EG-ViT takes the advantages of both
human expert’s prior knowledge and the power of deep neural networks. This
work opens new avenues for advancing current artificial intelligence paradigms by
infusing human intelligence.

Keywords: ViT, Eye Tracking, Generalizability, Interpretability, Shortcut Learning

1 Introduction

Deep neural networks have been widely used and achieved remarkable successes in many fields
including natural language processing, computer vision, and medical imaging [21], among others.
Recent studies suggest that deep neural networks may be prone to learning the shortcut knowledge
[8] such as the spurious correlations between the background and objects in the image (e.g., cows
usually stand on the grass land) rather than intended relevant features. For example, some empirical
works revealed that background is a harmful shortcut which drastically affects the deep learning
model’s performance in a negative way [27, 55]. The harmful shortcut knowledge, on the one hand,
may not be able to generalize to new domains and tasks, and thus degenerates the performance in
some scenarios such as few-shot learning (FSL). On the other hand, it jeopardizes the interpretability
of the model and prevents humans from validating its underlying reasoning which is crucial in many
applications, e.g., disease diagnosis in medical imaging.

Medical imaging analysis is a representative scenario where the harmful shortcut learning should be
rectified because the generalizability and interpretability are highly desired and required, considering
the scarcity of the clinical data (e.g., MR images with pathology) and the importance of reliability and
transparency in clinical applications. The literature has already reported the existence of shortcuts
in medical imaging applications [26, 41, 57]. For example, in [57], convolutional neural networks
(CNNs) were employed to detect pneumonia and performed well with extremely high accuracy on
the chest X-rays from a group of hospitals. However, it failed to generalize to the X-rays from
other external hospitals with much lower performance: CNNs unexpectedly learned to detect a
hospital-specific metal token at the corner of scans and utilized it for disease prediction indirectly
[57, 8]. To motivate the work in this paper, in Fig. 1, we also visualize four samples of harmful
shortcuts learned by vision transformer (ViT) [5] model which are the medical images’ background.

To solve this problem, one possible way is to enforce the model to concentrate on task-related objects
or features by using prior knowledge [27]. For example, when conducting the diagnosis on medical
images, the positions of eye-gaze from radiologists can be leveraged as additional domain knowledge.
The rationale is that these positions are the regions-of-interest (ROIs) from a radiologist’s perspective,
which might be highly related to potential pathology. The domain knowledge embedded in ROIs from
an expert is naturally interpretable and generalizable because it reaches the professional standard
and has been validated and widely used in longstanding clinical practice. Some recent deep learning
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Figure 1: Illustration of the shortcuts learned by ViT model. The left columns are the source images
from the public INbreast dataset. The images in the middle column correspond to the model’s
attention derived from Grad-CAM. It is observed that the model focuses on background shortcuts
( arrows) rather than the valid breast tissues. The right columns are the Grad-CAM derived
from our EG-ViT model. The regions of interests (ROIs) by radiologist are denoted by white arrows.

studies have already integrated eye-gaze of radiologists to improve the performance of medical image
analysis [13, 53]. However, an effective way of proactively infusing the expert’s domain knowledge
into deep learning processes to avoid harmful shortcut learning is still much needed.

In this paper, we propose an intuitive and effective method to infuse the domain knowledge of an
expert with the training of deep learning models for FSL on disease diagnosis. Based on vision
transformer (ViT) [5], we introduce a novel eye-gaze-guided vision transformer (EG-ViT) model
which applies an eye-gaze mask to input image patches to screen out those irrelevant to radiologist’s
visual attention and guide the model to focus on patches that are highly related to potential pathology.
Meanwhile, a residual connection between the unmasked input and the last ViT encoder layer is
intentionally added to retain the relationships of all patches. In this way, the EG-ViT model takes the
advantages of both human expert’s prior knowledge and the power of data-intensive ViT model, thus
avoiding the harmful shortcut learning and infusing the expert’s domain knowledge in a more effective
manner. We evaluate the proposed EG-ViT on two public datasets, namely, INbreast [34] and SIIM-
ACR [50]. Our extensive experiments demonstrate that the proposed EG-ViT model significantly
improves the diagnosis accuracy in the FSL scenarios and successfully avoids the harmful shortcut
learning compared with the baseline ViT models (Fig. 1).

In general, the main algorithmic and methodological novelties and contributions of our work are:

* We infuse the human expert’s prior knowledge to guide the EG-ViT focusing on the patches
with potential pathology. This design avoids the harmful shortcut learning and improves the
generalizability and interpretability of the EG-ViT model with higher performance.

* The proposed EG-ViT model only introduces the mask operation and an addition residual
connection, thus allowing the inheritance of the parameters from a pre-trained vanilla ViT
model without any additional cost.

* Our method provides novel insights and a general framework for infusing human expert’s
domain knowledge into data-intensive and large-scale deep learning models such as ViT. Our
work unlocks new paths for advancing current artificial intelligence paradigms by infusing
human intelligence.

2 Related Works

2.1 Shortcut Learning

Deep neural networks often solve the task-specific problem, e.g., image classification, by learning the
shortcuts such as the correlations of cows and grass instead of the intended solution, e.g., the features
from cows [8]. Recently, the shortcut in deep learning models gains increasing attention across the



deep learning field from computer vision (CV) [3, 32, 55], natural language processing (NLP) [31, 36]
to reinforcement learning [1]. To date, various methods have been devised to mitigate the negative
effects of shortcuts [27]. For example, in [27], a framework named COSOC was proposed to tackle
this shortcut problem by extracting the foreground objects in images to get rid of background-related
shortcuts based on a contrastive learning approach. [7] proposed a measurement for quantifying the
shortcut degree, with which a shortcut mitigation framework was introduced for natural language
understanding (NLU). [47] forces the network to learn the necessary features for all the words in
the input to alleviate the shortcut learning problem in supervised Paraphrase Identification (PI). In
the medical imaging field, prior works also suggested the existence of shortcuts and proposed the
strategies to neutralise shortcut learning such as removing the bias in the training dataset [26, 35, 41].

2.2 Vision Transformer

Since ViT [5] was published, transformer structure has been receiving increasing attention from
the computer vision community [9]. Recently, several effective strategies have been proposed to
improve model performance and efficiency in image classification, such as knowledge distillation
in DeiT [52], depth-wise convolution in CeiT [56], shifted windows in Swin Transformer [25],
and tree-like structure in NesT [58]. However, the data-intensive characteristic of ViT makes it
challenging to adapt to the target domain quickly with a limited amount of labeled data. The methods
of distillation approach [52], smoothing the loss landscapes at convergence [2], and incorporating
CNNs like CCT [10] and local-ViT [23] have been proposed to reduce the demand for extensive
training data to a certain extent. Nonetheless, fast adaption to the target domain for FSL still requires
more innovative and effective methods to reduce the demand for training data.

In the medical imaging domain, ViT-style models have been explored in computer-aided diagnosis
tasks on the chest X-ray (CXR) images [46]. Krishnan et al. [17] and Park et al. [39] utilize
ViT-based models to achieve higher COVID-19 classification accuracy through CXR images. COVID-
Transformer [48] and xViTCOS [33] have been proposed to further improve classification accuracy
and focus on diagnosis-related regions. However, there is still much room for improvement to train
ViT models in a small dataset, such as medical imaging dataset.

2.3 Eye Tracking in Radiology

Visual diagnosis plays a central role in radiology, and eye-tracking procedures have proven to be a
valuable tool in the study of visual diagnostic processes in radiology for decades [18]. Back in 1978,
Nodine et al. [37] proposed a three-stage theory of visual search and detection, that is, distinguishing
between initial overall pattern recognition, focused attention to image details, and final decision
making. Then, the global-focal search models [51, 20, 6] further optimized the interpretation of
eye-movement behavior. They also found that experts can quickly locate potential lesions with a
global search and use a larger functional field of view and more conceptual knowledge than novices to
find abnormalities. Krupinski [19] reported that in mammograms with more than one lesion, experts
showed more comparison scanning between the left and right breast. Kok et al. [15] found that
experts’ visual search patterns were more diffuse than novices. Then the authors [16] showed that
experts searched normal CXR more systematically than novices. Overall, existing literature studies of
eye movement in radiology and inter-individual variation provide sufficient justification to integrate
this wealth of ancillary information in computer-aided diagnostic (CAD) systems in radiology.

With the rise of deep learning in CAD, the combination with eye movement is also increasing. Mall et
al. [29] modeled the visual search behavior of radiologists and their interpretation of mammography
using CNNs. Furthermore, they [30] investigated the relationship between human visual attention
and CNNss in finding lesions in mammography. Recently, Karargyris et al. [14] developed a dataset
with CXR, gaze, and text diagnosis reports. They proposed a multi-task framework which predicted
gaze and diagnosed diseases at the same time. Wang et al. [53] used radiologists’ visual attention
to supervise the CNN’s attention via an attention consistency module, thus improving the diagnosis
performance in osteoarthritis assessment of knee X-ray images.

2.4 Few-Shot Learning in Medical Imaging

FSL is proposed for learning with only a few samples [54]. Therefore, FSL is quite suitable for
medical image classification due to the difficulty of obtaining a dataset with large and consistently



labeled medical images. Ma et al. [28] adopts a k-Nearest-Neighbor attention pooling layer to
construct the AffinityNet model, which can learn from a small number of training data and perform
well in generalization. Puch et al. [40] applies an FSL model based on Triplet Network to accomplish
classification of brain images. MetaCOVID [49], which is an FSL model based on Siamese Network,
is proposed to classify COVID-19 cases from CXR images, and achieves a promising performance.
The methods mentioned above mainly uses CNNs to extract features and they may have limited
interpretability of the model. Li et al. [22] present polymorphic transformer, which exists between
feature extractor and a task head and reduces the gap between different domains. This work achieves
high performance on medical segmentation tasks and shows the flexibility of transformer in FSL.
Although transformer-based FSL has made great progress in computer vision, more works are needed
to take the full advantage of the powerful representation learning capability of ViT in medical imaging.

3 Method

The method section is organized as follows: We firstly illustrate the design of EG-ViT in Section 3.1.
Then, we introduce the pre-processing of eye-gaze data and the generation of eye-gaze mask in
Section 3.2.

3.1 Eye-Gaze-Guided Vision Transformer

We introduce the detailed architecture of the proposed EG-ViT in this subsection. Compared with
natural images, medical images generally have a higher resolution while pathology such as lesions
usually locates in a small region with a noisy background, making it difficult for the extraction of
the meaningful features. To avoid learning the useless or harmful shortcuts rather than intended
meaningful features, an intuitive idea is to guide the model to focus on the regions that are potentially
related to pathology based on prior domain knowledge. The visual attention from a radiologist
during the diagnosis can provide such domain knowledge as the guidance for model training. In this
paper, we implement this idea by introducing a eye-gaze guided mask on input image patches and an
additional residual connection on the EG-ViT model. The architecture of EG-ViT model is shown in
Fig. 2.
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Figure 2: The architecture of our EG-ViT model. The eye-gaze points are collected and pre-processed
to generate the eye-gaze heat map as masks. Then, we applied the mask to the patches derived from
the original image to screen out the patches that may not be related to pathology and radiologists’
interest. The masked image patches (highlighted by red rectangular) are treated as input to the
transformer encoder layer. Note that to maintain the relationships among all the patches, we added
an additional residual connection (highlighted by red arrow) between the input and the last encoder
layer.



3.1.1 Eye-Gaze Guided Mask Operation

With the eye-gaze guided mask, we can perform a mask operation on the input patches of the ViT
model. Specifically, the input image can be divided into N patches where N = (H x W)/P? is the
patch numbers, H and W are the height and weight of images, P is the patch size. The ViT model
maps the images patches x; (i =1,2,--- N) to D dimension patch embedding z, € R(N+1)xD
(contacted with a class token) with a trainable linear projection E € RIWCEXD where C is the
channels of the images:

20 = [xclass;xllyE;sz;"' 7méVE} +Epos (1)

(N+1)xD

where 28 = Zeass € RY is the class token for classification and Epos €R is the learnable

position embedding. Then, the embedding of the input image patch z; is masked as:

Zo = [20; 26 @ mask] )
where mask € RY is the binary eye gaze mask detailed in Section 3.2 and 2V =
[2pE; 22 F; - - - ;x )Y E] is the image embedding patches. The masked patch embedding Z is then

input into the first layer of ViT encoder, forcing the model focus on the corresponding patches with
potential pathology.

3.1.2 Residual Connections Preserving Global Features

For vision transformer [5], the forward propagation of each transformer encoder layer can be written
as:

Z) = MSA(LN(2-1)) + 211 3)
Z=MLP(LN(%)) + % 4)

where Z] is the /-th layer’s masked embedding patches. M SA, M LP and LN are the multiheaded
self-attention, multilayer perceptron, and layer norm in each block.

However, masking some patches in the first layer results in a risk of missing useful background
information and positional relationships among blocks. Inspired by [12, 11], we add the whole
initial embedding patches back to the last layer’s embedding patches to retain global information and
maintain the correlations of all patches. Therefore, the input embedding patch of last transformer
encoder 2}_1 (¢=0,1,2 - - - N) can be written as:

2 1, ifi=0
21 =4 2, if mask; =0 5)
Z 42z, otherwise

where Z;_1 and Z;_; are the after and before additive operations of the embedding patches before the
last transformer encoder.

3.1.3 Pre-training and Fine-tuning Style

It should be noted that we do not add any additional parameters to the model, thus allowing our model
to inherit the parameters of the pre-trained model directly without additional operation. Also, the
computation of the transformer model is related to the number of patches, and by adding a mask, we
also reduce the computation of ViT. Pre-training models on large datasets and fine-tuning on specific
dataset is a popular paradigm for FSL. In this study, we initialize the model parameters with the
model pre-trained on ImageNet-1K [43].

3.2 Generation of Eye-Gaze Guided Mask

As discussed in Section 3.1, the visual attention of radiologist plays a central role in our EG-ViT
model which provides a wealth of expert’s domain knowledge. Here, we introduce the steps to
generate the eye-gaze guided mask used in our model.

Firstly, the eye-tracking data (i.e., the eye-gaze points) is collected when the radiologist read the
medical images such as X-ray for diagnosis. More details for eye-tracking data acquisition can be



found in supplemental materials. With the raw eye gaze points from the eye tracker, we filter the
eye movements such as Saccades, Smooth Pursuits Nystagmus [42], and only keep Fixations of
radiologists (red dots in Fig. 3) by using the well-established I2MC [38] method.
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Figure 3: The generation of gathered/separated eye-gaze masks. The eye-gaze heat map is firstly
cropped into the size of 224 x224, based on which gathered/separated eye-gaze masks are generated,
respectively. Then, these eye-gaze masks are used to mask the corresponding patch embedding,
which is the input to the EG-ViT encoder layer.

Then, the eye-gaze heatmap is generated by Gaussian filtering of the eye-gaze scatter points as shown
in Fig. 3. Next, to facilitate the training of the model, we crop a ROI from both the original image
and eye-gaze heat maps. As the patch embedding layer maps the input image to 14 x 14, we also
resize the eye-gaze heat map to 14 x 14.

Last, as shown in Fig. 3, the binary Separated Eye-Gaze Mask is obtained by setting the largest 49
values to 1 and zeroing the rest. The Gathered Eye-Gaze Mask is defined as a 7 x 7 binary mask
centered at the largest value. The gathered mask can filter out the areas but the greatest interest to the
radiologist while the separated mask tends to focus on all sub-regions of interest to the radiologist.

Notably, the combination of eye-gaze guided mask generation and mask-guided vision transformer
(EG-VIiT) offers an effective and powerful mechanism to infuse radiologist’s domain knowledge
into the representation learning of the most informative, explainable and generalizable features for
medical diagnosis. Our experimental results in the next section will demonstrate that this EG-ViT
model can effectively rectify harmful shortcut learning and thus significantly improve the quality of
learned features with relatively small training dataset.

4 Experiments

To demonstrate the value of introducing human experts’ experience and prior knowledge into deep
neural network training, we apply the proposed EG-ViT model to two different public clinical datasets
(Section 4.1) with eye tracking data from human radiologists. We firstly compare the prediction
performance with two baselines, ResNet [ 1 2] and Vision Transformer [5] in Section 4.3. Secondly, we
provide a detailed analysis of how EG-ViT can rectify shortcut in Section 4.4. Thirdly, we compare
with other classification methods that used eye gaze data in Section 4.5, followed by ablation study in
Section 4.6.

4.1 Datasets and Evaluation Metrics

We conduct the experiments on two datasets: INbreast [34] and SIIM-ACR [44, 50]. The INbreast
dataset [34] includes 410 full-field digital mammography images which were collected during low-
dose X-ray irradiation of the breast. And we invited a radiologist with 10 years of experience
to diagnose the images in this database and collected the complete eye movement data using our
acquisition system. According to BI-RADS [24] assessment of masses, the images can be classified
into three groups: normal(302), benign(37) and malignant(71), respectively. Saab et al. [44] randomly
selected 1,170 images, with 268 cases of pneumon, from the SIIM-ACR Pneumothorax dataset [50]



Table 1: The disease prediction accuracy compared with baseline ResNet and ViT model in terms of
Accuracy, F1 and AUC scores. The number of parameters in each model is also reported. Red and
blue denote the best and the second-best results, respectively.

INbreast [34] SIIM-ACR [50]
Acc. F1 AUC Acc. F1 AUC

ResNet-18 [12] 11IM  84.34 85.55 8§9.04 71.67 67.85 72.42
ResNet-50 [12]  24M  91.57 9192 94.62 69.17 67.3 69.25
ResNet-101 [12] 43M  92.07 92.55 91.52 70.83 65.33 70.31
VIT-S [5] 22M  83.13 81.06 85.36 81.20 81.62 74.46
ViT-B [5] 89M 87.95 81.35 90.86 86.00 73.69 86.67
EG-ViT (ours)  22M  92.77 92.81 94.16 85.60 84.87 74.10

Method Params

and collected gaze data from three radiologists. We randomly split the dataset into 80% and 20% as
training and testing dataset. For each experiment, we report the accuracy (ACC), F1-score (F1) and
area under curve (AUC) on test dataset.

4.2 TImplementation Details

We train 70 epochs with 0.0001 initial learning rate and choose a cosine decay learning rate scheduler
and 8 epochs of warm-up. An Adam optimizer with a batch size of 64 are applied in our study.
For the INbreast dataset [34], images and corresponding eye-gaze heatmap are with resolution of
3000 x 4000 pixels. For a better performance, we crop the ROI images as input images. For images
with masses (include benign and malignant classes), we only crop the ROI containing the mass area
as a sample. Since there are multiple masses within a single image, we count the two immediately
adjacent masses as just one ROI, and finally obtain a total of 114 ROIs of mass in 108 images, of
which 40 are benign and 74 are malignant. Considering the larger image field of view, we choose the
size of ROI as 1024 x 1024. For the normal category without mass, we randomly crop only one ROI
image for each image. Therefore, we obtain 302 normal, 40 benign and 74 malignant samples. The
INbreast dataset [34] is divided into training and testing dataset based on samples instead of images.
To balance the numbers of training samples of each category, we randomly crop the ROI 8 times for
benign category and 4 times for malignant category, that is, the mass will appear at random location
in the ROI images. Note that, for benign and malignant case in testing sets, the mass is centered in
ROI image. Finally, the training dataset contains a total of 482 normal samples, 512 benign mass
samples, and 472 malignant mass samples. We also use [59] to perform contrast enhancement twice
with different threshold parameters for each cropped image in training sets. The cropped ROI images
are both resized to 224 x 224 pixels finally. For the SIIM-ACR dataset [50], the eye-gaze heat map
and X-ray images are simply resized to 224 x 224 pixels with no ROI cropping.

4.3 Comparison with Baselines

Here, we adopt ResNet [12] and Vision Transformer [5] as two baselines for comparison. The
baseline model was pre-trained on ImageNet dataset [4] and fine-tuned on the two clinical dataset.
The experimental results and parameters of each model are reported in Table 1. On the INbreast
dataset [34], our EG-ViT model uses a relatively small number of parameters. Our model outperforms
all the baselines in terms of F1 scores. We also compare with two baseline ViT models, ViT-S and
ViT-B. Among them, ViT-S use 384 as hidden size and 12 encoder layers, ViT-B use 768 as hidden
size and 12 encoder layers. It is observed that the performance of the two baseline ViT models is
inferior to that of ResNets. This is because ViT has a more complex model architecture as well as a
larger function space than ResNet and lacks some inductive biases that only CNNs have, making it
difficult to pre-train and fine-tune on a small dataset like INbreast [34]. However, with the guidance of
eye-gaze from the radiologist, the performance of ViT-based EG-ViT model is significantly improved,
which suggests that eye-gaze serves as a strong prior guidance to assist network training and reduces
the potential over-fitting problem caused by insufficient samples.

On the SIIM-ACR dataset [50], EG-ViT outperforms all the other methods in F1 measure, and ViT-B
has higher accuracy and AUC score than the rest of the models. However, ViT-B has a much larger
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Figure 4: (a) Harmful shortcut learning rectified by eye gaze guidance. (b) Useful feature learning
enhanced by eye gaze guidance. In each panel of (a) and (b), the first row is the source image, the
second row is the attention map of ViT obtained using Grad-CAM, and the third row is the attention
map of EG-ViT. Each column corresponds to the same example.

number of parameters and is more difficult to train, while EG-ViT is smaller and achieves essentially
the same level of accuracy as the larger model.

4.4 Evaluation of Shortcut Rectification

In this subsection, we evaluate the performance of EG-ViT model in rectifying the shortcut learning
both qualitatively and quantitatively. For better visualization of the comparison, we employ the
Grad-CAM module [45] to generate the network attention map. Grad-CAM uses gradient to calculate
the attention map of the model, which does not require any changes to the model structure and thus
can be easily deployed to the ViT model.



Table 2: Comparison with other eye-gaze-guided networks. Red and blue denote the best and the
second-best results, respectively.

INbreast [34] SIIM-ACR [50]
Acc. F1 AUC Acc. Fl1 AUC

ResNet-18+Gaze [53] 86.74 88.32 91.48 70.0 70.07 68.94
ResNet-50+Gaze [53] 90.36 90.95 93.06 70.83 69.22 70.58
ResNet-101+Gaze [53] 91.57 91.92 94.62 725 71.22 72.66
U-Net+Gaze [13] 86.07 85.36 92.98 81.10 80.33 68.84
EG-ViT (ours) 9277 92.81 94.16 85.60 84.87 74.10

Method

Table 3: Comparison of performance using different masks. Red and blue denote the best and the
second-best results, respectively.

INbreast [34] SIIM-ACR [50]
Acc. F1 AUC Acc. F1 AUC

ViT-S [5] (Baseline) 83.13 81.06 85.36 81.20 81.62 74.46
Gathered Grad-CAM Mask 83.13 84.08 90.36 82.00 76.54 57.71
Separated Grad-CAM Mask 83.13 84.13 89.65 82.40 79.74 64.18

Gathered Eye Gaze Mask  79.52 81.45 88.89 84.00 81.58 65.9
Separated Eye Gaze Mask 92.77 92.81 94.16 85.6 84.87 74.1

Method

Fig. 4 shows two ways of rectification by our EG-ViT model for qualitative comparison. In Fig. 4(a),
the source images are shown in the first row. The Grad-CAM maps from fine-tuned vanilla ViT model
and from EG-ViT are demonstrated in the second and third rows, respectively. It is observed that
without the expert’s domain knowledge, ViT model is likely to make classification decisions from the
areas that are related to regions, such as background edge, other than valid human tissues. However,
with the help of visual attention from radiologists, the EG-ViT model is guided to the meaningful
areas, such as the inner mammary region. Fig. 4(b) demonstrates the cases that EG-ViT model
guides and enhances the model’s attention to the radiologist’s ROI. The regions with mass are more
emphasized by EG-ViT compared with vanilla ViT, which makes the decision of the model more
interpretable. To measure the improvement of EG-ViT model quantitatively, we manually check the
Grad-CAM to examine if the harmful shortcuts exist in ViT and are rectified by EG-ViT in INbreast
dataset [34]. We find that EG-VIT has a significant improvement on 64% (264 cases) of all 410 cases
compared with ViT. Among them, 151 cases are significantly corrected and 113 are significantly
enhanced. Therefore, the radiologist’s attention plays a crucial role in shortcut rectification.

4.5 Comparison with Eye-Gazed based Classification Network

In this subsection, we compare our EG-ViT model with two recent studies that also utilized eye-gaze
for medical image classification tasks [53, 13] . In [53], ResNet [12] was used as the classification
backbone, with which visual attention from eye-gaze data was incorporated to enhance osteoarthritis
assessment on knee X-ray images. Karargyris et al. [13] used a U-Net structure to classify three
chest diseases. And the model also can output attention map to compare with human attention map.
We train these two methods for the disease classification task on INbreast [34] and SIIM-ACR [50],
respectively. As shown in Table 2, our proposed EG-ViT model outperforms the other methods
on both INbreast [34] and SIIM-ACR datasets [50] in terms of most metrics, except for AUC for
INbreast [34], on which our model yields the second-best performance. It can be seen that the aid of
eye-gaze heat map can improve the performance of ViT model on small datasets, even beyond the
CNN models.

4.6 Ablation Study

In this subsection, we discuss the effect of the eye gaze mask. As shown in Fig. 3, we conduct
comparative experiments on separated position mask and gathered position mask. The comparison of
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performance using these two types of masks is shown in Table 3. The first row of the table shows the
results of training with the ViT-S [5]. In the second and third rows, we use the Grad-CAM generated
by the network and compare the effect of gathered and separated position masks, and the fourth and
fifth rows show the comparison of the two masks generated by human attention heat-map. In our
experiments on both datasets, we find that the separated Grad-CAM mask is slightly better than the
gathered one, especially for eye gaze mask. This could be attributed to that separated regions have the
advantage of helping the model learn the relationship between features that are further apart in larger
images. Also, when a radiologist has strong prior knowledge in the region out of the mask, the eye
gaze mask will have a more scattered distribution, due to the flexibility of human attention itself and
the different reading patterns of experts. We also see that the result of gathered gaze position masks
is worse than Grad-CAM mask on the INbreast dataset [34]. This may be related to the radiologists’
individualized reading habits. Specifically, if the radiologists’ gaze points are spread out and the
saccade path is long, then the use of a gathered position mask will ignore the features at the other
locations where the radiologists focus on. We will continue to optimize the way that gaze mask is
generated when we collect more eye gaze data from radiologists in the future.

5 Conclusion

In this paper, we proposed a novel eye-gaze-guided vision transformer (EG-ViT) to infuse human
expert’s intelligence and domain knowledge into the training of deep neural networks. This EG-
ViT model is designed and implemented via the combination of eye-gaze guided mask generation
and mask-guided vision transformer. The experiments on the INbreast [34] and SIIM-ACR [50]
datasets demonstrated that radiologist’s visual attention can effectively guide the EG-ViT model to
concentrate on regions with potential pathology and achieve much better performance compared with
baselines. In particular, our EG-ViT model successfully rectifies the harmful shortcut learning and
significantly improves the model’s interpretability, generalizability, and performance. Overall, this
work contributes novel insights and a concrete new method for advancing current artificial intelligence
paradigms by infusing human intelligence. Our future works include extending and evaluating the
EG-ViT framework on other types of images, e.g., natural images, with eye-tracking data for few-shot
learning problems and various downstream tasks.
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