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For medical cone-beam computed tomography (CBCT) imaging, the native recep-

tor array of the flat-panel detector (FPD) is usually binned into a reduced matrix

size. By doing so, the signal readout speed can be increased by over 4-9 times at

the expense of sacrificing the spatial resolution by at least 50%-67%. Clearly, such

tradition poses a main bottleneck in generating high spatial resolution and high tem-

poral resolution CBCT images at the same time. In addition, the conventional FPD

is also difficult in generating dual-energy CBCT images. In this paper, we propose

an innovative super resolution dual-energy CBCT imaging method, named as suRi,

based on dual-layer FPD (DL-FPD) to overcome these aforementioned difficulties

at once. With suRi, specifically, an 1D or 2D sub-pixel (half pixel in this study)

shifted binning is applied to replace the conventionally aligned binning to double

the spatial sampling rate during the dual-energy data acquisition. As a result, the

suRi approach provides a new strategy to enable high signal readout speed and high

spatial resolution CBCT imaging with FPD. Moreover, a penalized likelihood mate-

rial decomposition algorithm is developed to directly reconstruct the high resolution

bases from the dual-energy CBCT projections containing spatial sub-pixel shifts. Ex-

periments based on the single-layer FPD and DL-FPD are performed with physical

phantoms and biological specimen to validate this newly developed suRi method.

The synthesized monochromatic CT imaging results demonstrate that suRi can sig-

nificantly improve the spatial image resolution by 46.15%. We believe the developed

suRi method would be capable to greatly enhance the imaging performance of the

DL-FPD based dual-energy CBCT systems in future.

Keywords: System modeling, dual-energy imaging, sub-pixel shift, CT image recon-

struction.
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I. INTRODUCTION

Over the past two decades, X-ray flat-panel detector (FPD) made from a single layer

of CsI:TI scintillator and amorphous silicon (α-Si) based thin film transistor (TFT) back-

plate has been widely used in medical imaging applications. Due to its small native pixel

dimension, e.g., 0.07-0.2 mm, FPD shows superior performance in detecting the ultra-fine

details of the anatomical structures such as the micro-calcification, bone marrow and contrast

enhanced blood vessels in two dimensional digital radiography (DR) imaging. For three and

four dimensional cone-beam computed tomography (CBCT) imaging, flat-panel detector

(FPD) is also irreplaceable in applications such as oral imaging1, image-guided radiation

therapy2 and interventional therapy3. Despite of these advancements, however, the dilemma

between the intrinsic pixel-size-defined high spatial resolution and the pixel-number-confined

slow data acquisition speed in FPD impedes its further developments in advanced CBCT

imaging tasks which require both high spatial and high temporal resolution simultaneously.

Take the PaxScan 4030CB FPD (Varex, USA) as an example, the native pixel dimension is

0.194 mm, and the full receptor array consists of 2048 × 1536 detector elements. With the

1× 1 binning mode (limiting resolution 2.58 lp/mm), this FPD can only acquire 7.5 frames

per second (fps) at most4,5, and at least 40 seconds are needed to complete a CBCT scan.

The excessive CBCT scanning time would cause the motion artifacts and the loss of temporal

variations of the contrast agent. Therefore, the FPD is usually worked at 2×2 binning mode

(0.388 mm effective pixel dimension, corresponding to a reduced limiting spatial resolution

of 1.29 lp/mm). By doing so, a quick signal readout speed of 30.0 fps can be achieved to

complete the CBCT data acquisition within 6-10 seconds. Compared to the 1 × 1 binning

mode, the 2 × 2 binning mode saves about 80% CBCT scan time, but at the expense of

losing 50% image spatial resolution4. Besides, the current FPD is also difficult in performing

dual-energy CBCT imaging to generate quantitative material-specific images for accurate

disease diagnoses6.

As a promising dual-energy CBCT imaging approach, the flat-panel detector made from

dual layers of CsI:TI scintillator and α-Si TFT back-plate (DL-FPD) can acquire the dual-

energy CBCT data simultaneously: the low-energy (LE) X-ray projection is acquired from

the top layer, and the high-energy (HE) X-ray projection is acquired from the bottom

layer. The two CsI:TI scintillator layers may have different thicknesses, and additional beam
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filtration made of 1.0 mm Copper may also be inserted between the two layers to further

separate the beam spectra. By far, several investigations based on the DL-FPD have been

reported. For example, Shi et al. and Ståhl et al. demonstrated the feasibility of performing

accurate dual-energy CBCT imaging based on the DL-FPD7,8. Wang et al. proposed a

model-based high resolution material decomposition method for the DL-FPD CBCT9. Even

though the DL-FPD helps realizing the dual-energy CBCT imaging, however, the conflict

between the high spatial resolution imaging and the high speed imaging in single-layer FPD

(SL-FPD) is still inherited. In other words, the DL-FPD encounters the same trade-off

between the spatial resolution and the temporal resolution as the SL-FPD.

To overcome this long-standing difficulty, we propose an innovative imaging method,

named as suRi, for DL-FPD to realize high temporal and spatial resolution CBCT imaging

at the same time. In particular, the conventionally aligned binning approach is altered into a

sub-pixel (half pixel in this study) shifted binning approach, see the illustrations in Fig. 1 for

more details. Depending on the imaging task, such half pixel shift could be one-dimensional

along the horizontal direction, or two-dimensional along the diagonal direction. Take the

simple one-dimensional half pixel shift as an example, the information recorded on the top

and bottom layers are spatially shifted by half-pixel. As shown in Fig. 1, the line integral

of the polychromatic X-ray beam that passes through a certain object position is sampled

by two different FPD pixel elements: the top one is shifted by half pixel with regard to the

bottom one. Consequently, the sub-pixel shift used by suRi doubles the spatial sampling

rate assuming parallel incident beam. Therefore, the proposed suRi approach not only

enables fast dual-energy CBCT imaging, but also enables super spatial resolution CBCT

imaging. With such redefined DL-FPD data acquisition scheme, we believe the dual-energy

CBCT imaging with high spatial resolution and high temporal resolution performance can

be achieved. To the best of our knowledge, no such investigations have been reported before.

The major contributions of this work are as follows: (1) The sub-pixel shift dual-energy

CBCT data acquisition scheme is proposed for DL-FPD for the first time. This method

perfectly fits with the stacked structure of the DL-FPD to increase the spatial sampling rate

while shortening the signal readout time by introducing additional “geometric mismatch”

between the two detector layers. (2) A high performance one-step material decomposition

algorithm is developed for the proposed novel DL-FPD based sub-pixel shift dual-energy

CBCT imaging. The transmitted X-ray intensity of the sub-ray in each sub-pixel together
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with the CBCT imaging geometry, the data noise statistics and the beam spectra are utilized

to build a more accurate forward imaging model, and the penalized likelihood function is

optimized to generate the basis images with high spatial resolution.

The rest of this paper is organized below: Section II introduces some related works. Sec-

tion III presents the mathematical model of the sub-pixel shift data acquisition method for

DL-FPD, the penalized likelihood material decomposition method, the experimental setup,

the implementation details and evaluation metrics. Section IV presents the experimental

results of different objects. Section V provides the discussions and a brief conclusion.

II. RELATED WORK

A. Super resolution CT imaging method

There are two main strategies to realize super spatial resolution imaging in medical CBCT

applications. First, the flying focal spot (FFS) technique10,11 used by some advanced X-ray

tube doubles the spatial sampling density in the horizontal and vertical directions, and

thus can significantly reduce the in-plane and the out-of-plane aliasing artifacts. Since the

detector matrix size is fixed, the FFS technique usually augments the total data size and

adds burdens to the detector read-out speed. Second, the sub-pixel shifting technique in

the detector end, which has been proposed for optical imaging for a long time12, and can

also be utilized to greatly improve the spatial resolution of CT images. For example, Yan

et al. proposed to shift the single-layer detector array and make multiple scans to jointly

reconstruct the high spatial resolution CT image13. Li et al. suggested to move the rotation

stage in a fixed trajectory during the data acquisition to obtain multiple projection images

with sub-pixel displacements14. Szczykutowicz et al. developed a spectral-spatial encoding

method that acquires multiple measurements at different beam energies and different spa-

tial positions to decompose the line integrals into two unique bases15. However, one major

limitation of these studies is the prolonged data acquisition period due to the repeated mea-

surements. In this work, the proposed suRi method can efficiently overcome such limitation

by incorporating the sub-pixel shifts into the DL-FPD.
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B. Material decomposition algorithm

The dual-energy CT material decomposition methods can be mainly divided into three

categories. The first one is known as the projection-domain material decomposition

method16,17, which discriminates the material-specific density integrals from paired dual-

energy projections. This kind of method is difficult to be implemented straightforwardly in

this study due to the spatial mismatch between the dual-energy projections. The second

one is the image-domain decomposition method18–20, in which the CT images reconstructed

using the filtered back-projection (FBP) or iterative algorithm are decomposed into different

bases. Despite that the spatial mismatch of projections can be compensated after recon-

struction, however, the image-domain method is not able to generate CT bases with the

desired high spatial resolution. The third approach is the so called direct (one-step) material

decomposition method21–23, which generates the material-specific CT maps directly from the

dual-energy projections by using a certain imaging model. Since the the imaging geometry

(e.g., the sub-pixel shifts), the noise fluctuation and the beam spectra can be incorporated

into the formulated imaging model, therefore, the direct material decomposition method

is selected in this study to reconstruct high spatial resolution CT bases directly from the

acquired sub-pixel shifted dual-energy projections.

III. METHOD

A. Imaging model in suRi

To better explain the proposed suRi data acquisition method, we need to define several

coordinate systems on the detector planes, see Fig. 2. First, the coordinates of the unbinned

detector elements are denoted by (u, v), and they are assumed to be spatially fixed for all

of the K (K ≥ 2) detector layers, see Fig. 2(a). Second, the coordinates of the Bu × Bv

binned detector elements are denoted by (U, V ), see Fig. 2(b). As a consequence, the beam

intensity recorded by the binned detector element (U, V ) in the kth detector layer, denoted

as ŷkU,V , can be expressed as a summation of the responses ŷ′k
u,v that are acquired from the

unbinned detector elements, namely,

ŷkU,V =
∑

u,v∈N k
U,V

ŷ
′k
u,v, (3.1)
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FIG. 1. Illustration of the proposed suRi method in this study. (a) The overall imaging setup of

the DL-FPD based DECT system. In DL-FPD, the top layer and bottom layer record the low-

energy and high-energy X-ray photons, respectively. (b) The conventionally used data acquisition

scheme, denoted as aligned binning, in which the signal of four neighboring pixels at the same

spatial locations of the top and bottom detector layers are summed up. (c) The proposed suRi

data acquisition scheme, in which the binned pixels in the top layer and bottom layer use are

shifted diagonally by half pixel size. As clearly seen from the difference image, inconsistent spatial

information are recorded in the top layer and bottom layer, separately. Due to this reason, the

proposed suRi method can be used to restore the high spatial resolution information and thus

achieve high spatial resolution DECT imaging. Note that 2 × 2 binning is assumed in (b) and (c)

to demonstrate the aligned binning and sub-pixel shift binning modes.

where N k
U,V represents the neighboring Bu×Bv detector elements that belong to the binned

detector element (U, V ) on the kth detector layer.

To determine N k
U,V , we assume that the binned detector element (U, V ) is spatially dis-

placed between two adjacent detector layers:

u
(k+1)
i (U, V )− u(k)

u (U, V ) = ∆k
u × δdel, (3.2)

u(k+1)
v (U, V )− u(k)

v (U, V ) = ∆k
v × δdel, (3.3)
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FIG. 2. The discrete coordinates for (a) the high resolution unbinned projection data ŷ′k
u,v, and (b)

the low resolution binned projection data ŷkU,V . The binning mode Bu ×Bv is applied to generate

ŷkU,V from ŷ
′k
u,v. Quantitatively, Nu = Bu ×NU , Nv = Bv ×NV .

where u(k)
u (U, V ) and u(k)

v (U, V ) are the vertical and horizontal physical locations of the

binned detector element (U, V ) in the kth layer, δdel denotes the physical dimension of one

native detector element, ∆k
u and ∆k

v denote the relative displacements along the vertical and

horizontal directions, respectively. Without loss of generality, herein we assume ∆k
u ≥ 0 and

∆k
v ≥ 0. It is easy to derive that the coordinates of the neighboring pixels in N k

U,V satisfies:

(U − 1)×Bu + 1 +
k∑

κ=1
∆κ
u ≤ u ≤ U ×Bu +

k∑
κ=1

∆κ
u (3.4)

(V − 1)×Bv + 1 +
k∑

κ=1
∆κ
v ≤ v ≤ V ×Bv +

k∑
κ=1

∆κ
v (3.5)

The above two relationships define the spatial correspondence between the native pixel (u, v)

and the corresponding binned element (U, V ). In particular, if ∆k
u = ∆k

v = 0, the equality

N 1
U,V = ... = NK

U,V holds for the K number of detector layers. Under such circumstance,

the imaging model provided in (3.1) corresponds to the aligned binning data acquisition, as

schemed in Fig. 1(b). However, if the displacements satisfies 0 < ∆k≥2
u < Bu or 0 < ∆k≥2

v <

Bv (herein, we assume ∆k=1
u = ∆k=1

v = 0, meaning the element binning on the first detector

layer is not displaced.), then N k
U,V varies from N k+1

U,V , indicating that some detector elements

are overlapped, as schemed in Fig. 1(c). Mathematically, the indices of u, v ∈ N k
u,v ∩ N k+1

U,V ,

are found to be:

(U − 1)×Bu + 1 +
k+1∑
κ=1

∆κ
u ≤ u ≤ U ×Bu +

k∑
κ=1

∆κ
u (3.6)

(V − 1)×Bv + 1 +
k+1∑
κ=1

∆κ
v ≤ v ≤ V ×Bv +

k∑
κ=1

∆κ
v (3.7)
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The transition from the unbinned projection Ŷ ′k ∈ RNuNv of the kth detector layer,

Ŷ ′k = [ŷ′k
1,1, ŷ

′k
2,1, ..., ŷ

′k
1,2, ŷ

′k
2,2, ..., ŷ

′k
u,v, ...ŷ

′k
Nu−1,Nv

, ŷ
′k
Nu,Nv

]T (3.8)

to the binned projection Ŷ k ∈ RNUNV

Ŷ
k = [ŷk1,1, ŷk2,1, ..., ŷk1,2, ŷk2,2, ..., ŷkU,V , ...ŷkNU−1,NV

, ŷkNU ,NV
]T (3.9)

can be derived based upon (3.1):

Ŷ
k = DkŶ

′k
, (3.10)

where Dk ∈ RNUNV ×NuNv denotes the displaced binning matrix and is composed by 0 and

1.

A simple example is discussed below to demonstrate that the unbinned projection Ŷ ′k ∈

RNuNv may be recovered from the binned projection Ŷ k ∈ RNUNV . We assume a linear

dual-layer (K=2) detector array with 8 native elements (Nu = 1, Nv = 8) in each layer, and

the 1×2 binning (Bu = 1, Bv = 2) is applied. Thus, the binned detector matrix has a size of

1× 4 (NU = 1, NV = 4) for each detector layer. To avoid the illness of the matrix inversion

in (3.10), the displacement of binned detector element is set to ∆k
u = 0 and ∆k

v = 1. Hence,

the displacement matrix Dk in each detector layer is written as:

D1 =



1 1 0 0 0 0 0 0

0 0 1 1 0 0 0 0

0 0 0 0 1 1 0 0

0 0 0 0 0 0 1 1


, (3.11)

D2 =



0 1 1 0 0 0 0 0

0 0 0 1 1 0 0 0

0 0 0 0 0 1 1 0

0 0 0 0 0 0 0 1


. (3.12)

Ignoring the difference of X-ray beam spectra recorded by the two detector layers, i.e.,

Ŷ
′1 = Ŷ

′2 = Ŷ
′

for the monochromatic X-ray beam, consequently, we obtain:Ŷ 1

Ŷ
2

 =

D1

D2

× Ŷ ′

. (3.13)
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With a standard matrix inversion, the unbinned Ŷ
′

corresponding to the high resolution

projection can be readily obtained from the two binned projections Ŷ = [Ŷ 1
, Ŷ

2]T :

Ŷ
′

= D−1Ŷ (3.14)

With the sub-pixel shift technique, the spatial resolution of the projection image obtained

from the DL-FPD or ML-FPD can be potentially improved by a factor of K (along the u

or v direction). Table I provides more examples using the dual-layer and tripe-layer FPD.

Additionally, the potential acceleration rate of signal readout speed is also estimated. Be

aware that only the 1D horizontal sub-pixel shifts are considered.

TABLE I. Detector settings in suRi with 1D horizontal sub-pixel shift. The physical shift and

resolution are listed along the u and v directions. The potential acceleration rate of signal readout

speed is compared with the 1× 1 binning mode.

Detector Binning Physical shift Resolution Acceleration

Dual-layer

1×2 [0, δdel] [δdel, δdel] 2

1×4 [0, 2δdel] [δdel, 2δdel] 4

1×6 [0, 3δdel] [δdel, 3δdel] 6

Triple-layer

1×3 [0, δdel] [δdel, δdel] 3

1×6 [0, 2δdel] [δdel, 2δdel] 6

1×9 [0, 3δdel] [δdel, 3δdel] 9

In reality, it is difficult to solve Eq. (3.10) due to the different beam spectra recorded by

the individual detector layer in DL-FPD. Nevertheless, it is still possible to improve the CT

image spatial resolution via suRi since the needed high spatial resolution information have

already been encoded in the acquired projections. To reconstruct such CT images with high

spatial resolution, the iterative CT reconstruction algorithm has to be employed.

B. Penalized likelihood material decomposition

In CT imaging, the expected intensity of the ith ray registered by a binned detector

pixel is treated as a sum of those obtained from several discrete sub-rays r (corresponding

to different sub-pixels). The linear attenuation coefficient of a compound material can
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be regarded as the weighted combination of different basis materials. Thus (3.1) can be

rewritten as:

ŷki (ρ) =
∑
r∈N k

i

E∑
e=1

Skrie exp
− M∑

m=1
fme

J∑
j=1

akrij ρ
m
j

 . (3.15)

where Skrie denotes the spectral intensity at energy e for the rth sub-ray of ray i, fme denotes

the mass attenuation coefficient of materialm at energy e, akrij denotes the intersection length

of the rth sub-ray of ray i with the jth voxel, ρmj denotes the density value of material m

at voxel j, ρ = (ρ1
1, ..., ρ

1
J ; ...; ρm1 , ..., ρmJ ; ...; ρM1 , ..., ρMJ )T is a matrix of the density values.

Assuming that the projection measurements follow Poisson distributions, we can obtain the

negative log-likelihood function to solve for the unknown material basis maps:

− L(ρ) = −log (P(y|ŷ)) =
K∑
k=1

I∑
i=1

ŷki − yki lnŷki . (3.16)

where yki denotes the measurement of the ith ray from layer k. To suppress the image noise,

a regularization term R(ρ) is added, resulting in the following penalized likelihood objective

function:

Φ(ρ) = −L(ρ) +R(ρ). (3.17)

Herein, the edge-preserving Huber regularization is utilized:

R(ρ) =
M∑
m=1

J∑
j=1

∑
j′∈Vj

λmψ(ρmj − ρmj′ ), (3.18)

with

ψ(∆) =


∆2

2 if |∆| ≤ γ

γ|∆| − γ2

2 if |∆| > γ
, (3.19)

in which λm is a factor that balances the regularization weight between different basis ma-

terials, Vj is a neighborhood of the voxel j, γ is a tuning parameter that decides whether

the regions use quadratic regularization (when the neighborhood difference is smaller than

γ) or linear regularization (when the neighborhood difference is larger than γ).

Since the objective function in (3.17) is difficult to minimize directly, therefore, the opti-

mization transfer principles24,25 is used to optimize a surrogate function, which is much more

easier and efficient to minimize. The derivations of the surrogate functions are based on26

and27. In addition, an extra surrogate function that extracts the sub-ray related summation

outside the negative log-likelihood objective function is introduced as well. To simplify the
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derivation, we define

hki (ŷki ) = ŷki − yki lnŷki , ŷki =
∑
r∈N k

i

ŷ
′kr
i ,

lkrmie (ρm) = fme

J∑
j=1

akrij ρ
m
j , lkrie (ρ) =

M∑
m=1

lkrmie ,

tkrie (ρ) = exp
(
−lkrie

)
,

θ
kr,(n)
i = ŷ

k,(n)
i

ŷ
′kr,(n)
i

, β
kr,(n)
ie = ŷ

′kr,(n)
i

t
kr,(n)
ie

. (3.20)

Since it holds that: ∑
r∈N k

i

1
θ
kr,(n)
i

= 1,
E∑
e=1

Skrie

β
kr,(n)
ie

= 1, (3.21)

according to the Jensen’s inequality28, the integrals over the sub-ray r and spectrum k can

be moved out of the negative log-likelihood function successively. As a consequence, two

surrogate functions Q1(ρ;ρ(n)) and Q2(ρ;ρ(n)) can be obtained immediately:

−L(ρ) =
K∑
k=1

I∑
i=1

hki

 ∑
r∈N k

i

ŷ
′kr
i


≤

K∑
k=1

∑I
i=1

1
θ
kr,(n)
i

∑
r∈N k

i

hkri
(
ŷ

′kr
i θ

kr,(n)
i

)
≡ Q1(ρ;ρ(n)), (3.22)

and

Q1 (ρ;ρ(n)) =
K∑
k=1

I∑
i=1

1
θ
kr,(n)
i

∑
r∈N k

i

hkri

(
E∑
e=1

Skrie t
kr
ie θ

kr,(n)
i

)

≤
K∑
k=1

I∑
i=1

∑
r∈N k

i

E∑
e=1

Skrie

θ
kr,(n)
i β

kr,(n)
ie

hkrie
(
tkrie β

kr,(n)
ie θ

kr,(n)
i

)
≡ Q2(ρ;ρ(n)). (3.23)

Subsequently, Q2(ρ;ρ(n)) is approximated into a quadratic surrogate function in terms of

the attenuation line integral lkrmie . With the definition of gkrie (lkrmie ) ≡ hkrie
(
tkrie β

kr,(n)
ie θ

kr,(n)
i

)
,

gkrie can be expanded into a Taylor series about the line integral lkrmie up to the second order:

gkrie (lkrmie ) ≈ qkrie (lkrmie ; lkrm,(n)
ie ) = gkrie (lkrm,(n)

ie )

+
M∑
m=1

∂gkrie
∂lkrmie

∣∣∣∣∣
lkrm
ie =lkrm,(n)

ie

(lkrmie − lkrm,(n)
ie )

+ 1
2

M∑
c,d=1

T
krcd,(n)
ie (lkrcie − l

krc,(n)
ie )(lkrdie − l

krd,(n)
ie ), (3.24)
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where lkrm,(n)
ie = lkrmie (ρm,(n)). Since it is difficult to choose a curvature T krcd,(n)

ie to fulfill

all the conditions in the optimization transfer principles, therefore, the second derivative of

gkrie (lkrmie ) is applied to replace the curvature by relaxing the monotonicity according to27,29.

Combining (3.23) and (3.24), the third surrogate function Q3(ρ;ρ(n)) is obtained:

Q3(ρ;ρ(n)) =
K∑
k=1

I∑
i=1

∑
r∈N k

i

E∑
e=1

Skrie

θ
kr,(n)
i β

kr,(n)
ie

qkrie (lkrmie ; lkrm,(n)
ie ). (3.25)

Next, the line integral lkrmie is made separable over discrete density voxels ρmj . According

to26, the surrogate function Q4(ρ;ρ(n)) can be obtained:

Q4(ρ;ρ(n)) =
K∑
k=1

I∑
i=1

∑
r∈N k

i

E∑
e=1

J∑
j=1

ωkrij S
kr
ie

θ
kr,(n)
i β

kr,(n)
ie

qkrie
(
ξkrmije (ρmj ; ρm,(n)

j )
)
, (3.26)

where

ωkrij =
akrij∑J
j a

kr
ij

,

ξkrmije (ρmj ; ρm,(n)
j ) =

akrij f
m

ωkrij

(
ρmj − ρ

m,(n)
j

)
+ l

krm,(n)
ie . (3.27)

A separable surrogate function for the regularization term can be derived29 as follows:

R(ρ;ρ(n)) = 1
2

M∑
m=1

J∑
j=1

∑
j′∈Vj

λm
[
ψ(2ρmj − ρ

m,(n)
j − ρm,(n)

j′ )

+ ψ(2ρmj′ − ρm,(n)
j − ρm,(n)

j′ )
]
. (3.28)

With the above separable surrogate functions for both −L(ρ) and R(ρ) in (3.17), the final

surrogate objective function becomes Q4(ρ;ρ(n)) +R(ρ;ρ(n)). We use the Newton-Raphson

method to iteratively minimize the objective function:

ρ(n+1) = ρ(n) − (H(n)
Q4 +H

(n)
R )−1 · (∇Q4 +∇R)|ρ=ρ(n) , (3.29)

where H(n)
Q4 and H

(n)
R denote the Hessian matrices of Q4(ρ;ρ(n)) and R(ρ;ρ(n)) at point

ρ = ρ(n), ∇Q4 and ∇R denote the gradient vectors. Detailed expressions can be found in

the Appendix. To this end, the penalized likelihood objective function defined in (3.17) can

be minimized and optimized readily. To reduce the computation burden in each iteration

and to accelerate the convergence speed, the ordered subset optimization29 and Nesterov’s

momentum technique26 are applied.
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C. Experiments

Two experiments were performed on our in-house CBCT imaging benchtop. The X-

ray source is a rotating-anode diagnostic grade X-ray tube (Varex G-242, Varex Imaging

Corporation, UT, USA). In the first experiment, a SL-FPD (Varex 4343CB, Varex Imaging

Corporation, UT, USA) with native pixel dimension of 0.139 mm × 0.139 mm and matrix

dimension of 3072×3072 was used. It was 3×3 binned during the rotation-by-rotation dual-

energy scans with 75 kVp (1.5 mm aluminium(Al) plus 0.2 mm Cu filtration) and 125 kVp

(1.5 mm Al plus 1.2 mm Cu filtration) beam settings. The source to detector distance

(SDD) was 1560.6 mm, and the source to rotation center distance (SOD) was 1156.3 mm.

Projections were collected from one full 360◦ rotation with an angular interval of 0.8◦. In

this experiment, a pig leg sample and the Catphan-700 phantom (CTP714 high resolution

module) were scanned.

Dual-layer 
flat-panel detector

X-ray source

Rotation stage

Phantom

FIG. 3. The experimental dual-energy CBCT imaging benchtop with a dual-layer FPD.

The second experiment was performed with a DL-FPD prototype (CareView 560RF-DE,

CareRay Digital Medical Technology Co., Ltd., China), as shown in Fig 3. This detector has

1536×1536 pixels with native pixel dimension of 0.154 mm × 0.154 mm. The 2×2 detector

binning mode was used during the data acquisition. The source to rotation center distance

was 1475.0 mm, and the source to the top and bottom detector layers were 1612.8 mm

and 1619.4 mm, respectively. An additional 1.0 mm Copper filtration was inserted between

the top layer and the bottom layer to harden the X-ray beam. More detailed parameter
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settings are listed in Table II. The pig leg sample and an iodine phantom were scanned. For

the iodine phantom, four iodine inserts with varied concentrations (2.5 mg/cm3, 5 mg/cm3,

10 mg/cm3, 20 mg/cm3) were emerged in a cylinder water tank with diameter of 10 cm.

Be aware that this DL-FPD was not worked under the newly proposed suRi method with

sub-pixel shifting since such innovative data acquisition protocol is still under development

by the manufacturer.

TABLE II. Experimental data acquisition parameters.

Detector type SL-FPD DL-FPD

Tube voltage (kVp) 75; 125 125

Tube Current (mA) 8; 12.5 12.5

Beam filtration (mm)
75 kVp: 1.5 Al, 0.2 Cu

0.4 Cu
125 kVp: 1.5 Al, 1.2 Cu

Total views 450 450

SOD (mm) 1156.3 1475.0

SDD (mm) 1560.6
1612.8 (top)

1619.4 (bottom)

Image matrix
Pig leg: 512×512

384×384
Catphan: 660×660

Voxel size (mm)
Pig leg: 0.25×0.25

0.28×0.28
Catphan: 0.31×0.31

Detector array 3072×3072 1536×1536

Pixel dimension (mm) 0.139×0.139 0.154×0.154

Detector binning 3×3 2×2

Manual binning 1×2 1×2

Sub-pixel shift (mm) 0.417 0.308

CsI:TI thickness (mm) 0.75
0.26 (top)

0.55 (bottom)

For both experiments, the X-ray beam was collimated into a narrow width (<20 mm on

the detector surface) to minimize the Compton scatters. Moreover, additional 1× 2 binning

was implemented manually on the projections. To mimic the 1D sub-pixel shifting, the
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high-energy projection (bottom layer) is shifted by half binned pixel dimension relative to

the low-energy projection (top layer) along the horizontal direction. Unless specified, the

binning mode mentioned in the rest of the manuscript refers to the manual binning.

D. Comparison method and parameter selection

The conventional image domain decomposition (IDD) method was implemented for com-

parison. In brief, the dual-energy CT images were reconstructed with the FBP algorithm,

then the density maps of two basis materials were generated via pixel-wise matrix inversion

of the equation below:  f 1,LE f 2,LE

f 1,HE f 2,HE


 ρ1

ρ2

 =

 µLE

µHE

 , (3.30)

where fm,k (m = 1, 2; k = LE,HE) denotes the effective mass attenuation coefficient of

material b at spectrum k, which is estimated by:

fm,k =
∑E
e=1 S

k
e f

m,k
e∑E

e=1 S
k
e

. (3.31)

Moreover, the same material decomposition algorithm used for suRi was also implemented

on the aligned binning data. The obtained results are referred to as DD-align.

Some key parameters need to be determined for the proposed suRi algorithm, including

the number of sub-rays in N k
i , the size of neighboring pixels Vj in Huber regularization,

the tuning parameter γ, the regularization weight λm and the number of iterations Niter.

Empirically, we set the size of Vj equal to 3 × 3. Increasing the number of sub-rays would

result in more accurate imaging model, however, this would also cause intense computation

burden. To balance the trade-off, 8 sub-rays was selected. The regularization weight λm is

critical to the image spatial resolution: the basis images would become blurred if λm gets

too large, and they would become very noisy if λm gets too small. The specific values of

λm, γ and Niter are listed in Table III. Notice that the same parameters were used for the

DD-align and suRi methods.

E. Characterization of image spatial resolution

To characterize the spatial resolution, the modulation transfer function (MTF) was cal-

culated upon the reconstructed Catphan CT images. The method proposed by Droege et
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TABLE III. Iterative parameters used by suRi.

Parameters
SL-FPD CT DL-FPD CT

Pig leg Catphan Pig leg Iodine

λm [3, 3] [1, 1] [1, 1] [102,105]

γ [0.1, 0.1] [0.1, 0.1] [0.1, 0.1] [0.1, 0.001]

Niter 40 70 40 100

al.30,31 was used to determine the MTF from the line-pair patterns:

MTF(F) = π√
2M0

√√√√∑
n

Cn
V (nF)
n2 , n = 1, 3, 5, ...

with V (nF)= V ′(nF)− V0,

Cn =


−1 if p′ = 1 and n > 1

0 if p > p′

1 otherwise

, (3.32)

where F represents the spatial frequency (unit: lp/mm),M0 = |µ1−µ2| is the pixel intensity

difference between the largest bar and its adjacent background regions, V ′(nF) denotes the

variance measured within a region-of-interest (ROI) of the bar pattern with spatial frequency

nF , V0 denotes the variance of the CT image values within an uniform ROI, Cn depends

on the total number of prime factors p and the number of different prime factors p′ of the

number n. The spatial frequency F20% where the MTF decreases to 0.2 was calculated.

IV. RESULTS

A. Results obtained from SL-FPD

The decomposition results of the pig leg specimen are shown in Fig. 4. Images in the

first and second columns are reconstructed from the projections with aligned 1 × 1 binning

and sub-pixel shifted 1 × 2 binning using the IDD method, images in the third and fourth

columns are reconstructed from the projections with aligned 1 × 2 binning and sub-pixel

shifted 1 × 2 binning using the proposed material decomposition algorithm for suRi. As

seen, the water and bone basis images obtained from the IDD method contain higher im-

age noise than those obtained from the iterative image reconstruction method. Besides,
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FIG. 4. The decomposed dual-energy imaging results of the pig leg specimen data acquired from

the SL-FPD. Images in the first column are the reference with high spatial resolution. As seen,

the images in the fourth column also show very high spatial resolution as the reference images.

Images in the first and second rows are the decomposed water and bone density maps, respectively.

The display windows are [0.5, 1.5] g/cm3 and [1, 1.5] g/cm3. Images in the third and fourth rows

correspond to the monochromatic images synthesized from the generated basis material images.

The display window is [0, 0.45] cm−1. The display windows for the zoomed-in ROIs in the third

and fourth rows are [0.18, 0.42] cm−1 and [0.16, 0.30] cm−1, respectively. The scale bar denotes 20

mm.
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some streaking artifacts may appear in Fig 4(b) and (f), as highlighted by the red arrows.

These streaking artifacts are partially mitigated in the images reconstructed by the DD-align

method, and most of them are efficiently suppressed by the suRi method. By comparing the

monochromatic images in Fig 4(i) to (p), one can clearly observe that the proposed suRi

method is able to recover the fine bony structures (shown in the zoomed-in ROIs) from the

1 × 2 binned data to a similar level as those reconstructed from the 1 × 1 binned data.

Without the sub-pixel shifting, however, CT images of such high spatial resolution can not

be generated, see those blurry CT images obtained from the DD-align method with the

aligned 1 × 2 binning data.

The imaging results of the Catphan phantom are shown in Fig. 5. Similar to the pig

leg results, the suRi method is capable to generate basis images and monochromatic images

with higher spatial resolution than the IDD and DD-align method. The zoomed-in ROIs

with line pairs in Fig. 5(l) and (p) show similar visual performance compared to those in

(i) and (m). The MTF curve of the dual-energy FBP images and the synthesized 50 keV

monochromatic images are plotted in Fig. 6. Quantitatively, the image reconstructed from

the 1 × 2 binned data using the FBP method has the lowest MTF value. The penalized

likelihood algorithm helps to improve the image spatial resolution: the MTF values of the

DD-align and suRi method at frequency less than 0.6 lp/mm are similar, and both are higher

than the FBP method (1 × 2 binned data). In regard to the high spatial frequency region,

the suRi method outperforms the DD-align method due to the sub-pixel shift in the 1 × 2

binned projection data . The F20% of the FBP (1 × 1), FBP (1 × 2), DD-align and suRi

correspond to 1.13 lp/mm, 0.78 lp/mm, 0.98 lp/mm and 1.14 lp/mm, respectively. As a

results,the suRi method improves the spatial resolution by 46.15% compared with the FBP

reconstruction (1 × 2 binned) method, and 16.33% compared with the DD-align method.

B. Results obtained from DL-FPD

Figure 7 shows the dual-energy imaging results of the pig leg specimen obtained from

the DL-FPD. Images in the first and second columns are dual-energy CT images recon-

structed by the FBP algorithm. Images in the rest columns are monochromatic CT images

synthesized from the IDD, DD-align and suRi method. Since the CsI:TI scintillator in the

top and bottom layers have different thicknesses, slight spatial resolution difference in the
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FIG. 5. The dual-energy imaging results of the Catphan phantom acquired from the SL-FPD.

Images in the first column are the reference with high spatial resolution. As seen, the images in the

fourth column also show very high spatial resolution as the reference images. Images in the first

and second rows are the decomposed water and aluminum density maps, respectively. The display

windows are [0, 1.6] g/cm3 and [0, 1] g/cm3. Images in the third and fourth rows correspond to

the monochromatic images synthesized from the generated basis images. The display window is [0,

0.5] cm−1. The display windows for the zoomed-in ROIs in the third and last row are [0.20, 0.60]

cm−1 and [0.17, 0.39] cm−1, respectively. The scale bar denotes 30 mm.

FBP reconstructed low-energy and high-energy CT images are observed, see Fig. 7(a) - (d).

The synthesized monochromatic CT images from the IDD method look similar to the FBP

reconstructed LE and HE CT images. Specifically, the IDD reconstructed CT images from

1 × 2 binned projections show worse spatial resolution than the results obtained from the
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FIG. 6. The MTF curves of the FBP reconstructed low-energy CT images and the monochromatic

(50 keV) CT images synthesized from the DD-align and suRi method.
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FIG. 7. Imaging results of the pig leg data obtained from the DL-FPD. The FBP reconstructed

low-energy and high-energy CT images are shown on the left two columns, and the synthesized

monochromatic CT images using the IDD and suRi algorithms are shown on right four columns.

The display window is [0.15, 0.37] cm−1 for the low-energy CT images and the monochromatic 65

keV images, and is [0.15, 0.33] cm−1 for the high-energy CT images and the monochromatic 85

keV images. The scale bar denotes 20 mm.

1 × 1 binned projections. The DD-align method (1 × 2 binned data) slightly enhances

some of the fine bony structures, see the highlighted red circles, but it is still difficult to

recover the full image resolution. On the contrary, the proposed suRi method generates the

best CT images with the highest spatial resolution, which are visually comparable to ones
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reconstructed from the 1 × 1 binned projections by the FBP algorithm.
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FIG. 8. The dual-energy imaging results of the iodine phantom obtained from the DL-FPD. Images

in the first and second rows are the decomposed water and iodine density maps, respectively. The

display windows are [0, 1.2] g/cm3 and [0, 25] mg/cm3. Images in the third and fourth rows are the

synthesized monochromatic images from the generated basis material images. The display window

is [0, 0.3] cm−1. The insert with 20 mg/cm3 iodine is zoomed-in. The scale bar denotes 20 mm.

The imaging results of the iodine phantom are shown in Fig. 8. For all methods, the

iodine material can be well separated from water. Compared with the IDD algorithm, the

DD-align and suRi method could efficiently suppress the noise of the basis images. The mean

values and standard deviations (STDs) of the estimated iodine concentrations are plotted in

Fig. 9. It is found that the IDD method slightly underestimate the iodine densities, and the

decomposed results of the DD-align and suRi methods are more consistent with the ground
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truth. Quantitatively, the average relative errors of the four methods are -14.77%, -14.71%,

11.26% and 6.26%, respectively. The small decomposition error demonstrates the viability

of the proposed reconstruction algorithm for suRi in generating accurate dual-energy basis

images.

2.5 5 10 20

Ground truth  (mg/cm3)

2.5

5

10

20

M
e
a
s
u
re

m
e
n
ts

 (
m

g
/c

m
3
)

IDD (1 1)

IDD (1 2)

DD-align (1 2)

suRi (1 2)

FIG. 9. The mean values and standard deviations of the iodine concentrations (2.5 - 20 mg/cm3)

measured by the IDD, DD-align and suRi method.

V. DISCUSSIONS AND CONCLUSION

In this paper, a sub-pixel shifting technique, which is referred to as suRi, is firstly proposed

for the DL-FPD based dual-energy CBCT to generate high spatial resolution and potentially

high temporal resolution material-specific basis images. In suRi, the low-energy and high-

energy projection data acquired from the top and the bottom detector layers contain varied

spatial information. A dedicated penalized likelihood algorithm is developed to reconstruct

high spatial resolution basis images directly from these projections containing sub-pixel

shifts. Physical experiments from a SL-FPD and a DL-FPD were conducted to evaluate

the performance of suRi. Results demonstrate that the proposed suRi method is capable

to generate dual-energy CBCT images with high spatial resolution. Compared with the

conventional FBP reconstruction (1 × 2 binning), the suRi method with sub-pixel shifted

binning technique could improve the spatial resolution by 46.15% (at 20% MTF).

The small gap (approximately 6.6 mm) between the top and bottom layers in the DL-FPD

would cause intrinsic geometrical mismatches to the acquired dual-energy CBCT projections.

Such geometrical mismatches correspond to the minor pixel shifts when X-rays are incident
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with large cone angles, see the illustration in Figure 10(a). As shown in Figure 10(b) and

(c), such relative pixel shifts are proportional to the layer gap, but inversely proportional

to the binned pixel size. As a result, the proposed suRi method would generate the highest

spatial resolution improvement only in the following cases: (1) Small object size, in which

the field-of-view (FOV) is mostly captured by the centeral area of the detector. (2) Small

gap distance between layers. It is observed from Fig 10(b) that the intrinsic pixel shift

can be reduced by a factor of 3.3 if the gap distance is decreased from 6.6 mm down to 2

mm32. (3) Large pixel binning size. As shown in Fig 10(c), this would result in reduced

intrinsic pixel shift. Consequently, the suRi method would become especially useful when

high acquisition speed is required.

𝑤𝑔𝑎𝑝

𝛿𝑑𝑒𝑙 × 𝐵𝑏𝑖𝑛𝑧

𝜃

𝑠 =
𝑤𝑔𝑎𝑝 × tan(𝜃)

𝛿𝑑𝑒𝑙 × 𝐵𝑏𝑖𝑛
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FIG. 10. (a) Illustration of the intrinsic pixel shift in dual-layer detector due to the oblique incident

X-ray beam. The intrinsic pixel shift between two layers with varied (b) gap distance wgap and

(c) pixel binning size Bbin. Notice that the DL-FPD used in this study has wgap = 6.6 mm and

Bbin = 4 (combination of both the detector binning and manual binning).

The present work has several limitations. First, only small sized objects with 10 cm diam-

eter were imaged by our DL-FPD to demonstrate the super resolution imaging feasibility of

the proposed suRi method. This corresponds to small FOV and thus negligible intrinsic pixel

shifts. Second, only the half-pixel shift along the horizontal direction is manipulated, and

the two-dimensional half-pixel shifts along both the horizontal and vertical directions have

not investigated yet. It would be studied as one of the future works. Third, the low-energy

and high-energy CT images acquired with the DL-FPD have inconsistent spatial resolutions

due to the varied thickness of the scintillator in each layer. This may lead to degraded image

quality of the decomposed basis materials. To overcome this problem, model-based recon-

struction algorithm that considers the projection data blur9, or novel DL-FPD structures
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with equal scintillator thickness32 could be investigated. Fourth, the proposed one-step ma-

terial decomposition algorithm is sensitive to the value of the regularization weight λm of the

basis materials. For example, the water basis image may get blurred when λm of the bone

basis decreases, even if λm of the water basis keeps unchanged. Careful selections of the reg-

ularization weights and development of a new cross-material regularizer33,34 may be viable

solutions. Fifth, we assumed the Poisson distribution of the measured data in the likelihood

model. Although this is a good approximation35, the projection data may not faithfully

follow the Poisson statistics because of the energy weighted signal integration in the FPD.

Thus, a more realistic statistical model needs be designed in future to further improve the

accuracy of the decomposed dual-energy CT images. Last, the potential advancements of

suRi in increasing the temporal resolution for CBCT imaging is not investigated in this

study. We believe this should be a very interesting topic and may bring changes to the

current four-dimensional (4D) CBCT imaging applications such as the 4D neurovascular or

cardiac imaging.

In future, we believe the proposed suRi method in this work would bring many new

opportunities to innovate the current CBCT imaging systems. First, detector binning sizes

that are larger than 1× 2 (e.g., 6× 6 or 8× 8) could be utilized in DL-FPD to achieve even

faster signal readout speed while obtaining CT images with moderate spatial resolution.

If the signal readout speed is doubled, the entire CBCT scan time could be reduced by

50% assuming the same total number of projections, or alternatively, the total number of

projections could be doubled (i.e., much finer angular sampling interval) when the entire

CBCT scan time is fixed. For the former case, the temporal resolution would be greatly

improved36; for the latter case, the CBCT image quality would be significantly enhanced due

to the mitigation of streaking artifacts induced by the insufficient angular sampling rate37.

Second, the suRi method can also be applied on the multi-layer FPD (ML-FPD), e.g.,

triple-layer FPD38, based spectral CBCT imaging system. To do that, more complex sub-

pixel shifting strategy needs to be investigated and designed, as well as the reconstruction

algorithm to obtain multiple sets of high resolution spatial-spectral (-temporal) CT images.

Third, the suRi method is inherently compatible with the 1×1 pixel binning mode in either

SL-FPD or ML-FPD. For this special scenario, sub-pixel shifts among these layers have to

be physically determined before laterally moving the SL-FPD13 or assembling the DL/ML-

FPD hardwares. Fourth, the deep learning techniques, especially the convolution neural
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networks (CNN), can be investigated to learn the high resolution LE and HE projections

in the sinogram domain39, or to reconstruct the high resolution basis material CT images

directly from the sub-pixel shifted projections40. The utilization of CNN could significantly

reduce the image reconstruction time compared with the iterative algorithms, and thus

make the suRi method more viable in practice. Fifth, the flying focal spot technique can

be combined with the suRi mehtod to further improve the spatial (temporal) resolution

of the reconstructed CT images. Finally, the proposed suRi method would also benefit

the DL/ML-FPDs made from the latest IGZO (indium gallium zinc oxide) based X-ray

receptors.

In conclusion, a super resolution dual-energy CBCT imaging method, suRi, is developed

based on the DL-FPD. It is capable to overcome the long running difficulty of achieving

high spatial resolution and high signal readout speed at the same time in CBCT imaging.

By using of the penalized likelihood material decomposition algorithm, experimental results

demonstrate that high spatial resolution basis images can be directly reconstructed from the

dual-energy projections containing sub-pixel shifts. As a result, we believe this developed

suRi method would greatly enhance the medical imaging performance of the DL-FPD (or

ML-FPD) based dual-energy (spectral) CBCT systems in future.

APPENDIX

The gradient of Q4(ρ;ρ(n)) is
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The second derivative of the Hessian matrix of Q4(ρ;ρ(n)) is
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By substituting the curvature T kr,(n)
ie with the second derivative ∂2gkrie (lkrmie )/∂lkrcie ∂l

krd
ie =

ŷ
k,(n)
i , and combining the definition of θkr,(n)

i and βkr,(n)
ie in (3.20), we have:

∂2Q4(ρ;ρ(n))
∂ρcj∂ρ

d
j

∣∣∣∣∣
ρ=ρ(n)

=
K∑
k=1

∑
r∈N k

i

I∑
i=1

akrij

(
J∑
i=1

akrij

)
×
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e exp

− M∑
m=1
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J∑
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akrij ρ
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j

 . (A.3)

The gradient of the surrogate function of the regularization term is

∂R(ρ;ρ(n))
∂ρmj

∣∣∣∣∣
ρ=ρ(n)

=
J∑
j

∑
j′∈Vj

λmψ′(ρm,(n)
j − ρm,(n)

j′ ), (A.4)

with

ψ′(∆) =

 ∆ if |∆| ≤ γ

|γ| if |∆| > γ
. (A.5)

The second derivative of the Hessian matrix of R(ρ;ρ(n)) is denoted as:

∂2R(ρ;ρ(n))
∂ρcj∂ρ

d
j

∣∣∣∣∣
ρ=ρ(n)

=


∑J
j

∑
j′∈Vj

2λmψ′′(ρc,(n)
j − ρd,(n)

j′ )

if c = d

0 if c 6= d

(A.6)

with

ψ′′(∆) =

 1 if |∆| ≤ γ

0 if |∆| > γ
. (A.7)
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