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A B ST R A C T

Recognizing Human Emotional State from Audiovisual 
signals

© Yongjin Wang 2005

Master of Applied Science 
Department of Electrical and Computer Engineering 

Ryerson University

In tills work, we investigate recognition of human emotional state from audiovisual 
signals. We extract prosodic, Mel-frequency Cepstral Coefficient (MFCC), and for
mant frequency features to represent the audio characteristic of the emotional speech. 
A face detection scheme based on HSV color model is used to detect the face from the 
background. The facial expressions are represented by Gabor wavelet features. We 
perform feature selection by using stepwise method based on Mahalanobis distance. 
The selected features are used to classify the emotional data into their corresponding 
classes. Different classification algorithms including Gaussian Mixture Model (GMM), 
K-nearest Neighbors (K-NN), Neural Network (NN), and Fisher’s Linear Discrimi
nant Analysis (FLDA) are compared in this study. An adaptive multi-classifier scheme 
involving the analysis of individual class and combinations of different classes is pro
posed. Our recognition system is tested over a language independent database. The 
proposed FLDA-based multi-classifier scheme achieves the best overall and individual 
class recognition accuracy.
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Chapter 1 

Introduction

1.1 General background

As  computers have become an integral part of our lives, the need has arisen 

for a more natural communication interface between humans and machines. 

To accomplish this goal, a computer would have to be able to perceive its present 

situation and respond differently depending on that perception. To make human 

computer interaction (HCI) more natural and friendly, it would be beneficial to give 

computers the ability to recognize situations the same way a human does.

HCI has been critical research area in the multimedia community. It plays critical 

role in areas such as media indexing and retrieval, media manipulation, design of bio

computers, security and surveillance, and learning of special needs. Components of 

HCI include face recognition, speech recognition, emotion recognition, gesture recog

nition, body modeling and movement recognition. A complete HCI system integrates 

all the aspects of these components.

The main characteristics of human communication are the multiplicity and mul

timodality of communication channels. Examples of human communication channels 

are auditory channels which carry speech and vocal intonation, and visual channels 

which carry facial expressions and gestures. A modality is a sense that is used to per

ceive signals. Examples of modalities include the senses of sight, hearing, and touch. 

In real life face-to-face communication, many different channels and modalities are 

activated, and thus the communication is very fiexible and robust. This is also how an



intelligent HCI system should be developed for facilitating robust, natural, efficient, 

and effective human machine interaction.

In the field of HCI, speech and facial expression are primaries to the objectives of 

an emotion recognition system. They are considered to be the two major indicators 

of human affective state, and thus play very important roles in emotion recognition. 

In this work, we explore methods by which a computer can recognize human emotion 

from audiovisual information. Such methods can contribute to human computer com

munication and to applications such as learning environment,entertainment, customer 

service, and educational software [1].

Emotions have been the study of intense interest in both Eastern and Western 

philosophy since before the time of Lao-Tzu (sixth century B.C.) in the east and of 

Socrates (470-399 B.C.) in the west, and the most contemporary thinking about emo

tions in psychology can be linked to one Western philosophical tradition or another 

[2]. However, the beginning of modern, scientific inquiry into the nature of emotion is 

thought by many to have begun with Charles Darwin’s study of emotional expression 

in animals and humans [3].

Research into human emotion in psychology and neurophysiology has expanded 

rapidly in recent years. This fast development is in part due to the advances in imag

ing technology, but also to a newfound interest in the idea that certain individual 

emotions may be served by separate brain systems. This latter theoretical position 

is at the heart of the idea that selected sets of so-called ’’basic” emotions consti

tute the foundations of human emotion. All emotions are processed by a circuit of 

interconnected brain structures known as the limbic system (Figure 1.1 [4]).

Contemporary research in emotion in psychology reveals that certain emotions 

were associated with distinct facial signals, and that these were common to cultures 

throughout the world [5]. These basic emotions may be coded by partially distinct 

brain systems. For instance, the amygdala has been revealed to be playing a signifi

cant role in recognizing facial and vocal expressions of fear [6]. A survey of research 

in psychology about defining, studying, and explaining emotion can be found in [7].

A wide investigation on the dimensions of emotions reveals that at least six emo-
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F igure 1.1: The limbic system structure

tioiis are universal [8]. Several other emotions, and many combinations of emotions, 

have been studied but remain unconfirmed as universally distinguishable. A set of six 

principal emotions is: happiness, sadness, anger, fear, surprise, and disgust, which is 

the focus of study in this thesis.

1.2 M otivations

To enhance the hnnian coinputer intelligent interaction, much effort has been put 

into machine recognition of human emotions in the past few years. The majority 

of these works either focus on speech alone, or facial expression only. Relatively 

few existing works combine these two modalities into one single system for emotion 

analysis. However, as shown in [9], some of the emotions are audio dominant, while 

the others are visual dominant. When one modality is failed or not good enough to 

determine a certain emotion, the other modality can help to perform the recognition. 

The integration of audio and visual data will convey more information about the 

human emotional state. The complementary relationship of these two modalities on 

different emotions will help to achieve higher recognition accuracy.

Due to the fact that most of the existing systems treat audio and visual infor

mation separately, no standard database is available for audiovisual recognition of



human emotion yet. Most of the works in the research community utilize a database 

which they collected on their own. Most of the systems are restricted to a database 

of only one language. However, the way people convey emotional state might be 

different according to their cultural background, language, and accent. An efficient 

emotion recognition system must be able to adapt itself to these aspects. We believe 

that there are inherent features which are independent of these conditions. The goal 

of our research is to investigate the independency of these aspects and develop a more 

generic system to recognize human emotion.

In this thesis, we propose an emotion recognition system to recognize human af

fective state from audiovisual information. The proposed system is tested over a 

language, speaker, and context independent database. Audio and visual features are 

extracted from the emotional data separately to represent the vocal and facial char

acteristics of humans at different emotions. We perform feature selection to find out 

the significant features, whilst reducing the dimensionality of the feature space. To 

achieve higher recognition accuracy, we compare the performance of different classifi

cation algorithms. Furthermore, as different emotions might have different significant 

features, and the features to distinguish combinations of different emotions also might 

be different, we propose a multi-classifier scheme to analyze these scenarios.

1.3 D ata  acquisition

In order to conduct the research of recognizing human emotion, a video database that 

can truly convey the emotional state of human is needed. To our knowledge, there 

is no such database available. We set up an emotional audiovisual data collecting 

system to record the emotional video data first.

The performance of an emotion recognition system is highly dependent on the 

quality of emotional database on which it is trained. When working with speech and 

facial expression, special care must be taken to ensure that the particular emotion 

being vocalized and expressed is correct. We set up a data collecting system to record 

emotional data with adequately high accuracy. A digital video camera was used to



record the samples in a quiet and bright environment. Our experimental subjects 

were provided with a list of emotional sentences and were directed to express their 

emotions as naturally as possible by recalling the emotional happening, which they 

had experienced in their lives. To ensure the context independency of the speech data, 

we provided more than ten reference sentences for each emotional class. Examples 

of these sentences are as follows: I am so happy today (Happiness); Why do you 

always cheat on me (Anger)? I messed up the mid-term (Sadness); What? Is that 

true (Surprise)? Please, please do not beat me (Fear); That bad fish has a disgusting 

smell (Disgust). The list of emotional sentences was provided for reference only. Every 

language has a different set of rules that govern the construction and interpretation of 

words, phases, and sentences. While some subjects expressed their emotions by using 

the same sentence structure for each emotional class, others opted to use variations 

or different sentenees according to their cultural background.

For the purpose of a more general application, the data should not be restricted 

to the user’s cultural background, language, and accent. To ensure the diversity of 

the database, we collected video samples from eight subjects, speaking six different 

languages. The six languages are English, Chinese (Mandarin), Urdu, Punjabi, Per

sian, and Italian. Different accents of English and Chinese were also included. Some 

of the subjects have facial hair, which further increase the diversity of the database. 

We collected a total of 500 video samples, each delivered with one of the six particular 

emotions. The samples were recorded at a sampling rate of 22050 Hz, using a single 

channel 16-bit digitization. Figure 1.2 shows examples of the emotional data.

1.4 O utline o f thesis

The remainder of this thesis consists of 6 chapters which are organized as follows:

C hap ter 2: Literature Review, reviews the related works reported in the literatures. 

Recognizing human emotion from audio, video, and audiovisual information are re

viewed separately.
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Figure 1.2: Video clips of facial expressions portrayed by one subject

C hap ter 3: Audio Feature Extraction^ discusses the audio features that we extracted 

to represent the vocal characteristic of human spec ĉh at different emotions.

C hap ter 4: Visual Feature Extraction, describes the HSV color model based face 

detection scheme, and Gabor wavelet features that we extracted for facial expression 

representation.

C hapter 5: Feature Selection and Classification, details the applied feature selection 

and classification algorithms.

C hap ter 6: Emotion Recognition System, presents and compares the experimental 

results of different classification and feature selection algorithms. An adaptive multi- 

classifier scheme is introduced to enhance the performance of the system.

C hapter 7: Conclusions, discusses the results and summarizes the contributions of 

this work. Some considerations are provided on how to improve this work in the 

future.



Chapter 2 

Literature Review

2.1 Introduction

UNDERSTANDING human emotional state has been a great challenge which in

volves multi-discipline research from psychology to signal processing. Recent 

advances in speech/image analysis and pattern recognition open up the possibility 

of automatic detection and classification of emotional audiovisual signals. A great 

deal of studies has been conducted in the research community. Applications of emo

tion recognition can be foreseen in the broad area of human computer intelligent 

interaction.

Emotion analysis is greatly influenced by inputs such as voice, facial expression, 

body language, and understanding of the semantic meaning of the words, etc. How

ever, it is widely recognized that speech and facial expression are the two major 

modalities in human communication, and thus for most of the human-computer in

teraction applications. The body language that humans express in different emotions 

is highly dependent on cultural background, personality, gender, age, etc. It is hard 

to model the emotional behavior of an individual in a general way. Although un

derstanding the semantic meaning of the words in a certain language might help to 

recognize emotion, two sentences could have the same lexical meaning but different 

emotional information. So far, the majority of studies utilize either speech or facial 

expression separately. Yet a few systems combine both of these two modalities.

In this chapter, we will first review the recent works on speech-based emotion
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recognition. In section 2.3, research results on facial expression analysis will he dis

cussed. Section 2.4 presents past works in andiovisual-based emotion recognition, 

while discussions and summary are given in section 2.5.

2.2 Speech-based em otion recognition

The majority of the existing speech-based emotion recognition systems consists of 

three components: feature extraction, feature selection, and classification (Figure 

2.1). The major challenge here is to extract features that can truly represent the vocal 

characteristics of human speech at different emotional states. There are basically two 

types of features: prosodic features and phonetic features. Prosodic features are 

mainly related to the rhythmic aspects of the speech, while phonetic features focus 

on the linguistic aspects of the speech. After speech feature have been extracted, 

feature selection algorithms are applied to select significant features, while classifiers 

are used to map the features to the corresponding emotional state. Table 2.1 provides 

a summary of the methods that were proposed in some of the past works.

E = : n  —  S = n  —  -  ° 2 o n

Speech Signal

Figure 2.1: Architecture of speech-based recognition system

Cowie and Douglas-Cowie [10] broadened the view of emotion recognition by not

ing that speech features previously associated with emotion could also be associated 

with impairments such as schizophrenia and deafness. Their studies focussed more 

on intensity and rhythm, and also investigate the importance of unvoiced sounds.

Amir and Ron [11] reported a method for identifying the emotions based on analy

sis of the signal over sliding windows. A set of basic emotions was defined and for 

each emotion a reference point was computed. At each instant the distance of the 

measured parameter set from the reference point was calculated, and used to compute 

a fuzzy membership index for each emotion.



Reference

Dellaert [13]

Nicholson [14]

Lee [15]

Nwe [16]

Kwon [17]

Schuller [18]

ververidis [19]

Features
Extraction
Statistics of: 

Rhythm, Pitch, 
Voiced parts. 

Slopes
Power, Pitch, 

LPC, Delta LPC
Statistics of: 

Pitch, Energy
Mel frequency 

power coefficients
Pitch, Energy, 

MFCCs, Formant
Pitch, Energy, 
HMM-based 
ASR engine
Statistics of: 

Pitch, Energy, 
Spectrum

Feature
Selection
PFS, FS, 

Voting

PCA

FS/BE

FS, PC A .

Classification
Algorithms

Maximum Likelihood, 
Kernel Regression, 

K-NN

Neural Network

Linear DA, 
K-NN, SVM

HMM

SVM, DA, HMM

MLP 
Neural Networks

Nearest Mean, 
Bayes Classifier

Table 2.1; Summary table of speech-based recognition

Sato and Morishima [12] demonstrated the use of neural networks in analyzing 

and synthesizing emotions in speech. Their paper also discussed the way emotion 

is encoded in speech. The authors categorized the emotions as ’’anger” , "disgust”, 

’’happiness”, ’’sadness”, and ’’neutral” . They briefly discussed the six speech parame

ters that were analyzed, and made some empirical observations about the relationship 

between these parameters and certain emotions. The sound samples used in the ex

periment were recorded by a professional actor, yet a group of human subjects could 

correctly recognize his emotion only 70% of the time.

Dellaert et al [13] explored several statistical pattern recognition techniques to 

classify utterances according to their emotional content. Different feature selection 

methods including promising first selection (PFS), forward selection (FS), and ma

jority voting of specialist are compared to improve the system performance. A set of 

four emotions: happy, sad, anger, and fear, is used as the emotion categories. The 

applied emotional speech database contains 1000 speech samples from 5 human sub-
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jects. This system achieves a recognition rate of up to 79.5%. However, the authors 

noted in their concluding remarks that the results were speaker dependent, and that 

the classification methods had to be validated on completely held-out databases.

Nicholson et al [14] proposed a speaker and context independent system for emo

tion recognition in speech using neural networks. The paper examined both prosodic 

features and phonetic features. A set of eight emotions, namely joy, teasing, fear, 

sadness, disgust, anger, surprise, and neutral, is investigated. A large database of 

totally 100 speakers, 50 male and 50 female, using phoneme balanced words were 

used to test the system. This database ensures the speaker and context independence 

of the experiments. However, no feature selection techniques were applied to get the 

best feature subset, and the recognition rate was only around 50%.

In the paper by C. M. Lee, S. Narayanan, and R. Pieraccini [15], a corpus of 

human-machine dialogs recorded from a commercial application is classified into two 

basic emotions: negative and non-negative. Three methods are used to classify the 

emotional utterances. The features used by the classifiers are utterance-level statistics 

of the fundamental frequency and energy of the speech signal. Principal component 

analysis (PCA) was applied to reduce the dimensionality of the features whilst max

imizing classification accuracy.

In the paper by T. L. Nwe and F. S. Wei [16], the recognizer is based on the discrete 

hidden Markov model (HMM) and the featnre vector is based on Mel frequency short 

time speech power coefficients. Six basic emotions: anger, dislike, fear, happiness, 

sadness, and surprise are investigated. A universal code book is constructed based 

on emotions under observation for each experiment. The database consists of 90 

emotional utterance each from two speakers. The system gives an average accuracy 

of 72.22% and 60% respectively for the two speakers.

Kwon et al [17] select a group of prosodic and phonetic features as the input 

to a forward selection (FS) and backward elimination (BE) method used for feature 

selection. Different classification algorithms including support vector machine (SVM), 

discriminant analysis (DA), and HMM are compared. However, this system only 

achieves 42.3% for 5-class emotion recognition.
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Schuller et al [18] introduce an approach to the combination of acoustic features 

and language information for automatic emotion recognition in an automotive envi

ronment. The extracted acoustic features are represented by the statistics of pitch 

and energy, while the language model is a standard hidden Markov model based au

tomatic speech recognition (ASR) model. A multi-layer perception (MLP) neural 

network is engaged to fuse the two types of speech features.

Ververidis et al [19] extract 87 speech features from a corpus of 500 emotional 

utterance collected from four subjects. Sequential forward selection is used to dis

cover significant features with cross-validation as the criterion. Principal component 

analysis is then applied to the selected features to further reduce the dimensional

ity. Two classifiers are used to classify the utterances into five classes. This system 

only achieves an overall accuracy of 51.6%. The authors also provides clues that the 

system can be improved by reducing classification to a two-class problem, due to the 

fact that the features which can separate two classes could be different from those 

which separate five classes.

2.3 Facial expression analysis

To perform human emotion recognition from facial image or image sequence, the face 

region should be detected from the image first. Then facial expression information 

can be extracted from the observed facial image or image sequence. In the case of 

still image, extracting facial expression information means to localize the face and 

its features in the image. In the case of facial image sequence, it means to track the 

motion of the face and its features in the image sequence. The facial features are 

usually the prominent components of the face, such as mouth, eyes, nose, eyebrow, 

and chin. However, we might also use face model features to represent the face. This 

kind of model can represent the face as a whole unit (holistic representation), as a 

set of features (analytic representation), or as a combination of these two (hybrid 

approach). The applied face representation and the kind of input images determine 

the choice of mechanisms for facial expression information extraction [20].
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After the face and its appearance have been perceived, the next step is to identify 

the facial expression conveyed by the face. This involves classifying facial expressions 

into a set of predefined categories that we want to deal with. Although the catego

rization of human emotion is a rather complicated issue, most of the studies on facial 

expression analysis utilize Ekman’s emotional categorization of facial expression [5], 

in which six basic emotions, namely happiness, sadness, surprise, fear, anger, and 

disgust, are defined. Figure 2.2 depicts the architecture of a facial expression analysis 

system.

Face ------^ Facial Expression  ^ Classification  ►
Detection Data Extraction uassit,cation Emotion

Still Image 
/Image Sequence

Figure 2.2: Architecture of facial expression analysis system

Facial Action Coding System (FACS) proposed by P. Ekman and W. V. Friesen 

[20] is one of the most popular representations of facial expression. It is based on the 

enumeration of all action units (AU) of a face that cause facial movements. There 

are totally 46 AUs in FACS that account for changes in facial expression. The com

bination of these action units result in a large set of possible facial expression. A 

trained human FACS coder decomposes an observed expression into specific AUs 

that produced the expression. FACS is coded from video and the code provides 

precise specification of the dynamics (duration, onset and offset time) of facial move

ment in addition to the morphology (the specific facial actions which occur). This 

FACS model is widely used in facial expression recognition research [21] [22] [23]. By 

tracking facial features and measuring the amount of facial movement, different facial 

expression can be categorized.

Ekman’s work inspired many computer vision researchers to perform facial ex

pression analysis by means of image and video processing. Samal and Iyengar [24] 

provides an overview of the early works in 1992, while Pantic and Rothkrantz give 

a comprehensive review of the works in the late 1990s [25]. In this section, we will
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review some of the recent works in facial expression analysis. Table 2.2 summarize 

the methods that are adopted in some of the papers.

Reference Face
Detection

Feature
Extraction

Classification
Algorithms

Haneda [26] HSV color model, 
Movement

Eye, Mouth Expert System,

Lyons [27] 2-D Gabor wavelet LDA
Pantic [28] Watershed, 

HSV color model
Profile contour. 

Contour of 
facial components

Rule-based
reasoning

Silva [29] Low-pass filtering, 
Sobel filter

Edge counting. 
Optical flow

Neural Network

Cohen [30] Piecewise bezier 
Volume Deformation

Motion units Multi-level HMM, 
NB, TAN, 

Neural Network
Ma [31] 2-D DOT Constructive 

Neural Network
Kim [32] Color histogram 

in PCA-based 
color space

Eye, Eyebrow, 
Mouth, Wrinkles, 

Furrows

Fuzzy 
Neural Network

Table 2.2: Summary table of facial expression analysis

Haneda et al [26] use expert system to classify facial expression. The facial area is 

extracted based on the Hue and Quasi-chroma element images in the modified HSV 

color system and the movement information of the object in the video frames. The 

extracted facial area is then normalized using the center points of the eyes, the tip 

of the nose and two corner points of the mouth. Feature amounts of the eye, mouth 

and other areas of the face are then extracted using different methods. The auto

matic generation of knowledge is achieved by automatic construction of membership 

functions. Based on the membership functions constructed and by combining all the 

information, the rule sets for recognition of expression are constructed. This system 

is tested on a total of 4410 video frames of three people and achieves an accuracy of 

more than 90% on average.

Lyons et al [27] use a set of multi-scale, multi-orientation Cabor filters to transform 

the images first. A grid is then automatically registered with the face using a elastic
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graph matching method. The Gabor coefficients sampled on the grid are combined 

into one single vector as the features. Principal Components Analysis (PCA) is 

applied to reduce the dimensionality of the feature space. They test their system with 

a database of 193 images posed by 9 Japanese females, and achieve 75% expression 

classification accuracy by using Linear Discriminant Analysis (LDA) .

Pantic and Rothkrantz [28] propose an automatic facial action recognition system 

using dual-view static image. The face is detected using a watershed segmentation 

with markers method, in which the markers are extracted based on HSV color model. 

A multi-detector approach to facial feature localization is utilized to spatially sample 

the profile contour and the contours of the facial components such as the eyes and 

mouth.They report an average recognition rate of 86% by classifying facial actions 

into a group of 32 individual facial muscle actions occurring along or in combination 

using rule-based reasoning.

Silva and Hui [29] determine the eye and lip position using low-pass filtering and 

edge detection methods. Edge counting and image-correlation optical flow techniques 

are applied to calculate local motion vectors of facial features. They achieved an 

average emotion recognition rate of 60% using a neural network.

Cohen et al [30] introduce and test different classifiers for recognizing human 

facial expression from video sequences. A face tracking algorithm called Piecewise 

Bezier Volume Deformation tracker (PBVD) is used, and 12 Motion-Units (MU) 

are extracted as the basic features for classification. They introduce a multi-level 

HMM classifier for dynamic classification, in which the temporal information is also 

taken into account. Two types of Bayesian network classifier. Naive Bayes (NB), 

and Tree-Augmented Naive Bayes (TAN), and neural network are investigated to 

perform classification on a single frame. Person-independent experiment using their 

own database shows that TAN classifier gives the best correct recognition rate of 

66.53%.
Ma and Khorasani [31] use two-dimensional (2-D) discrete cosine transform (DOT) 

over the entire face image as a feature detector, and a constructive one-hidden-layer 

feed-forward neural network as a facial expression classifier. The employed image
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database eoiitaiiis face images that only have face in the scene. Experimental results 

show that the constructive neural network outperforms vector matching method and 

fix(xl-si%e neural network.

Kim and Bien [32] use a color histogram based adaptive threshold method in 

PCA-based color space to detect the face region. Five features are extracted from 

the facial components to represent the facial expression, where the facial components 

are extracted using a course-to-fine approach. They also applied a histogram-based 

algorithm to select features. This system achieves 94.3% accuracy by using a fuzzy 

neural network for classification.

2.4 B im odal em otion  recognition

Although specxli-basc'd emotion recognition and facial expression analysis have been 

studied extensively in the past, audiovisual based emotion recognition has been rarely 

investigated in the literatures. Silva et al. [9] report the results of human subjects’ 

perception of human emotions. They found that some emotions (sad,fear) are strongly 

auditory dominant, some emotions (happy, surprise and anger) are strongly visually 

dominant, while some (disgust) are mixed dominant. This implies that the integration 

of audio and visual information will potentially outperform any of them alone.

Audio Feature 
Extraction

Speech Signal Fusion ______ ^ Output
/Classification Emotion

Visual Feature _______________
Extraction 

Still Image 
/Image Sequence

Figure 2.3: Architecture of bimodal emotion recognition

The architecture of an audiovisual emotion recognition system is depicted in Fig

ure 2.3. Audio and visual features are extracted from speech and images respectively. 

These two strttams of data are then fused into a cdassifier for emotion recognition. In
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this section, we review the existing audiovisual based emotion recognition systems, 

with the summary of the applied methods in Table 2.3.

Reference Audio
Features

Video
Features

Data Fusion 
/  Classification

Song [33] Pitch, Energy Eyebrow, Eyelid, 
Cheek, Lips, Jaw

Triple HMM

Silva [34] Pitch Lips, Eyebrows, 
Mouth corners

Nearest Neighbors 
HMM, Rule-based method

Chen [35] Pitch contour. 
Energy envelope

Eyebrow, Cheek, 
Mouth, 

Facial components

Nearest Mean, 
Gaussian Model

Go [36] Wavelet
coefHcient

DWT-based
fisherface

Multi-decision scheme 
PCA, Rule-based method

Table 2.3: Summary table of bimodal emotion recognition system

Song et al [33] propose an audiovisual emotion recognition system based on hidden 

Markov model. The extracted audio features are pitch and energy features. The 

motion of eyebrow, eyelid, and cheek are extracted as expression features, while that 

of lips and jaw as the visual speech ones. The extracted three-stream audiovisual 

features are fused into a triple HMM for classification. This system was tested by a 

database of 684 samples, and an overall accuracy of 85% was claimed.

Silva and Ng [34] build an audio and a video system separately. In the audio 

system, pitch is extracted as the features and a nearest neighbors method is used 

for classification. In the video system. They track the edge movement of lips, mouth 

corners, and eyebrows using an optical flow algorithm, while hidden Markov model is 

trained as the classifier. A rule-based system is adopted to fuse the results of audio 

and video classification. The recognition results show that the bimodal approach 

outperforms the individual systems.

Chen et al [35] utilize statistics of the pitch contour, energy envelope and their 

derivatives to represent the characteristics of emotional speech, while that of the 

visual information is obtained by tracking the position of eyebrow, cheek lifting, 

and mouth opening. The audio and video features are simply concatenated into one 

vector for classification. They compared two methods for classification: nearest-mean.
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and Gaussian model. By using leave-one-out cross validation, the bimodal approach 

achieves 97.2%, which greatly improved the recognition rate from audio-only, 75%, 

and video-only, 69.4%.

Go et al [36] also demonstrate the advantage of bimodal emotion recognition over 

single modality. In their system, they apply principal component analysis (PCA) to 

classify the facial expression features, which are extracted using a multi-resolution 

analysis based on the discrete wavelet transform (DWT). For emotion recognition 

from speech signal, a multi-decision making scheme is proposed to perform classifi

cation independently on each wavelet subband. Finally, the facial and speech recog

nition methods are merged using a rule-based scheme, and the better performance is 

achieved.

2.5 D iscussions and sum m ary

In this chapter, we have reviewed and compared some of the works reported in the 

literature in the research area of human emotion recognition. The audiovisual based 

approach has been demonstrated to perform better than single modality based meth

ods [33] [34] [35] [36] due to the fact that more information is conveyed and the com

plementary relationship of these two modalities helps. Overall, a bimodal emotion 

recognition system is composed of a few components: audio feature extraction, visual 

feature extraction, feature selection, and classification. In this section, we will give 

remarks on these aspects separately.

Audio feature extraction

In the field of audio processing, there are basically two types of features: prosodic 

feature and phonetic feature. Prosodic features deal with the more musical aspects of 

speech, such as rising or falling tones and accents or stresses. Phonetic features deal 

with the types of sounds involved in speech, such as vowels and consonants and their 

pronunciation. Speech understanding traditionally uses only phonetic features. In 

speech-based human emotion recognition, most of the works focus on prosodic features



18

only [13] [15] [19] [33] [34] [35], which can be represented as the statistic features of pitch, 

energy, slope, and speaking rate, etc. However, as shown in [14][16][17][18], phonetic 

features, which represent the linguistic factor of the speech, might also contribute to 

emotion recognition, and thus should also be considered.

A major restriction of the existing systems is that, the scope of their research has 

been limited to one language. However, the way people express their emotional state 

in speech might be different according to their cultural background, language, accent, 

etc. For a more generic application, an emotion recognition system should be capable 

of recognizing human affective state regardless of these aspects. This is one of the 

major goals of our research.

Visual feature extraction

The successful and accurate detection of human face from the scene can greatly reduce 

the noise and negative affects of the background, and thus is very critical in facial 

expression analysis. The adoption of face detection scheme is highly dependent on the 

type of input images [37]. The majority of the past works utilize either edge [29] or 

color [26][28] information for face detection. In certain human computer interaction 

applications, if the face is frontal viewed and the background is not very complex, 

color information is an efficient tool for identifying facial areas and specific facial 

features. The color based segmentation technique has the advantage of simple and 

fast, which is very important for real life application.

After the facial area being detected, human emotion can be recognized by inves

tigating the movements of points belonging to the facial features such as mouth, eye, 

eyebrow and then analyzing the relationships between those movements [22] [30] [33] [35]. 

This image sequence based technique might achieve higher accuracy, but the com

putational complexity is high. Extracting a key frame from the image sequence to 

represent the characteristics of the whole video is an option to achieve tradeoff be

tween accuracy and computational complexity. The analysis of emotion recognition 

from static images [26] [27] [28] also demonstrate the efHciency of still image based 

recognition.
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Regarding facial feature extraction from still images, both holistic [27] and analytic 

[26] approaches have been studied in the past. The holistic approach treat the human 

face as a whole unit, while the analytic approach tries to analyze the prominent 

features of the human face, such as eyes, eyebrows, and mouth. Although human 

facial expression can be reflected by a few components of human face in a certain 

extent, some of the information is also lost. A holistic approach will potentially 

better capture the characteristics of human face at different emotions.

Feature Selection

Feature selection is a very important step in pattern recognition problems. Usually, 

a large number of features are extracted from the data source. But making complete 

use of these features might not achieve the best results. A large features space also 

cause the problem of curse of dimensionality, and the system becomes inapplicable. 

How to reduce the size of feature space without losing too much information and get 

better results inspires the research in feature selection.

Different dimensionality reduction and feature selection algorithms have been 

studied in the past [38] [39]. The criteria to select a feature selection algorithm is 

to get a compromise between efficiency and computational complexity. Suboptimal 

methods such as forward selection and backward elimination is a good tradeoff be

tween these two aspects, and thus are frequently used in the field[13][17][19].

Classification

Classification algorithms can be categorized into two groups: supervised and unsu

pervised, while supervised method can be further divided into linear and nonlinear 

classifiers. The selection of classification algorithm depends on the problem on hand. 

For human emotion recognition, we are trying to classify human emotion into a few 

predefined basic emotions by training the machine through class-known samples. It 

is a supervised case.

Usually, we do not have complete knowledge of the data that will be applied to the 

classifiers, and thus different classification algorithms need to be compared. Different



2 0

algorithms including k-nearest neighbors, discriminant analysis, neural network, hid

den Markov model, support vector machine, Bayes classifier, have been used in the 

literature. In audiovisual based emotion recognition, some papers utilize rule-based 

scheme to perform fusion of audio and visual classification [34] [36]. This rule-based 

method usually based on priori knowledge of the audio and video factors in the sys

tem.

Most of the past works applied one classifier to classify multi-class problems. 

However, the significant features selected in a two-class problem might not be the 

same as that of in a multi-class scenario [19]. Individual class also has different 

features to distinguish from other classes. In this thesis, we compare the performance 

of some classification algorithms first. Based on the experimental results, we introduce 

a multi-classifier scheme to analyze these scenarios. This divide and conquer method 

helps to achieve higher recognition accuracy.



Chapter 3 

Audio Feature Extraction

3.1 Introduction

Hu m a n  are capable of detecting other human’s emotions by listening to their 

voices. Although different languages and accents are used worldwide, and 

the way people express their emotions in speech varies according to their cultural 

background, personality, age, gender, etc., in most of the cases, we can perceive other 

peoples’s feelings. For more natural HCI applications, we need to give computers the 

same capability as human does. As one of the major indicators of human affective 

state, speech plays an important role in machine recognition of human emotion.

To build a more generic emotion recognition system, the extraction of features 

that can truly represent the universal characteristics of the intended emotion is a real 

challenge. A good reference model is the human hearing system. Previous works have 

explored several different types of features. As prosody is believed to be the primary 

indicator of a speaker’s emotional state [40], most of the researches adopt prosodic 

features. However, Mel-frequency cepstral coefficient (MFCC) and formant frequency 

are also widely used in speech recognition and some of the other speech processing 

applications. As our goal is to simulate human perception of emotion, and identify 

possible features that can convey the underlying emotions in speech regardless of the 

language, speaker, and context, we also investigate these two types of features.

Figure 3.1 shows the block diagram of the audio feature extraction system used 

in this thesis. It consists of five components. The preprocessing step performs noise

2 1
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Audio
Features

Input
Speech" WindowingPreprocessing

Figure 3.1: Audio feature extraction system

reduction and silence elimination. Then the preprocessed signal is passed through 

a windowing process to segment the original signals into short time speech frames. 

Prosodic, MFCC, and formant frequency features are then extracted separately based 

on short time spectral analysis. In this chapter, we will discuss each of the components 

in detail.

3.2 Preprocessing

The emotional data that we used in this thesis is recorded in a relatively ciuiet environ

ment. However, the ’’hiss” of the recording machine and backgronnd noise can greatly 

effect the extraction of features from the speech signal, and thus the performance of 

the recognition system. Furthermore, the leading and trailing edge produced in the 

recording process do not provide any useful information, and are totally redundant. 

To reduce the effects of noise and silence in the speech utterance, we perform noise 

reduction and leading and trailing edge elimination at the preprocessing stage. Figure

3.2 shows the flow of preprocessing.

In this work, the ” hiss” of the recording machine and bat:kground noise are re

duced by thresholding the wavelet coefficients [41]. The traditional low-pass filtering 

methods, which are linear time invariant, can blur the sharp features in a signal and 

sometimes it is difficult to separate noise from the signal where their Fourier spec

tra overlap. The wavelet method has the advantage of reducing the noise efficiently
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Original Audio Signal N oise Reduction

After N oise Reduction Leading and Trailing 
Edge Elimination

After Preprocessing

Figure 3.2: Flow of preprocessing stage

without bhirring the features in the original signal. For wavelets, which are nonlinear 

functions, the amplitude, instead of the location, of the Fourier spectra, differs from 

that of the noise. This allows for thresholding of the wavelet coefficients to remove the 

noise. If a signal has energy concentrated in a small number of wavelet coefficients, 

tlicûr values will be large in comparison to the noise that has its energy spread over 

a large number of coefficients. These localizing properties of the wavelet transform 

allow the filtering of noise from a signal to be very effective. While linear methods 

trade-off suppression of noise for broadening of the signal features, noise reduction 

using wavelets allows features in the original signal to remain unchanged.

In order to exclude the silence periods which do not contribute to human emotion, 

we perform leading and trailing edge elimination on the noise-reduced signal. We 

estimate the maximum noise amplitude in a predefined short period of time. The 

threshold is calculated by adding a noise margin to the maximum amplitude. The 

margin value is estimated based on experiments. We then exclude the leading and 

trailing edge by eliminating those silent parts with amplitude below the threshold. 

In this work, the predefined jreriod is 250ms, and a value of 0.01 is selected as the 

margin value.
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3.3 W indow ing

In order to extract features from the emotional speech signal, we perform spectral 

analysis. The spectral analysis method is only reliable when the signal is stationary, 

i.e. the statistical characteristics of a signal are invariant with resjx'ct to time. For 

speech, this holds only within the short time intervals of articulatory stability, during 

which a short time analysis can be performed by windowing a signal x{n) into a 

succession of windowed sequences called frames. These speech frames can then

b(î processed individually.

X t { n )  = w{n)x[{n) n — 0,..., Af — 1, t — 0,..., T — 1, (3.1)

where w{n) is the impulse response of the window, N  is the size of the window, T  is 

the number of frames, and x ’f{n) is the frame before applying the window function. 

In this thesis, the adopted window is Hamming window (Figure 3.3), whose impulse 

response w{n) is a raised cosine impulse;

27rn
w{n) — 0 .5 4  — 0 .4 6 c o 5 ( N - 1

) n = (),...... , Æ — 1. (3.2)
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Figure 3.3: Haniniing window (32 points). Left: time domain, Right: frequency domain

Compared with the rectangular window shape, Hamming window has the ad

vantage of decreasing the leakage effect [42]. The size of the window is determined
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by considering a tradeoff between time and frequency resolution. Furthermore, to 

smooth the transition and eliminate the possible gaps between blocks, overlapping 

windows are usually employed. In this thesis, the spectral analysis is performed over 

speech frames of 512 points, with 50% overlap.

3.4 Prosodic features

Prosody is mainly related to the rhythmic aspects of the speech, and is normally rep

resented by the statistics and variations of fundamental frequency, intensity, speaking 

rate, etc. In this thesis, we extracted 25 prosodic features as listed in Table 3.1.

The pitch is estimated based on the Fourier analysis of the logarithmic amplitude 

spectrum of the signal [43] [44]. By taking the logarithm of the frequency spectrum, 

the low frequency components of the spectrum are exaggerated. If the log amplitude 

spectrum contains many regularly spaced harmonics, then the Fourier analysis of the 

spectrum will show a peak corresponding to the spacing between the harmonics: i.e. 

the fundamental frequency. This method is demonstrated in Figure 3.4. The top plot 

is the waveform of a time domain signal. The plot in the middle shows the spectrum, 

which is the Fourier transform of the speech segment. The plot at the bottom is the 

discrete Fourier transform of the log spectrum. The x-axis of the bottom plot has 

units of quefrency [44]. To obtain an estimate of the fundamental frequency, we look 

for a peak in the quefrency region corresponding to speech fundamental frequencies.

The energy features are extracted in time domain, and represented in decibel (dB). 

Pitch variation rate Rvar and pitch rising/falling ratio Rj.ja.Te calculated respectively 

as:
p  _  -^ rise  +  ^ fa l l  / g  g \
■^var — ^  j IG.OJ

segment

where is the number of pitch rise; Nj^^n is the number of pitch fall; and 

is the number of segments.
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Index F eature  D escription
1 Pitch Mean
2 Pitch Median
3 Pitch Standard Deviation
4 Pitch Max
5 Pitch Range
6 Pitch Variation Rate
7 Pitch Rising/Falling Ratio
8 Rising Pitch Slope Max
9 Falling Pitch Slope Max
10 Rising Pitch Slope Mean
11 Falling Pitch Slope Mean
12 Pitch Rising Range Max
13 Pitch Falling Range Max
14 Pitch Rising Range Mean
15 Pitch Falling Range Mean
16 Overall Pitch Slope Mean
17 Overall Pitch Slope Standard Deviation
18 Overall Pitch Slope Median
19 Energy Mean (dB)
20 Energy Median (dB)
21 Energy Standard Deviation (dB)
22 Energy Max (dB)
23 Energy Range (dB)
24 Average Pause Length
25 Speaking Rate

Table 3.1: List of extracted prosodic features

Speaking rate is approximated by:

(3.5)
meanSegmentLength '£a '’ Ti ’ 

where T, is the length of voiced segment i and Nv is the number of voiced segments. 

Pitch slope of each of the rise and fall is calculated as:

_  pitchDif ference _  \fmax -  /mm I 
~  lengthOfRiseOrFall tend - (3.6)

where fmax and denote the maximum and minimum pitch value on the rise/fall,

and tstart represent the ending and starting time of the rise/fall.
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F igure 3.4: Pitch estimation. Top: waveform in time domain, M iddle: magnitude 
spectrum, B ottom : DFT of log magnitude spectrum

Pauses are of no use in calculating the other parameters, so they are discarded. 

Pitch (amplitude) range is determined by scanning the curve, finding the maximum 

and minimum pitch (amplitude), and calculating the difference.

Mean values and standard deviation are calculated respectively by:

N
X =  J 2 x i p { X i ) , (3 .7)

a =
N

2=0

( 3 .8 )

where N  ifs the range of x  ̂ and p{xj), the probability of values x  ̂ occurring, is calcu

lated using a normalized histogram. In other words, the number of times x  ̂occurred 

in the s])e(!ch signal is found, then divided by the total number of sampling points. 

Median values are then calculated by finding the value of x̂  such that:

Y^p{x < Xi) % 0 .5 . ( 3 .9 )
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3.5 M FCC features

Mel-frequency cepstral coefficient (MFCC) is perhaps the must popular solution in 

the field of speech recognition, identification, etc. The purpose of MFCC is to mimic 

the behavior of human ears by applying cepstal analysis. As our goal is to identify 

possible acoustic features that can contribute to the recognition of human emotion, 

we also investigate this type of feature.

Calculating the MFCCs for a speecli signal consists of preprocessing, windowing, 

followed by Fourier transform , Mel-scaling and inverse cosine transform for each time 

frame. Prior to inverse transform, the magnitude of the spectrum is made logarithmic. 

This logarithmic scale is a characteristic of the human hearing system. Figure 3.5 

shows the flow of the MFCC feature extraction procedure.

Speech
Signal

x(n)
Preprocessing

IDCT

x’(n)

logil P)

Window

x,(n)
DFT

X,(k)

  Mel
Yf(m) filter banks

F igure 3.5: MFCC Processing flow

3.5.1 Spectral analysis

The preprocessing and windowing process descrilxîd in section 3.2 and 3.3 are also 

applied here. In order to perform spectral analysis, the speech signals need to l)e 

transformed to the frequency domain. This is done l)y the discrete Fourier transform. 

Figure 3.6 shows spectrograms and associated waveforms of the six emotions, as pro

duced by one of tlie (experimental subjects. On the spectrogram, time is represented 

along the horizontal axis, whereas frequency is plotted along the vertical axis. For a 

given spectrogram 5, the strength of a given frequency component /  at a given time t
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in the speech signal is represented by the darkness of the corresponding point S(t,f). 

It can be observed that each emotion class exhibits different patterns.

160Hz__0.2 KCt. ̂  q.4 »ec JI.6 sec O Jsec^  ^  160 ïlz... 0 2 »ec^ 0.4 0.6 aed^O.8 tec...
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<40iij*s \!»

. . .  , p
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Figure 3.6: Spectrogram of the six emotions

3.5.2 Mel-scaled filter bank

In order to simplify the spectrum without significant loss of data, the Fourier trans

formed signal is usually passed through a set of band-pass filters, which properly 

integrate a spectrum at defined frequency ranges. In a speech signal, most of the 

important and useful information is located at the lower frequency band. Mel-scale 

is the most widely used perceptual scale, which is designed to capture and empha

size the information in low frequency band. The filter bank is usually constructed 

of triangular-shaped filters with frequency overlap, so that the center frequency of a 

filter corresponds to the upper frequency of previous filter and lower frequency of next 

filter. The central frequency of each Mel filter bank is uniformly spaced before 1 kHz 

and it follows a logarithmic scale after 1 KHz. Furthermore, to emphasize the low 

frequency components, the filter magnitude is usually set to 1 at the low frequency 

band, while decreasing as the frequency increases.
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Figure 3.7: Mel-scaled filter bank design

Usually, the range of the fretiuency covered by the filter bank lies between 20 Hz 

till half of the sampling frequency of the signal. Figure 3.7 shows the diagram of 

an ideal Mel-scaled filter bank. However, when we calculate the Fourier transform, 

we usually perform the Fast Fourier Tiansform (FFT) by computer. The frequency 

resolution is closely related to the FFT size. This causes computational error in 

approximating the triangular shape of the filter. Figure 3.8 shows the arrangement 

of the filter bank generated in this work.

M e l-sca led  filter bank d es ig n
0.9
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Figure 3.8: Mel-scaled filter bank generated in this work
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3.5.3 Cepstral coefRclents

By using a Mel-scaled filter bank, the spectrum is smoothed in a way similar as the 

human ear. The next step is to compute the logarithm of the square magnitude of the 

coefficients This reduces to simply computing the logarithm of the magnitude

of the coefficients, because of the logarithm algebraic property which brings back the 

logarithm of a power to a multiplication by a scaling factor. By taking the log of the 

filter coefficients, the characteristics of the human auditory system can be simulated, 

because magnitude and logarithm processing is performed by the human ear as well. 

Furthermore, the magnitude operation discards the useless phase information, while 

a logarithm performs a dynamic compression, making feature extraction less sensitive 

to variations in dynamics [42].

MFCCs are the inverse discrete cosine transform of the logarithm of the magnitude 

of the filter bank output:

• cos(/c(m -  ^ ) ^ ) ,  (3.10)

where m is the index of the filter, and M is the total number of the filters. y ^ ^ \k ) ,  

m=ly2j...,M represent the Mel-frequency cepstral coefficients.

3.5.4 Feature mapping

By using the above mentioned techniques, we can calculate the MFCCs from each 

speech utterance. For each speech utterance, we calculate a coefficients matrix of size 

M X where M  is the number of coefficients, while N  denotes the total number of 

speech frames in an utterance. However, the lengths of the utterances are different, 

and thus the sizes of the coefficient matrix are different. In order to facilitate the 

classification, the features of each utterance that are mapped to the feature space 

should have the same length. Furthermore, with a feature vector of high dimension, 

the computational cost is high.

Usually, in speech recognition, the total number of coefficients being used is be

tween nine and thirteen. This is because most of the signal energy is compacted in the
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first few coefficients due to the properties of the cosine transformation. In this work, 

we take the first thirteen coefficients as the useful data. We then calculate the mean, 

median, standard deviation, max, and min of each order of m=l,2,...,13 as

the extracted features. In this way, we extracted a total number of 65 MFCC features.

3.6 Formant frequency features

Formant frequencies are the properties of the vocal tract system. It needs to Ix; 

inferred from the speech signal rather than measured. The spc'ctral shape of the 

vocal tract excitation strongly influences the observed envelope, and thus we can 

not guarantee that all vocal tract resonances will cause peaks in the observed spec

tral envelope, nor that all peaks in the spectral envelope are caused by vocal tract 

resonances.

In this thesis, the formant frequency estimation is based on modeling the speech 

signal as if it were generated by a particular kind of source and filter [43]. To find 

the best matching system, we use the Linear Prediction method. Linear prediction 

models the signal as if it were generated by a signal of minimum energy being passed 

through a purely-recursive Infinite lnq)ulse Response (HR) filter. Figure 3.9 shows 

the plot of the filter’s frequency response by using linear prediction coding (LPC).

  Waveform
0.5

I
- 0.5

0.020.0150.005 0.01 0.025
Time (s)

  L P  F ilte r
20

3
-10

-20
6000 

Frequency (Hz)
8000 100002000 4000 12000

F igure 3.9: Formant frequency estimation. Top: waveform in time domain, B ottom : 
frequency response of the HR filter using LPC
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To find the formant frequencies from the filter, we need to find the locations of the 

resonances that make up the filter. This can be done by treating the filter coefficients 

as a polynomial and solving for the roots of the polynomial. In order to make the size 

of the features uniform, and achieve compromise between the imitation efficiency of 

the vocal tract system and the dimensionality of the feature space, we take the mean, 

median, standard deviation, max and min of the first three formant frequencies as 

the extracted features.

3.7 Sum m ary

The performance of a human emotion recognition system is highly dependent on the 

accuracy and efficiency of the extracted features. As one of the major modalities of our 

proposed system, the accurate identification of speech features have critical influence 

on the recognition rate of the whole system. As we do not have prior knowledge of 

the significance of individual speech features, the efficiency of feature extraction can 

be better achieved by extracting a large number of different types of features and 

performing feature selection.

In this chapter, we present the methods that we used to extract audio features 

from the speech utterance to map the emotional speech onto the corresponding fea

ture space. To reduce the negative effects of noise and useless silence, we perform 

preprocessing first. A windowing process is then applied to segment speech into short 

time frames, by which spectral analysis can be applied based on the assumption that 

the segmented frame is a stationary signal.

Overall, we extracted three types of features, namely prosodic, MFCC, and for

mant frequency. These features are put in a feature vector as the audio features for 

classification. Table 3.2 summarizes the the extracted audio features. In Table 3.2, 

p{i), i = 1,...,25 represent the 25 prosodic features; rn/cc(j,mean),m/cc(j,median), 

rn/cc(j,std),m/cc(y,max), m/cc(j',min), represent the MFCC features; and

ff{k,mean),ff{k,median), ff{k,std),ff{k,max), ff(k,min), k=l,2,3 represent the for

mant frequency features. The feature vector is organized in an order of prosodic.
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Features Dim ension D escription
Prosodie 25 [p(î), i = 1,...,25]
MFCC 65 [mfcc{j,mean),mfcc{j,median), mfcc{j,std), 

mfcc(j,max),mfcc(j,min), 13]
Formant 15 [ff{k,mean),ff{k,median), ff{k,std), 

ff{k,max),ff{k,mm), k=l,2,3]
Overall Audio 105 [p(ï),...,p(25),mfcc(l,mean),..., 

mfcc(13, min), f f ( ï ,mean),... ,ff(3, min)]

Table 3.2: Summary table of audio feature extraction 

MFCC, and formant frequency, with a total dimension of 105.



Chapter 4 

Visual Feature Extraction

4.1 Introduction

F a c i a l  expression is another major factor in human emotion recognition. A 

face is one of the main output channels by which a person express emotional 

state. Different methods have been explored to perform facial expression analysis in 

the past, which can be roughly categorized into two groups. One is to treat the human 

face as a whole unit, and the other is to represent the face by prominent components, 

such as the mouth, eyes, nose, eyebrow, and chin. The analysis of components of the 

face will lose certain information, and thus we perform facial analysis by treating the 

facte in a global scenario.

Input Image Sequence

Visual Features

Key Frame 
Extraction

r  , , ,  i  Gabor
Feature Mapping ^  Filter Bank

XL

F ace Detection

F igure 4.1: Flow of visual feature extraction
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Figure 4.1 shows the visual feature extraction how. In this thesis, to speed up the 

processing time, we use a key frame to represent the experimental subject’s emotional 

state in a video clip. The key frame is the frame at which the corresponding speech 

has the highest amplitude. A face detection scheme based on HSV color model is then 

used to detect the face from the background. The facial expressions are represented 

by Gabor wavelet features.

4.2 Face detection

Different approaches of face detection have been studied in the past. Examples of 

these ajrproaches include principal component analysis, skin color analysis, Hough 

transform, etc. Among these various methods, color analysis has been shown to be 

a promising prospect. One major advantage of color analysis is that the processing 

speed for color information is much faster than the other methods. This characteristic 

is very important for the purpose of real time human computer interaction.

In this thesis, we adopt a face detection scheme based on HSV color model. In 

a HSV color model, H and S components contain the chromatic information and V 

represents the luminance information. HSV color model corresponds closely to the 

human intuition on color. Figure 4.2 shows the model by the cone mode [45].

Satuxntdcm

Value

Figure 4.2: The HSV color space
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Hue is the attribute of color and is measured by the angle around the vertical 

axis. It looks like a color wheel which is denoted by red, yellow, green, cyan, blue, 

magenta, and so on. Saturation is used to describe how pure a color is or how much 

white is added to a color. Value is a measure of the relative brightness.

The RGB components of an image can be converted to HSV color space by using 

the following formula:

H = {Hi i f B < G ;  360° -  i ï i  i f B > G } ,  (4.1)

where
^_i f 0.5[(iî — G) + (R — B)]

Hi =  cos { , ■ ....... = } )  (4.2)
{R — G){R — G) +  {R — B){G — B) 

^ max{R, G, B) -  min{R, G,B)
max{R,G,B)  ’ ^

V ^ m a x lR .a .B )  (4,4,

We use the planar envelop approximation method [46] to approximate the human

skin color. In planar envelope method, a pixel is considered as a skin pixel if the color

of the pixel satisfies the following two conditions:

S > T h s ;  V > T K \  S < - H - O . I V + 110] H < - 0 A V  + 75, (4.5)

if H > 0 ,  S < 0 .0 S {1 0 0 -V )H +  O.BV else 5 < 0 .5 i î  +  35, (4.6)

where Ths and Thy are set to 10 and 40 respectively [46].

After applying skin segmentation, some non-skin regions such as small isolated 

blobs and narrow belts are inevitably observed in the result as their color falls into 

the skin color space. Keeping these spurious skin regions will yield negative effects to 

the latter processing. We apply morphological operation to implement the cleaning 

procedure. The closing operation is first performed to connect narrow gaps between 

skin regions, and then opening operation is applied to remove small isolated bulbs 

and separate the regions connected by thin strips. Finally, we perform the filling 

operation to remove the black isolated holes.
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Figure 4.3 illustrates the procedure and operations of the applied face detection 

scheme. The detected face region is mapped back to the original image and normalized 

to a gray-level image of size 128 x 128 as the input to the Gabor filter bank.

Key Frame Closing

Normalized 
Face Image Filling Opening

Figure 4.3: Procedure of the applied face detection scheme

4.3 Gabor wavelet representation

Using gabor wavelet features to represent facial expression has been explorcxl and 

shown to be very efficient in the literatures [27]. It allows description of spatial 

frequency structure in the image while preserving information about spatial relations. 

In this thesis, the Gabor filter bank is implemented using the algorithm proposed in 

[47].

4.3.1 Gabor functions

In the space domain, the impulse response of Gabor filters is a Gaussian kernel mod

ulated by a sinusoidal plane-wave:

g{x,y) =  s{x,y)w{x,y), (4.7)
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where s{x, y) is a complex sinusoidal known as the carrier, and w{x, y) is a 2-D 

Gaussian-shaped function known as the envelope. A two dimensional Gabor function 

g{x, y) and its Fourier transform G{u, v) can be written as:

(4 8)

G ( u , t > ) = e x p { - h ^*‘ +  ^ 1 ) ,  ( 4 . 9 )

where dx, dy are scaling parameters, W  defines the spatial frequency of the sinusoidal,

du =  l/2'ïïdx and a„ =  l/2'Kdy.

In the frequency domain, the impulse response is an oriented Gaussian centered at 

the frequency of the carrier. Gabor functions form a complete but nonorthogonal basis 

set. Expanding a signal using this basis provides a localized frequency description. A 

class of self-similar functions, referred to as Gabor wavelets, is considered. Let g{x, y) 

be the mother Gabor wavelet, then this self-similar filter dictionary can be obtained 

by appropriate dilations and rotations of g{x, y) through the generating function:

9mn{x, y) =  a~'^g{x', y'), a > 1, m ,n  = integer, (4.10)

x ' = a~”̂ {xcosO + ysinO), (4.11)

y '=  o~”*(—xsin0-f y COS0) ,  (4.12)

where 6 = mt /K  and K  is the total number of orientations. The scale factor a~^ is 

to ensure that the energy is independent of m.

4.3.2 Gabor filter dictionary design

The nonorthogonality of the Gabor wavelets implies that there is redundant infor

mation in the filtered images. Thus, the reduction of this redundancy has to be

considered in the filter dictionary design. This can be solved by ensuring the half

peak magnitude support of the filter responses in the frequency spectrum to touch 

each other. If we let Ui and Uĵ  denote the lower and upper center frequencies of
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interest, K  be the number of orientations, and S be the number of scales in the mul

tiresolution decomposition, then the filter parameters cr„, cr„ can be computed by the 

formulas below:

a =  (4.13)

(g -1)17/.
(g +  l)V 21n 2 ’

=  tan(^)[C/„ -  21n ( ^ ) ] [ 21n 2 -

(4.14)

(4.15)

where W = and m=0, 1,..., 5-1. In this thesis, the filter parameters used are 

{7/j=0.4, 17^=0.05, /(T=6, and 5=4 [47]. In Figure 4.4, the contours indicate the half

peak magnitude of the filter response in the designed Gabor filter dictionary [47]. 

Figure 4.5 and 4.6 shows the Gabor filters in space domain and frequency domain 

respectively, while an example of Gabor wavelet transformed face image is given in 

Figure 4.7.
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Figure 4 .4 : Contours of the designed Gabor filter dictionary
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Figure 4.5: Gabor filters in space domain

Figure 4.6: Gabor filters in frequency domain
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W avelet
transform

ïl

Figure 4.7: Example of Gabor wavelet transformed image

4.3.3 Feature representation

In section 4.2, we mentioned that the human face image is normalized to a grey-level 

image of size 128 x 128. If we take this image as the input image, and denote as 

I{x,y), the Gabor wavelet transform of this image can be defined as:

Wmn(x,y) = j I{xuyi)9*mni^ ~ Xi,y -  yi)dxxdyi, (4.16)

where * indicates the complex conjugate. In this case, we obtain a very big coefficient 

matrix for each image. We use a total of 4 x 6=24 Gobor filters, and thus the size 

of the matrix is 128 x 128 x 24=393216. With a feature space of such a big size, the 

computation cost is very high, and thus it is not very suitable for a system which 

demands fast processing. We take the mean umn and standard deviation amn of the 

magnitude of the transform coefficients of each filter to represent the features:

^mn J  J

(Xmn — \ j  j  Ji.\^mn{Xty')\ Umn)^dxdy.

(4.17)

(4.18)
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A feature vector is constructed using umn and amn as feature components. In 

this thesis, we use four scales S'=4 and six orientations K=Q, resulting in a feature 

vector of 48 dimension:

fcabor  = [Woo <^00 ^ o i  (Tqi .........  U35 (T35]. (4.19)

4.4 Sum m ary

In this chapter, we describe the methods that we used to extract features to represent 

the visual characteristics of human face at different emotional states. A key frame 

is first extracted from the image sequence. A face detection scheme based on HSV 

color model is employed to detect human face from the background. The detected 

face region is then normalized to a gray-level image of size 128 x 128. We utilize a 

Gabor filter dictionary design strategy to design a Gabor filter bank of 4 orientation 

and 6 scales. The normalized face image is passed through this filter bank, and 

the coefficients are computed. Finally, mean and standard deviation are computed 

from the output of each filter. These means and standard deviations are treated 

as the visual features. Totally, we extracted 48 visual features. These features in 

combination with the 105 audio features are put in a feature vector of size 153 for 

latter classification.



Chapter 5 

Feature Selection and Classification

5.1 Introduction

T h e  recognition of human emotion is essentially a pattern recognition problem. 

To build a complete human emotion recognition system, a classifier needs to 

be applied to map the extracted features to the corresponding emotional state. This 

involves a machine learning procedure, by which the computer learns the character

istics of each emotional state. For a good classifier, the computer can successfully 

learn these characteristics and classify a new input correctly. However, which clas

sifier we should select is a big challenge. In this thesis, we compared some popular 

classifiers, including Gaussian Mixture Model (GMM), K-nearest Neighbors (K-NN), 

Neural Network (NN), and Fisher’s Linear Discriminant Analysis (FLDA).

We extracted a total number of 153 features from each sample to represent both 

the audio and visual information. With such a big dimensionality, the computational 

complexity is high. Moreover, not all the extracted features can contribute to the 

classification, some of the features might even cause negative effect due to possible 

dependency among the features. To reduce the dimensionality of the feature space, 

whilst maintaining the recognition accuracy, we need to apply feature selection al

gorithm. In this thesis, we also compared the performance of two feature selection 

algorithms, namely Principal Component Analysis (PGA) and a stepwise method.

44
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5.2 Feature selection

The performance of a pattern recognition system critically depends on the discrim

inant ability of the features in terms of separating patterns belonging to different 

classes in the feature space. The importance of selecting the relevant subset from 

the original feature set is closely related to the "curse of dimensionality” problem in 

function approximation, where sample data points become increasingly sparse when 

the dimensionality of the function domain increases, such that the finite set of sam

ples may not be adequate for characterizing the original mapping. In addition, the 

computational requirement is usually greater for implementing a high-dimensional 

mapping. To alleviate these problems, we reduce the dimensionality of input domain 

by choosing a relevant subset of features from the original set.

The ultimate goal of feature selection is to choose a number of features from 

the extracted feature set that yields minimum classification error. There exist several 

popular feature selection algorithms. Exhaustive search is an optimal algorithm which 

involves the search of all the possible combinations of the features. Although an 

optimal feature subset can be guaranteed, it is usually not a choice because of the 

high computational cost. The branch-and-bound feature selection algorithm [38] can 

be used to find the optimal subset of feature, but it requires the feature selection 

criterion function to be monotone, which means the value of the criterion function 

can never be decreased by adding new features to a feature subset. This is surely not 

the case when the sample size is relatively small. The wrapper method [48] is another 

choice of selecting the feature subset. However, it is very slow and computationally 

expensive because the whole data set needs to be analyzed repeatedly to evolve a 

feature set.

A good feature selection algorithm should have a tradeoff between computational 

complexity and accuracy. In [49], we investigate a combination of Sequential For

ward Selection (SFS) with General Regression Neural Network (GRNN) for feature 

selection. But GRNN also has the disadvantage of high computational complexity 

[50]. In this section, we present the stepwise method that we adopted for feature



46

subset selection. A popular feature space reduction algorithm, Principal Component 

Analysis (PCA), is also presented for the purpose of comparative study.

5.2.1 Stepwise method

In this thesis, we perform feature selection using the stepwise method in SPSS (a 

trademark of SPSS Inc. USA). The stepwise method is a combination of forward and 

backward procedures. Forward procedure enters the variables in the list one by one 

until no more can be entered. The order of entering the variables is determined by 

the significance in the model. Backward procedure enters all the variables in the list 

in a single step, then removes the insignificant variables one by one until no more 

can be removed. However, both of these two procedures suffer a nesting problem. 

For instance, the selected 4-element subset is not contained in the selected 5-element 

subset. The combination of these two procedures can efficiently alleviate this nesting 

effect.

Stepwise method starts from one feature and adds one feature each time. The cri

terion to determine the inclusion or exclusion of a feature is the Mahalanobis distance. 

Mahalanobis distance is a measure of how much a case’s value on the independent 

variables differ from the average of all cases. A large Mahalanobis distance identi

fies a case as having extreme values on one or more of the independent variables. 

Mahalonobis distance is defined as:

Dmah = [Xi — — li) , (5.1)

where and Yi are the feature vectors, S~^ is the inverse covariance matrix. For 

each step, one feature is added to or removed from the selected feature subset to 

maximize the between-class Mahalanobis distance.

5.2.2 Principal component analysis

Principal component analysis is a popular transform-domain dimensionality reduc

tion algorithm. The transformation is designed to represent the original features
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by a reduced number of transformed features, whilst retaining most of the intrinsic 

information content of the original data [51].

To make the PCA work properly, the first step is to produce a data set whose mean 

is zero. This can be done by subtracting the mean from each of the data dimensions. 

The mean subtracted is the average across each dimension, and can be calculated as:

(5.2)n
where X  denotes the entire set of samples in one dimension, n is the number of 

samples, Xi is the component of set X.

Then we need to compute the covariance matrix. Covariance is a measure to find 

out how much the dimensions vary from the mean with respect to each other. It can 

be calculated using the following equation:

=  (5.3)

Covariance is always measured between 2 dimensions, for a m-dimension data 

set, different covariance values need to be calculated. To compute the covariance 

matrix, we need to calculate all the possible covariance values between all the different 

dimensions and put them in a matrix. The definition of the covariance matrix for a 

set of data with m dimensions is:

Qmxm ^  Qj =  cov{Dimi, Dirrij), (5.4)

where (7^^^ is a matrix with m rows and m columns, and Divrii is the zth dimension. 

For instance, the entry on row 2, column 3 of the covariance matrix is the covariance 

value calculated between the 2nd dimension and the 3rd dimension.

Since the covariance matrix is square, we can calculate the eigenvectors each with 

its associated eigenvalue for this matrix. These eigenvectors are orthogonal. The 

eigenvector with the highest eigenvalue is the first principal component of the data 

set. We can then order the eigenvectors by the associated eigenvalues, from the highest 

to the lowest. This gives the components in order of significance. The components 

with less significance can be ignored and thus dimension reduction can be achieved.
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The final step is to form new data vectors by projecting the original data onto the 

principal component vectors. Once we have chosen the components that we wish to 

keep in our data and formed a feature vector by putting the eigenvectors in a matrix 

with the eigenvectors in the columns, we simply take the transpose of the vector and 

multiply it on the left of the original data set transposed.

^pca ~  ^eig ^ ^originah (5.5)

where Veig is the matrix with the eigenvectors in the columns transposed so that 

the eigenvectors are now in rows, with the most significant eigenvector at the top. 

^original IS the mean-adjusted data transposed. The new dimensionality-reduced data 

set Xpca can be used for latter classification.

5.3 Classification

To classify the extracted features into different human emotions, we need to select a 

classifier that can properly model the data and achieve better classification accuracy. 

In this thesis, we compared the performance of several popular classifiers, includ

ing Gaussian Mixture Model (GMM), K-nearest Neighbors (K-NN), Neural Network 

(NN), and Fisher’s Linear Discriminant Analysis (FLDA).

5.3.1 Gaussian mixture model

GMM is widely used in speaker identification, verification, and speech recognition. 

GMM models the probability density function {pdf) of the data Pq m M^v) ^  weighted 

sum of several different Gaussian density functions Pify)’-

K
PoMMiy) = cfcPfc(y)) (5.6)

fc=l
where c*. are the component probabilities, and K  is the number of components. We use 

the Expectation Maximization (EM) algorithm to estimate the parameters of GMM 

[52]. The parameters including component probability ct, mean and covariance 

matrix Uk,j are estimated by using the following equations:
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(5.7)

(5.8)

(5.9)

(5.10)
E jL ic (S ,(2/ „ | ^ f , E f ) ’

is a posteriori probability, N  is the size of the feature vector, and i is the iteration 

number.

For classification, GMM is usually performed in a modular architecture, which 

involves a separate GMM being trained for each individual class. Figure 5.1 shows 

the architecture of the a})plied GMM classification scheme.

INPUT

GMM

ANGER

DISGUST

FEAR

HAPPINESS

SADNESS

SURPRISE

DECISION -  

Y=argmax(Yj)

, Recognized  
Emotion

Figure 5.1: Architecture of the applied GMM scheme

An input signal is labeled the corresponding emotion with the maximum output: 

Y  = argmax{Yi) i =  l ,2,  ...,6. (5.11)
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5.3.2 K-nearest neighbors

K-nearest Neighbors is a non-parametric method for classification [53]. It assigns 

a class label to the unknown classification by examining its k nearest neighbors of 

known classification. Let x = x ,̂ j  =  1,2,..., n  denotes the known n feature vectors, p 

denotes the number of different classes, I =  lj,j  =  1, 2, € (1, 2, ...,p) represents

the correspondent class labels, whilst the reference training samples can be written 

as:

Sji =  {(xi, /i), (xg, Zg),..., (xj', Zj),..., (x^, Zn)}. (5.12)

For a new input vector y, the k-nearest neighbors algorithm is to identify the 

subset of k feature vectors from Sn that lie closest to y with respect to a pattern 

similarity function D(y,x). In this thesis, the employed pattern similarity function is 

Euclidean distance, which is defined as:

(5.13)
1= 1

If we use Fq to denote the frequency of each class label in the k nearest neighbors 

subset, the input vector can be classified by the following rule:

lout = argmax{Fq, q = l,2, (5.14)

5.3.3 Neural network

Artificial neural networks [51] have seen an explosion of interest over the past few 

years, and are being applied across an extraordinary range of problem domains. Un

like the classical statistical classification methods such as the Bayes classifier, no 

knowledge of the underlying probability distribution is needed by a neural network. 

It can learn the free parameters, weights and biases, through training by using exam

ples. Figure 5.2 shows the architecture of the employed neural network.

The back-propagation algorithm is used to perform the training. The number of 

neurons in the input layer is equal to the dimension of the feature vector. The number
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Figure 5.2: Architecture of the applied neural network

of neurons in the hidden hyperbolic tangent sigmoid layer Nhidden is determined by 

the following rule:

^hidden ~  I sj^input ^ ^outputI > (5.15)

where Ninpui, and Noutput denote the number of neurons in the input layer and output 

layer respectively.

The hyperbolic tangent sigmoid transfer function is defined as:

(5.16)

where a{n) is the output of a neuron in terms of the induced local field n.

The six neurons in the output linear layer corresponds to the six emotions. In 

the teaching process, we assign the value of 1 to the output neuron that corresponds 

to the same emotion as the input signal, and the value of 0 to all the other output 

layer neurons. In the simulating process, a new input is labeled the emotion with the 

greatest output.
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5.3.4 Fisher’s linear discriminant analysis

Linear discriminant analysis assumes the discriminant function g(x) to be a linonr 

function of data x. In the case of c-class problem, the discriminant function is defined 

as [53]:

5i(x) =  w fx  + Wio. (5.17)

In Fisher’s LDA, the weights w are estimated by maximizing Fisher’s criterion 

function J f ( w ) :

w^S'^w’

where So is the between-class scatter matrix, and is the within-class scatter matrix.

If we use Hi to represent the mean of class i, h represents the mean of the overall 

data set, then So and S^ can be calculated as:

■Sft =  è  (5.19)
i= i

c
Sw = ^ — ^  {xk — Hi)i^k — Hi)y (5.20)

i= l XkSCi

where C is the number of classes, Q denotes the samples in class i, n is the total 

number of samples, and n, is the number of samples in class i. rii/n represents a 

priori probability.

As our purpose is to find out w, which will maximize the criterion Jp(w), it can 

be deduced and found by solving the generalized eigenvalue problem:

Jp{w) =  \v^SoS~^w. (5.21)

After the weights being calculated, we find a constant value w,o for each dis

criminant function g^x), which will maximize the separability between classes. For 

classification, as shown in Equation 5.17, the input data is classified into the class 

that gives the greatest discriminant function value.
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5.4 Sum m ary

In this chapter, we discuss the feature selection and classification algorithms that we 

used in this thesis. Table 5.1 summarizes the applied algorithms. The performance 

of the feature selection and classification algorithm is closely related to the inher

ent characteristics of the extracted features. By analyzing and comparing different 

approaches, it will help us to gain more insights into the investigated problem, and 

achieve higher recognition accuracy.

A lgorithm s
Feature selection Principal Component Analysis, 

Stepwise method

Classification
Gaussian Mixture Model, 

Neural Network,
K-nearest Neighbors,

Fisher’s Linear Discriminant Analysis

Table 5.1; Feature selection and classification algorithms



Chapter 6 

Emotion Recognition System

6.1 Introduction

So  far, we have discussed the feature extraction, feature selection and classifica

tion methods separately. An emotion recognition system is the combination of 

all these components. Figure 6.1 sketches an overview of the proposed recognition 

system. An input video sequence is passed through two different channels to extract 

the audio and visual characteristics of the sequence. These two streams of features 

are then fused into one stream, and a feature selection process is applied to find out 

significant features, whilst reducing the dimensionality, and thus the computational 

cost. The system is trained by using the known-class data, and a new input can be 

classified into the corresponding class by using the adopted classification scheme.

The experiments we performed were based on video samples from eight subjects 

(2 Italian, 2 Chinese, 2 Pakistani, 1 Persian, and 1 Canadian), speaking six different 

languages (English, Italian, Urdu, Punjabi, Mandarin, and Persian). A total number 

of 500 samples, each delivered with one of six emotions were used for training and 

testing. From these samples, 360 samples (from six subjects) were selected for train

ing, and the rest 140 (from the remaining two subjects) for testing. There was no 

overlap between the training and testing subjects. Table 6.1 details the experimental 

data on different emotions.

In this chapter, we first present the experimental results of applying different 

classification algorithms. We then compare different feature selection algorithms by

54



55

' Prosodic . AN

W indowing. MFCC Dl !_speech""]*"

F E i -Formant
Recognized

emotion
HA -

Audio feature extraction

Input I Meylrame Pace
^ ex trac tio n  detection

"SaBoT̂
wavelet SUvideo

Classification schem eVisual feature extraction

Figure 6.1: Overview of the emotion recognition system

Em otion Training Testing Total
Anger 60 26 86

Disgust 59 21 80
Fear 56 22 78

Happiness 62 25 87
Sadness 59 21 80
Surpri.se 64 25 89
Total 360 140 500

Table 6.1: Experimental arrangement of the emotion database

using the best-perfonnance classifier. A multi-classifier scheme based on the analysis 

of individual class and combinations of different classes is then introduced. Finally, 

leave-one-out cross validation results are also presented for comparative study.

6.2 Com parison of classification algorithm s

In our first experiment, we performed classification on prosodic, audio, visual, and 

audiovisual features separately. We compared the performance of Gaussian Mixture 

Model (GMM), K-nearest Neighbors (K-NN), Neural Network (NN), and Fisher’s 

Linear Discriminant Analysis (FLDA).
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6.2.1 Experimental results 

G aussian m ix ture  m odel

The GMM classifier is implemented in a modular architecture. A separate GMM 

is trained for each individual class. The parameters including the weights, mean, 

and standard deviation of each component are estimated by using EM algorithm. In 

out experiments, because we do not have a precise idea about the distribution of the 

data, we try a range of k value, so that the distribution of the data can be modeled as 

the sum of k Gaussian functions. By applying the GMM classification scheme on 25 

Prosodic features, 105 audio features, 48 visual features, and 153 audiovisual features, 

we get the experimental results shown in Table 6.2, with the best recognition rate of 

each category shown in boldface.

k Prosodic Audio Visual Audiovisual
2 52.62% 58.57% 27.20% 63.27%
3 56.95% 62.11% 26.72% 72.37%
4 49.99% 64.72% 28.28% 58.56%
5 53.04% 57.51% 25.35% 62.24%
6 54.23% 61.65% 21.80% 60.69% -
7 60.60% 61.66% 27.93% 60.23%
8 50.97% 56.97% 21.68% 65.38%
9 51.53% 57.86% 26.72% 55.24%
10 51.18% 55.49% 24.38% 57.91%

Table 6.2: Recognition results of GMM

K -nearest neighbors

In K-NN, an input signal is labeled the class that have the most samples in its k 

nearest neighbors. A popular way to determine the k value is to use leave-one-out 

cross validation. However, the k value selected using this method might not be the 

best k value. In our experiments, we do not set the k to a fixed value. We perform 

experiments on ten k values from one to ten, and the experimental results are shown 

in Table 6.3 with highest results in boldface.
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10

Prosodie
46.43%
45.71%
50.71%
48.57%
50.71%
50.00%
49.29%
49.29%
52.14%
55.00%

Audio
46.43%
50.71%
55.71%
55.71%
58.57%
55.71%
61.43%
62.14%
61.43%
59.29%

V isual
35.71%
30.00%
30.71%
29.29%
29.29%
30.71%
29.29%
30.71%
28.57%
27.14%

Audiovisual
57.14%
50.71%
57.14%
57.14%
57.14%
60.00%
62.86%
57.86%
59.29%
60.00%

Table 6.3: Recognition results of K-NN

N eural netw orks

A three-layer feed-forward neural network is also investigated for classification. The 

number of input layer neurons is equal to the dimension of the input feature set, 

while the output neurons corresponding to the six emotion classes. Back-propagation 

algorithm is used to train the network. A new input is labeled the class that produces 

maximum output value. Table 6.4 shows the experimental results of applying neural 

network on prosodic, audio, visual and audiovisual features.

Classifier Prosodic Audio Visual Audiovisual
Neural Network 49.29% 51.43% 35% 56.43%

Table 6.4: Recognition results of neural network

F isher’s linear discrim inant analysis

The applied FLDA classifier has six outputs corresponding to the six emotions, which 

is referred as a global classifier below. An input signal is labeled the class that gives 

the maximum output value. Table 6.5 shows the experimental results.
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Classifier Prosodic Audio Visual Audiovisual
FLDA 65.71% 66.43% 49.29% 70.00%

Table 6.5: Recognition resnlts of FLDA

6.2.2 Discussions

The comparison of the recognition results using different classification algorithms on 

prosodic, audio, visual, and audiovisual features is depicted in Figure 6.2.

□  visual

□  Audiousual

Figure 6.2: Recognition results of different classifiers

The experimental results show that the combination of audio and visual infor

mation performs better than either of them only. We compared the performance of 

GMM, K-NN, NN, and FLDA. It is obvious that FLDA outperforms the other classi

fiers. GMM and K-NN are statistical methods which are based on the estimation of 

probability density function. Neural networks estimate tlie optimal weight and bias 

values between different layers through a training process. They all need the training 

set to be large enough. In our case, the size of the training set contains 3GO samples, 

and the dimension of the feature space is 153. The high dimensionality of the feature 

space and the sparseness of the training set limit the accuracy of the estimation, and
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thus reduce the performance.

Prosodic features are confirmed to be a powerful indicator of human emotional 

state in speech. By using FLDA, 25 prosodic features produce a recognition accuracy 

of 65.71%, which is very close to the 105 dimension audio feature set, in which MFCCs 

and formant features are also included. However, this also demonstrate that phonetic 

features also contribute to the classification.

Another observation can be made is that the complementary relationship of audio 

and visual information enhance the performance of the system. Table 6.6, 6.7, and 

6.8 detail the confusion matrix of applying FLDA on audio, visual, and audiovisual 

features (AN: anger, DI: disgust, FE: fear, HA: happiness, SA: sadness, SU: surprise).

Detected
Desired AN DI FE HA SA SU

AN 88.46 0 0 3.85 0 7.69
DI 4.76 61.90 28.57 4.76 0 0
FE 0 18.18 59.09 4.55 9.09 9.09
HA 8.00 20.00 16.00 48.00 8.00 0
SA 0 4.76 28.57 9.52 57.14 0
SU 16.00 0 4.00 0 0 80.00

Table 6.6: Confusion matrix of FLDA on audio features (all in %)

Detected
Desired AN DI FE HA SA SU

AN 34.62 0 42.31 7.69 15.38 0
DI 0 47.62 23.81 23.81 4.76 9.52
FE 18.18 9.09 68.18 0 0 4.55
HA 4.00 16.00 4.00 52.00 8.00 16.00
SA 9.52 4.76 14.29 14.29 47.62 9.52
SU 16.00 8.00 16.00 8.00 4.00 48.00

Table 6.7: Confusion m atrix of FLDA on visual features (all in %)
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Desired
AN
DI
FE
HA
SA
SU

Detected
AN

76.92
0

4.55
4.00

0
12.00

DI
0

76.19
9.09
16.00
9.52

0

FE
3.85
19.05
77.27
8.00
23.81
12.00

HA
7.69
4.76
4.55

56.00
4.76
4.00

SA

16.00
61.90

0

SU
11.54

4.55
4.00

0
72.00

Table 6.8: Confusion matrix of FLDA on audiovisual features (all in %)

From Table 6.6 and 6.7, it is obvious that anger, disgust, sadness, and surprise 

can be better classified in audio, while fear and happiness are better recognized by 

visual information. By combining audio and visual features, the recognition accuracy 

of disgust, fear, happiness and sadness are improved. However, the classification 

accuracy of anger and surprise is not as high as before the integration of data (Table 

6.8). This demonstrates that some of the features might cause negative affects to 

the classification. A feature selection process is therefore needed to deal with this 

problem.

6.3 P C A  v s  Stepw ise m ethod

In our former experiments, we have shown that the integration of audio and visual 

information provides better recognition accuracy. However, with a feature space of 

153 dimension, the computational cost is high. Moreover, not all the features can 

contribute to the classification. Some even cause negative effects. To reduce the 

dimensionality of the feature space, whilst achieving better recognition accuracy, we 

performed dimensionality reduction and feature selection. In this work, we compared 

two different algorithms, namely principal component analysis and a stepwise method.
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6.3.1 Experimental results 

Principal com ponent analysis

In PCA, the dimensionality is reduced by eliminating less significant features with 

smaller eigenvalues in the transformed domain. In this study, we take the first m 

data from the newly generated data vectors, with m satisfy the following equation:

> 90%, (6 . 1)

where is the eigenvalue, and N  is the dimension of the original feature space. 

Figure 6.3 depicts the curve of the eigenvalues produced in our experiments.
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Figure 6.3: The eigenvalue curve produced in PCA

By using Equation 6.1, the sum of the eigenvalues of the first 40 data is greater 

than 90% of the sum of all the eigenvalues. It also can be observed from Figure 6.3 

that the curve after 40 is almost flat and close to zero. Thus we take the first 40 data 

as the new features for classification. This method achieves 62.86% accuracy.

Stepwise m ethod

We performed feature selection by using stepwise method. We selected 45 features 

from the original feature set, with the corresponding index numbers shown in Table



62

6.9. By using this method, the recognition rate was improved to 75.71%.

Feature  Index  N um ber

Global FLDA Classifier
[2 3 7 19 21 22 24 25 26 27 28 34 43 48 55 68 78 80 91 
107 108 109 111 113 114 116 118 119 121 122 124 127 
128 130 131 132 133 134 135 137 139 143 146 148 149]

Table 6.9: Selected features using stepwise method

6.3.2 Discussions

Table 6.10 compares the dimensionality and recognition accuracy after applying fea

ture selection algorithm. The recognition accuracy after applying PCA is actually 

lower than before feature space reduction. This is because some of the information 

is lost when the data is truncated. As our goal is to reduce dimensionality, whilst 

maintaining or even achieving better accuracy, PCA is obviously not a good choice. 

The stepwise method reduces the dimensionality from 153 to 45, and the recognition 

rate is also improved significantly.

Dim ension Recognition R esults
Original feature set 153 70.00%

PCA 40 62.86%
Stepwise method 45 75.71%

Table 6.10: Comparison of feature selection algorithms

In comparison with the recognition rate of the original feature set, the selected 

feature subset achieves better overall accuracy, and specifically in anger,happiness, 

sadness, and surprise (Table 6.11). However, it can be observed that the performance 

on disgust is actually worse than without selection. This is because the stepwise 

method is a suboptimal feature selection algorithm, and thus optimal feature subset 

can not be guaranteed. Furthermore, the feature selection method is implemented 

in a global scenario, by which the selected subset is to distinguish all the six classes. 

However, different emotion could have different significant features to separate from
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all the other emotions or some specific emotions. This inspired us to perform fea

ture selection and classification on individual emotions and combination of different 

emotions.

Desired
AN
DI
FE
HA
SA
SU

Detected
AN

80.77
0

0
16.00

DI
0

61.90
18.18
4.00
4.76

0

FE
3.85
19.05
77.27
4.00
14.29
4.00

HA
7.69
9.52
4.55

80.00
4.76
4.00

SA

9.52

12.00
76.19

0

SU
7.69

0
76.00

Table 6.11: Confusion matrix of FLDA on stepwise method selected audiovisual features 
(all in %)

6.4 The m ulti-classifier schem e

In this thesis, an adaptive multi-classifier scheme involving the analysis of individual 

class and combinations of different classes is proposed. As FLDA is shown to be 

performing better than the other classifiers, the individual classifiers in this multi

classifier scheme are based on FLDA. Figure 6.4 shows the architecture of the adaptive 

multi-classifier scheme.

6.4.1 Experimental results

We built six one-against-all (OAA) classifiers first, which is represented as ” AN, DI, 

FE, HA, SA, SU” separately in Figure 6.4. In the training process, we label all the 

samples that do not belong to the corresponding emotion as one class. The output 

of each of these OAA classifiers is the probability of belonging to the corresponding 

emotion. For example, in the ” AN” OAA classifier, all the samples of anger are 

labeled as ’’anger”, while all the other samples are labeled as ”non-anger” . A value 

greater than 50% represents the sample is classifier as ’’anger”, while less than 50% 

represents ”non-anger” .
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Figure 6.4: Architecture of the iimlti-classifier scheme

Feature selection was performed to find significant features for individual class. 

The applied feature selection algorithm is the stepwise method, which has been shown 

to perform better. Table 6.12 summaries the selected features for individual emotion.

Feature Index N um ber
AN [1 7 13 19 24 34 35 49 66 71 72 80 89 106 108 119 121 124 

125 128 132 138 143 145 148 151 152 153]
DI [4 20 24 25 33 43 54 60 61 74 88 106 107 108 113 116 122 134

135 137 149]
FE [1 2 14 24 38 39 55 65 67 108 113 118 127 132 133 137]
HA [1 3 6 32 49 50 55 56 65 74 75 78 80 98 99 108 109 111 116 122 

124 128 130 131 132 133 135 138 142 145 146 148 151]
SA [1 2 14 22 24 25 29 35 37 58 86 103 106 111 113 118 135 143 146]
SU [3 7 17 18 22 25 34 52 58 79 89 107 109 113 115 119 122 130 132 

134 135 141 144 145 146 147 149 151]

Table 6.12: Selected features for individual class

We take the output of each OAA classifier as the input to a decision module 

for further classification. We compared the performance of two rules in the decision 

module. In rule 1, if one of the outputs of these OAA classifiers is greater than 50%, 

we label the sample into the corresponding class. All the samples that have been 

misclassified, which means either none of the outputs exceeds 50%, or two or more
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greater than 50%, will go to the global classifier for further classification. By using 

this rule, the recognition results is improved to 79.29%.

In rule 2, we deal with the misclassified samples differently. If none of the outputs 

of OAA classifiers is greater than 50%, the sample will be further classified by a 

global classifier. If two or more of the outputs of the six OAA classifiers are greater 

than 50%, which means the sample might belongs to more than one emotion, the 

sample will go to a separate classifier which is designed for those two or more specific 

emotional classes. The underlying reason that we select this scheme is that, there 

might be specific set of features that can better distinguish two or more different 

emotions. If a sample is misclassified as two or more emotions, this specific classifier 

that dedicate to the corresponding emotions will help to distinct minor difference in 

these emotions. Overall, we have built six OAA classifiers, 15 binary classifier, 20 

three-class classifiers, 15 four-class classifiers, six five-class classifiers, and one global 

classifier. In all the experiments, stepwise method is used to select the best feature 

subset. This system achieves 82.14% accuracy, with the confusion matrix shown in 

Table 6.13.

Detected
Desired AN DI FE HA SA SU

AN 88.46 0 3.85 3.85 0 3.85
DI 0 80.95 4.76 9.52 4.76 0
FE 0 18.18 77.27 4.55 0 0
HA 0 16.00 0 80.00 4.00 0
SA 0 4.76 14.29 0 80.95 0
SU 4.00 0 8.00 4.00 0 84.00

Table 6.13: Confusion matrix of the multi-classifier scheme (all in %)

6.4.2 Discussions

From Table 6.12, we can find that the significant features to distinct one individual 

emotion from the other emotions are different. Some of the features selected in a global 

scenario are redundant (Table 6.9), and some of the other features might contribute to
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the classification of specific emotion. In all the cases, the selected subsets incorporate 

both audio and visual features.

Another interesting observation is that there is not even a single feature which is 

significant for all the classes. This actually reveals that nature of human emotion, 

by which means that there is no sharp boundaries between emotions. One emotion 

might have similar patterns with some of the emotions, while different patterns with 

the others. The human perception on emotion is based on the integration of different 

patterns. For example, sadness and disgust both have long mean pause length (index: 

24) and low tempo (index:25) to distinguish from the other four emotions, and these 

two features are selected. Then, sadness can be further separated from disgust because 

it has lower energy max (index:22).

Taking advantage of the individual class based analysis, the recognition rate im

proves significantly. In our proposed multi-classifier scheme, rule 2 achieves higher 

accuracy than rule 1. This demonstrates that the significant features to distinguish 

different combinations of emotions are different. By using rule 2, our system achieves 

the best overall accuracy, and best recognition rate for all the individual emotions.

6.5 Cross-validation

For the purpose of comparative study, we also performed experiments on a leave-one- 

out (LOO) cross-validation basis. LOO cross-validation works as follows: for each 

time, one sample is held out as the testing data, while the rest of the data in the 

entire data set as the training data. This procedure continues until all the individual 

samples in the entire data set has been held out once. The recognition accuracy is 

calculated as the ratio of the number of correctly classified samples and the total 

number of samples in the data set.

We perform feature selection using the stepwise method. By using a global clas

sifier, we achieve an overall accuracy of 89.2%, with the confusion matrix shown in 

Table 6.14.
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Desired
AN
DI
FE
HA
SA
SU

Detected
AN

93.00
0

2.60

0
2.20

DI
1.20

85.00
7.70
4.60
3.80

0

FE

7.50
82.10
3.40
1.30
3.40

HA
1.20
6.30
2.60

88.50
0

3.40

SA

1.30
3.80
2.30

95.00
0

SU
4.70

1.30
1.10

0
91.00

Table 6.14: Confusion matrix of LOO cross-validation (all in %)

6.6 Sum m ary

In this chapter, we present the proposed emotion recognition system. Extensive 

(experiments were conducted to test the effectiveness of our system. We compared 

the performance of different classifiers first. Based on the experiments, we select 

Fisher’s Linear Discriminant Analysis (FLDA) as the classifier. Feature selection and 

classification schemes are then applied to enhance the system.

The recognition results using different features and classification schemes based 

on FLDA are summarized in Figure 6.5.

Anger Disgust Fear H app iness S a d n e s s Surprise Overall

■  Audio 8 8 .4 6 6 1 . 9 0 5 9 .0 9 4 8 . 0 0 57 .1 4 8 0 .0 0 6 6 . 4 3
■  Visual 3 4 .6 2 4 7 . 6 2 6 8 .1 8 5 2 .0 0 4 7 . 6 2 4 8 . 0 0 4 9 . 2 9
■  Audiovisual 7 6 .9 2 7 6 .1 9 7 7 .2 7 5 6 .0 0 6 1 .9 0 72^00 7 0 .0 0
■  S te p w ise 8 0 .7 7 6 1 .9 0 7 7 .2 7 8 0 .0 0 7 6 .1 9 7 6 .0 0 75.71
□  Multi-classifier 8 8 .4 6 8 0 .9 5 7 7 .2 7 8 0 .0 0 8 0 .9 5 8 4 .0 0 8 2 .1 4
□  LOO 9 3 .0 0 8 5 .0 0 8 2 .1 0 8 8 .5 0 9 5 .0 0 9 1 .0 0 8 9 . 2 0

Figure 6.5: Comparison of recognition results



68

The results demonstrate that the combination of audio and visual information 

achieves better overall accuracy than either of them only. The applied stepwise 

method efficiently reduce the dimensionality of the feature space, whilst achieving 

better recognition accuracy. The proposed adaptive multi-classifier scheme produces 

noticeable improvement in both overall and individual class recognition accuracy.

By using leave-one-out cross-validation method, we achieve very promising results. 

This demonstrates that the extracted features successfully captured the vocal and 

visual characteristics of emotional data regardless of the user’s cultural background 

and language. In the case of LOO, there is overlap between the training subjects 

and testing subjects, and thus the recognition rate is higher. However, we can expect 

that, as more training subjects are added to the training set, the representation of 

human emotion will be better generalized toward a LOO cross-validation scenario, 

and better recognition accuracy can be expected.



Chapter 7 

Conclusions

7.1 Sum m ary of thesis

IN this thesis, we present an emotion recognition system to recognize human affec

tive states from audiovisual information. The proposed system was tested over a 

language, speaker, and context independent emotional video database. Our objective 

is to investigate the universal nature of emotion and its vocal and facial expressions, 

and thus enhance the human computer intelligent interaction.

In audio feature extraction, in order to identify the features that can truly rep

resent the vocal characteristics of human speech for different emotions, we examine 

both prosodic and phonetic features. In visual feature extraction, we extract a key 

frame from the image sequence first, a HSV color model based face detection scheme 

is then applied to segment the face region from the background. We perform multi

resolution Gabor wavelet analysis on the face image for the computational mapping 

between emotions and facial expressions. The motivation of adopting this visual fea

ture extraction method is to facilitate the processing speed of the system, and thus 

for potential real life applications.

To find a classifier that can better model the data and map the features to the cor

responding emotions, we compared different classifiers, including parametric classifier 

Gaussian Mixture Model (GMM), non-parametric classifier K-nearest Neighbors (K- 

NN), non-linear classifier Neural Network (NN), and linear classifier Fisher’s Linear 

Discriminant Analysis (FLDA). FLDA is selected as classifier through experiments.

69
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Our proposed recognition system appears to be a linear problem. However, in specific 

emotional class, the performance of audiovisual features is worse than audio features 

only. This demonstrates that some of the features might cause negative effects. In 

order to identify the significant features, whilst reducing the dimensionality of the 

feature space, we perform feature selection. The criteria for the selection of a fea

ture selection algorithm is to get a tradeoff between the efficiency and computational 

complexity. We compared the performance of two feature selection algorithms, princi

pal components analysis and a stepwise method. Experimental results show that the 

stepwise method is capable of identifying a highly relevant subset of features, reducing 

the dimensionality of the feature space, and improving the recognition accuracy.

In this work, we also propose a multi-classifier scheme to further analyze and en

hance the classification accuracy. This multi-classifier scheme takes advantage of the 

analysis of significant features in individual class and that to distinguish any com

binations of any classes. Experiments demonstrate the effectiveness of the proposed 

scheme.

We perform extensive experiments to compare and evaluate the adopted and pro

posed approach. Based on the implementation and the results, some major conclu

sions can be drawn as follow:

• Phonetic features also contribute to the classification of human emotion. Al

though prosodic features are a very powerful indicator of human emotional 

states, the MFCCs and formant frequency features are extracted to mimic the 

human hearing system and vocal tract, and thus human perception of emotional 

speech can be better simulated. In our experiments, we perform feature selec

tion to find out significant features. In all the cases, some MFCCs and formant 

features are selected as significant features for classification.

• The combination of audio and visual information performs better than either 

of them only. The complementary relationship of these two modalities on dif

ferent emotions help to achieve higher recognition accuracy. For instance, in a 

facial expression analysis system, the performance might be greatly affected by
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facial hair, skin color etc. However, this can be compensated from the audio 

information.

• Although language and cultural background might have some influence on the 

way in which people express their emotions, our proposed system shows promis

ing results, and demonstrated that the emotional expressions can be identified 

beyond these boundaries.

• The recognition accuracy can be greatly improved by partitioning the clas

sification problem into finer analysis, which is based on individual class and 

combinations of specific emotions. This is due to the fact that the features 

selected to distinguish a set of emotions might be not distinctive for another 

set of emotions. Our experiments show that the features selected for individual 

class is different from that of being selected in a global scenario.

7.2 C ontributions

In this thesis work, we investigate the advantage and effectiveness of combining multi

modality information in human emotion recognition. It opens up the potential and 

possibility of analyzing other human computer interaction (HCI) problems. HCI is a 

multi-channel behavior. The combination of different modalities conveys more infor

mation about the interface, and more importantly, the complementary relationship 

between different modalities will help to enhance the performance of the system.

Rather than performing analysis on all the classes, we also analyze the signifi

cant features on an individual class basis. It helps us to obtain more detailed insight 

into individual emotion and the way to separate specific emotions. We perform ex

periments in a logical and systematic manner. Our proposed system achieves very 

promising results by using the proposed classification scheme. Considering a more 

generic application, our system was tested using a very versatile database, in which 

samples from different subjects, speaking different languages were collected. We have 

considered the processing speed in audio and image processing, and we also performed
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feature selection to reduce the dimensionality, and thus the computational cost. All 

these demonstrates that a real life application can be expected.

7.3 Future research

In our research, we studied the vocal and facial expressions and propose a system to 

recognize these expressions. In this section, we outline several proposals which may 

further enhance the performance of the system:

• We perform emotion analysis on six basic emotions. However, human emotional 

states do not have a sharp boundary. Some of the emotions are a combination 

of different emotions. For instance, human can express different surprise, some

times combined with happy, and sometimes with fear. For a natural human 

computer interface, the computer needs to recognize and analyze these situ

ations. One proposal is to categorize emotion into a wide range of classes. 

Another might be giving different weights to the basic emotional elements, and 

human can understand the potential components of an expression.

• From our experiments, the visual feature based classification accuracy is low. 

This demonstrates that the visual feature representation is not strong enough. 

In the future , we are going to work on a hybrid approach which incorporates 

the analysis of the whole face and the prominent parts of the face, as well as 

dynamic features in video sequence

• The emotion analysis are performed on a video signal that have only one emo

tion. In real life applications, the user’s emotion is changing frequently. A 

scheme needs to be proposed to separate the varying of human emotion in one 

continues interaction. Furthermore, the system should capable of detecting the 

presence of the user automatically.

• We fuse the audio and visual data in a simple manner. In the future, we are 

going to devise a fusion algorithm which will better utilize the complementary 

relationship of the two modalities.
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We use one classifier for all the six emotions. However, different class might 

have different classification algorithm that can better model the data. An in

vestigation based on these scenarios will help to improve the efficiency of the 

system.
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