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Abstract—Recently, the way people consume video content hasschemes need to be extended or replaced by multicast and
been undergoing a dramatic change. Plain TV sets, that have ynicast schemes, while the latter need to scale to millidns o
been the center of home entertainment for a long time, are gim|taneous viewers. In addition, an increasing fractibihe
losing grounds to Hybrid TV's, PC’s, game consoles, and, mer id tent is distributed Vi irel tworks. in
recently, mobile devices such as tablets and smartphonesh@ vi e(_) content Is distri _u ed via wire ess _ne WOrkKS, |n01_lgd
new predominant paradigm is: watch what | want, when | want, Mobile networks, leading to a dramatic increase of wireless
and where | want. data traffic. Thus, traffic from wireless and mobile devicd$ w

The challenges of this shift are manifold. On the one hand, exceed traffic from wired devices by 2018, accounting for 61

2??:&3?25%@”%Z%iﬁznf;niz ‘;i p%\éﬁi-r-:-g/; Cg iyrr‘ue:ﬁ‘rjoazgs %‘\2;“%‘3 percent of the total Internet traffic. And by far the largesttp
such as IPTV and video streaming over best-effort networks, of it is video. Globally, V"?'e‘? traffic will be 79 percent Of_
while remaining scalable to millions of users. On the other all consumer Internet traffic in 2018, up from 66 percent in

hand, the dramatic increase of wireless data traffic beginsa 2013 [1]. This development stretches the capabilities ef th
stretch the capabilities of the existing wireless infrastucture  existing wireless infrastructure to its limits. Moreovdue to
Egcgﬁollg'it; t’;'gggﬁ vf/ri]tflrz f:isgf?hg?:rlcl)egr:a%eeitt;) O\fllgl‘?g usst;egi'l“gs the extreme variability of network conditions on wirelessla
and dynamically changing network conditions, in particular in especially mqblle networks, video strgamlng technologies .
wireless and mobile networks. confronted with a challenge to deal with a high heteroggneit

In the present work, our goal is to design an efficient system not only of end-user devices but also of dynamically chaggin
that supports a high number of unicast streaming sessions i@ network conditions[]2],[[3].

dens% w_irele:rs]s taccessb?etworlf(. Wel adciress this goal %l_j‘ﬁ“t It is well understood that the current trend of cellular
consiaerin e WO probiems of wireless transmission sc n . .
and videog quality r<':1daptation, using techniques inspired %y te_chnology (eg Long-Term EVOIUUOH.(LTE:) [4) _cannopED_
the robustness and simplicity of Proportional-Integral-Derivative”  With the traffic increase caused by various new video sesyice
(PID) controllers. We show that the control-theoretic appoach unless the density of the deployed wireless infrastrucisire
allows to efficiently utilize available wireless resourcgsproviding increased correspondingly. In fact, throughout the histfr
high Quality of Experience (QOE) to a large number of users.  yjreless networks, throughput gains resulting from inseeh
network density exceeded the gains from individual other
factors by an order of magnitude [5]. This motivates the meéce
flurry of research on massive and dense deployment of base
Not so long ago, video content was largely distributestation antennas, either in the form of "massive Multiplpun
through a small number of broadcast television stationglultiple Output (MIMO)” solutions (hundreds of antennas at
Viewers passively consumed prescheduled content on aesingich cell site)([[6] or in the form of very dense small-cell
available device - the television set. Things began to changetworks (multiple nested tiers of smaller and smallersgell
in the seventies and eighties with the appearance of atbtedapossibly operating at higher and higher carrier freques)¢ts.
video recorders that allowed to time-shift video programgni If supplied with sufficient storage capacity, these techgias
decoupling it from broadcasters’ schedules. Video reasrdean also help reducing the load on the backhaul (i.e., thedwir
also enabled consumption of prerecorded movies availalletwork connecting the access network to the Internet)chvhi
through rental or sale. Meanwhile, few decades later, we drave recently become a bottleneck in cellular netwdrks [7].
starting to observe a dramatic shift of video consumptiomfr At the same time, streaming over best-effort networks, that
plain TV sets, that have been dominating home entertainmevere not designed to provide stable Quality of Service (QoS)
for half a century, to devices such as Hybrid TV's, personakpecially over wireless networks, makes it highly inedfiti
computers, game consoles, and, more recently, mobile&vior entirely impossible to use the same representation afeovi
such as tablets and smartphones. This shift is accompayieddr the duration of a streaming session. Instead, it must be
a new mindset: watch what | want, when | want, and whereabapted to dynamically varying network conditions such as
want. throughput, packet loss rate, and delay jitter. A user might
The implications of this shift are manifold. Due to the asyre.g., experience continuous throughput fluctuations rangi
chronicity of viewing patterns, broadcast-based distitou from tens of kilobits to tens of megabits per second. Even
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a static user in an indoor residential or office Wireless LLocfil7]. In contrast to these studies, we jointly optimize vide
Area Network (WLAN) is typically exposed to interferencequality selection and network resource allocation in a dens
cross-traffic, and fading effects. The link quality flucioas wireless networks, in a distributed way.

are even stronger in the case of mobile users. Thus, it isSA number of studies specifically focus on video transmis-
necessary to continuously adapt the QoS requirements of #ign over wireless networks, leveraging cross-layer teghes
video in order to achieve a satisfactory QoE. Recent studitmat jointly perform video quality selection and network re
suggest that these challenges have not yet been succgssidurce allocation, for different types of wireless netvgork
addressed. In 2013, around 26.9% of streaming sessiongonlth most such studies, video quality selection is performed
Internet experienced playback interruption due to rebiffe in a centralized way[[18]=[24]. In contrast, we assume a
43.3% were impacted by low resolution, and 4.8% failed tdient-driven approach, where every streaming clientqrens
start altogether [8]. adaptation individually and asynchronously w.r.t. otHerds,

In the present study we focus on designing an efficiemthich is inline with the HAS streaming modell[9],_[10].
mechanism to support a high number of parallel streamihgpreover, while these studies focus on a setting with a singl
sessions in a wireless access network, such as a smiadlse station, we consider a small-cell network [5] with asgen
cell network. In order to maximize performance, we jointlypase station deployment and a bandwidth reuse factor of 1.
consider the two problems of wireless transmission schedthis setting is considered one of the candidate solutions to
ing and video adaptation. We assume HTTP-Based Adaptivepe with the recently observed dramatic increase of wagele
Streaming (HAS) as streaming technology [9],1[10], whicland mobile traffic.
is a client-controlled adaptive streaming approach, tisgsu  Streaming technologies using unreliable transport pa$oc
Hypertext Transfer Protocol (HTTP) and Transmission Gaintrhave received a lot of attention in the past|[19],][20].][23],
Protocol (TCP) as its application layer and transport lgrer  [25]. In contrast, our study assumes TCP as transport pohtoc
tocols, respectively, and that has been deployed with &sing which is reliable and thus requires a different QoE model
success in various large-scale streaming solutions. since, on the one hand, it prevents packet losses but, on the

Inspired by the analytical tractability of PID controllersother hand, exhibits increased throughput fluctuationstdue
complemented by their powerful features, we aim at des@nibuilt-in congestion avoidance and congestion control raech
a joint transmission scheduling and video adaptation mechmsms [26]. Moreover, due to TCP’s end-to-end, connection
nism that resembles dynamics of a system under PID contretiented semantics, it does not allow in-network manipatat
A PID controller is typically used to stabilize a dynamimf packets belonging to a particular video stream.
system around a given target state. Its strength lies in theFurther studies focus on adapting the playout rate instead
ability to do so in the presence of model uncertainties (hat of video quality, in order to deal with dynamically varying
the system parameters are not completely known and mightriework conditions[[27].
time-varying) and disturbances (unknown, potentiallydm, Using control-theoretic models in adaptive streaming is no
inputs to the system). In our case, we use it to stabilizenew idea. In[[11], e.g., the authors design a video adapta-
users’ playback buffers around certain target values, @& ttion strategy which is based on a Proportional-Integra) (Pl
presence of dynamically changing network conditions due tontroller, with the goal to combat video quality osciltats
users arrival and departures, mobility and fading effects. they observe when multiple video clients share a common

We evaluate the developed approach by means of simbottleneck. In[[25], a controller with only a proportionair-
lations in different deployment scenarios, such as lomgrte ponent is used to stabilize a User Datagram Protocol (UDP)-
users with low user churn, short-term users with high usbased streaming system. Likewise, our work is inspired by th
churn, and a mix of short-term and long-term users. We usgnplicity and power of a PID controller. Differently, hower,
QoE-related performance metrics such as total rebuffering treat both transmission scheduling in the wireless acces
time, start-up delay, average media bit rate, media bit raietwork and video adaptation as a single system, which has
fluctuations, and media bit rate fairness. the potential to further improve the performance. In additi

The rest of the paper is structured as follows. Sedfibn We deploy an anti-windup scheme to stabilize the controller
presents the related work. Sectioqd Ill describes the stireamdespite of saturation, a different discretization apphpamnd
model and the wireless network model underlying our studseveral heuristics aiming at further improving users’ QoE.
Section[IV presents our approach to joint scheduling andSimilar in spirit to our work, in[[2B], the authors address
quality selection. Section]V introduces the evaluationirsgt the goal of designing a joint transmission scheduling adéwi

and results. Finally, Sectidn VI concludes the paper. rate adaptation scheme using a Network Utility Maximizatio
(NUM) framework, using the drift-plus-penalty method. The
Il. RELATED WORK approach maximizes the sum of users’ utilities which are

Over the past few years, adaptive video streaming hasictions of the long-term average video qualities. A dragk
gained a lot of attention from the research community. The this approach is the coupling of transmission scheduling
focus is typically on optimizing user's QoE, complementedlot duration and video segment size, requiring large-staurt
by a differently weighted mix of fairness, resource efficign delays to combat buffer underruns.
energy and cost factors. Another hot and challenging topic is QoE for adaptive video

Many studies adopt the perspective of a streaming cliestreaming, see e.d. [29]-[33]. Quality adaptation, redmirify,
while modeling the network environment as a black hox [11]start-up delay, and quality fluctuations are factors thaeheot



been part of traditional QoE metrics for video, but that havedges for all pairgh,u) € H x U; for which there exists
a tremendous impact on user’s perception of adaptive vidagotential transmission link betweénand « at timet. We
streamed over a best-effort network, such as the Interrestr Udenote byN;(u) = {h € H : (h,u) € Ey A cpu(t) > Cmin}
engagement is another important metric, which is espgciathe neighborhood of usex at time ¢. Similarly, NV;(h) =
of interest for content providers since it is directly reldtto {u € U; : (h,u) € Et A chyu(t) > emin}- In the following, we

advertising-based revenue schemes [34]. omit the indext to simplify the notation.
Although the approach presented in this paper works with
1. SYSTEM DESCRIPTION different kinds of wireless network models, we will focus

n the wireless network model used in [28], as described

the following. The wireless channel for each lirtk,w)
is modeled as a frequency and time selective underspread
fading channel[[35]. Using Orthogonal Frequency-Division
A. Streaming model Multiplexing (OFDM), the channel can be converted into a set

We consider a set of useis € U, at timet, where each of parallel narrowband sub-channels in the frequency domai
user wants to watch a video file from a library of possiblgsubcarriers), each of which is time-selective with a derta
files. Corresponding to the HAS modél [9], each video file {@ding channel coherence time. The small-scale Rayleigh
segmented in chunks efseconds duration, and each segmefding channel coefficients can be considered as constant ov
is encoded in several representations, each representafigie-frequency "tiles” spanning blocks of adjacent subieas
providing a different average encoding bit rate. Furthaghe N the frequency domain and blocks of OFDM symbols in the
segment starts with a random access point of the stredif'® domain. o _ o
thus allowing a video client to concatenate segments from'Ve assume that transmission scheduling decisions are made
different representations during the playback. A videerdii @ccording to the underlying PHY and MAC air interface
sequentially issues HTTP GET or GET RANGE requests gpecifications. For example, in an LTE se_ttmg, users are
download individual segments. The meta information abog¢heduled over resource blocks which are tiles of 7 OFDM
available segments and representations is downloadedeby $§MPOIS x 12 subcarriers, spanning (for most common channel
client prior to starting the streaming session, e.g., imfof an Models) a single fading state in the time-frequency domain.
XML file, called Manifest or Media Presentation Description Nevertheless, it is unreasonable to assume that the rate can

(MPD). An example for this technology is the open standaRf adapted on each single resource block. As a matter of
MPEG-DASH [10]. fact, rate adaptation is performed according to some lengr-t

If a segment is not downloaded until its playback deadlingtatistics that capture the large-scale effects of prof@gya
a buffer underrun occurs, typically followed by a rebuffeyi su_ch as distance dependent path _Ioss_ and mterference.power
period, during which the playback is halted. In addition, } iS Well-known that with a combination of rate adaptation
video client might initially delay the start of the playbaick 2nd hybrid ARQ, a link rate given as the average with respect

order to prebuffer a certain amount of video (start-up delay® the small-scale fading of the instantaneous rate fungctar

The goal of a video client is to maintain a high QoE bgiven large scale pathloss coefficients and interfereneeepo
adapting the media bit rate to the available network threugfd" b€ achieved. This averaging effect with respect to the
put. Among the main factors influencing the QoE are the (fnall scale fading is even more true when massive MIMO
amount of time spent in rebuffering and the distribution dfansmission is used, thanks to the fact that, due to the larg
rebuffering event over the streaming session, (2) the g\%er(,jglmenslonal channel vectors, the rate performance tends to
and minimum video quality during the streaming session, (8fCome deterministic_[6], [36]. Therefore, in our treatinen
the number and distribution of quality changes, and (4) té shall use the link rate function given by egl (1).
duration of the start-up delay. The exact nature of QoE for We assume that the helpers transmit at constant power, and

adaptive streaming is an ongoing research problem, see &% the small-cell network makes use of universal frequenc
Sectior(T). reuse, that is, the whole system bandwidth is used by alknelp

nodes. We further assume that every usewhen decoding a
transmission from a particular helpére N (u) treats inter-
B. Wireless network model cell interference as noise. Under these system assumptions
We consider a wireless network with multiple user noddbe maximum achievable rate during the scheduling timeslot
and base stations sharing the wireless resource. The bader link (h,u) € E is given by
stations either store cached video files, or have a (wired 9;rm(ti)
wireless) connection to some video server, which we assume
not to be the system bottleneck. In general, some user nodgs
might also participate in distribution of video data; tHere,
we generally refer to base stations and user nodes serving as
streaming sources as "helpers”. where P}, is the transmit power of helpér, s, is the small-
The network is defined by a bipartite grapl; = scale fading gain from helpér to useru, g, (¢;) is the slow
(Ui, H, Ey), wheret is the time index,U; denotes the set fading gain (path loss) from helpér to useru, and W is
of users, H denotes the set of helpers, arig contains system bandwidth.

In this section we describe the streaming model and t
wireless network model used in our study.

Py ulti u ?
log <1+ nghots) |t 2)] )
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Consistently with current wireless standards, we considerParticularizing the general dynamic system equafion (2) to
the case of intra-cell orthogonal access. This means tlarr specific case defined ifil (3), we obtgin(z(t)) = —1,
each helperh serves its neighboring usetse N'(h) using fo (z(t)) = z(t), and z,(t) = j“gg That is, our goal is to
orthogonal FDMA/TDMA. We denote by, (t;) the fraction stabilize users’ buffer levels(¢) around a target valug* by
of time/spectrum helpek uses to serve user in scheduling controlling c®) 4 the following, to simplify notation and

timeslot¢;. It must hoIdZueN(h) any(ti) <1forallhe H. wl.o.g., Werg(é%g* =0.

The throughput of usewr in timeslot ¢; is then given by  |n order to apply PID control to buffer level dynami¢s (3),

culti) = Yhen(u) @hulti)cnu(ti). The underlying assump- we have to set system’s inplg’t% to the controller output
tion, which makes this rate region achievable, is that helpe “

is aware of the slowly varying path loss coefficienis, (;) cu(t)

for all u € N'(h), such that rate adaptation is possible. Thisis  r,(t)

consistent with rate adaptation schemes currently imphtede

in LTE and IEEE 802.1114],137]/138]. _
We assume that all helpers are connected to a cenralif8geach usen € U. Consequently, the buffer level dynamics

network controller, which performs the scheduling degisio Will obey the following differential equation

Tu(t) =wy(t) =1, Vu e U. (5)

= Kp,x(t) + Kqu2(t) + Km/o x,(&)dE  (4)

=:iwy (t)

IV. JOINT SCHEDULING AND QUALITY SELECTION

In this section we present a partially distributed mecha- Isr:etr:E}Sf)o nglngsggﬁplrzsnzfr:s?r?;tlﬁt L%snlcfarogsstts?ggtam
nism consisting of two components: video quality selec;tioﬁy ' P 9

performed by each video client independently and aSngffer Ievg_l:v* - 0 for arb|tra_ry initial values. .
chronously, and link transmission scheduling, performgd b Proposition 1: Systeml[}) is globally asymptotically stable

. pru K'L,u
a centralized network controller at equidistant time inds. i and only if Kq,, # 1, Ry, <0 and Ry <0

Proof: In the following, we omit the user index.
] First, we observe that foK; = 1 system [(b) degenerates
A. General idea and is only solvable for zero initial value:(0) = 0.

Consider a dynamic system described by the following Assuming K, # 1 and substitutingy () = fot x(§)dg, we

equations transform [(b) into a system of linear differential equation
r(t) = t t
() = i (a(0) + 2(0) o b0 o 6] 0] e
y(t) = f2(z(t)) , g =11 o |y ol

wherez(t) is system state at timg z(¢) is input to the system, K, X, 1

y(t) is system’s output, andl (-) and f2(-) are some functions. With @ = ==, b = =5, andc = —¢-.

Assume that we want to stabilize system’s outp) arounda W& Proof the claim by explicitely constructing the general
certain target valug*. For many systems, this can be achieveﬁ?,lu“on' Wﬁ d'Stl'”gu'S]f‘ twr? qa_s,gsl. Claseﬁ.JBFLb =0.1n

in an efficient way by setting their input using a PID conteall t IS case, the solution for the initial value problert0) = zo
that is, is given by

x(t) = (w0 + (0.5z0 — l)at)e%“t .

t
z(t) = Kpe(t) + Kqé(t) + Kl/ e(&)d¢,
0 It converges to 0 for — oo if and only if a < 0. For case Il:
where the error functior(t) = y(t) — y* is the deviation of a” + 4b # 0, we obtain
system outpuy(t) from the target valug*, and K, K4, and

(t) =
K, are controller parameters.
In our case, we define system state as the vector ofw60-5(%d)t+weoﬂaﬂi)t,
(playback) buffer levelsc(t) = (z,(t),u € U). The buffer 2d 2d

level of a user is defined as the consecutive amount of vid@fth d = /a2 + 4b. It converges to 0 for — oo if and only
content, measured in seconds of playback time, stored itsuséf Re(a+d) < 0 and Re(a—d) < 0, whereRe(-) denotes the
playback buffer, starting from the current playback poite real part of a complex number. This, however, is equivalent t
denote byr,(t) the encoding bit rate, or media bit rate, of the, < 0 andb < 0, proving the claim. ]
video content downloaded by userat time ¢, measured in In real deployment scenarios, system’s inf 3 cannot
bit/s. Further,c,(t) shall denote the throughput experiencediways be set according tbl (4) due to several reasons that we
by useru at time ¢, in bit/s. With this notation, the buffer list in the following, along with references to sections wée
level dynamics are represented by the following system @fe address them.
equations: en() « The range of feasible values for the left-hand side[bf (4)
Ty (t) = "(t) -1, YuelU, 3) is bounded by 0, %} wherecy, max is the maximum
" throughput that can be allocated to usdsy the network,
where fj:?g is the rate at which the buffer is filled by the andr, max IS the smallest available media bit rate. (The
arriving video data, and-1 is the rate at which the buffer is lower bound is attained if the download is paused. The
emptied by the playback. upper bound is attained when the user downloads lowest




video quality at maximum available throughput.) Thisnotivated by control of robotic manipulators. One issuehwit
means that controller gain values outside of this regi@maturated controllers is the so-called integral windupr Fo
cannot be applied to the system. Such a controller withlarge deviations of:(¢) from its target value, the unsaturated
limited gain is called saturated. It might become unstabtontroller would apply a high positive or negative gain togr
due to the problem called integral windup. We addresst) back toz*. Due to the saturation, however, only a smaller
this issue in Sectioh TV3B. gain can be applied. Thus, it takes more time to bring the
« In a real deployment scenario, the system we considersigte back to the target value. During this time, howeve, th
a sampled and distributed system. Betf{t) andr,(t) error integral obtains a larger value than it would have had
cannot be adapted in continuous time. They can onbtherwise. The result is a higher overshoot and oscillation
be modified at certain time instants, and after that thégading to potential instability.
are kept constant for a certain period of time. Moreover, To formalize the notion of saturation, we use the following
both transmission scheduling and quality selection taketation
place at different time instants, since quality selection
takes place once per video segment, while transmission
scheduling takes place once per scheduling time slot. We
address this issue in Sectibn IV-C. z otherwise

« Lastly, stabilizing buffer level around a target value i§yith this definition, the saturated, and thus more realistic
not enough to ensure high QOE. It primarily aims &larsion of systemi{5) can be written as
avoiding buffer underruns, but, in addition, we also would

like to avoid excessive video quality fluctuations and dy(t) = [wa(t)]g™ =1, Vu e U, (6)
unfairness among individual users. From the perspectlvtleth e > 1, anduw, () as defined in4).

g;gulg\?vr \II?(;/:(I) S(;SZ;:'IL;y’s?;bSiII?nggghii léi(:frelro;/élvtefllrggg;gs ‘fi The following proposition, which leverages ideas and tssul
rom [41] and [42], shows that for small enoudf; .|,

as assigning him high throughput and high video quality, s i -
whereas from the perspective of QoE the second situati%%turated systenL](6) retains its global asymptotic stgbili

is clearly preferred (see, e.gl. [29] for the impact OQroperty.

quality fluctuations on QoE). We will address these issu?azlrlgzo_srlﬂgz ?c:)'ro‘:\‘j'grmz;?ztf (i:r?izg:ti?arlljec[);: P_rOpOSItiEthi tlh are
in Sectiong1V-D and TV-E. : ' y U min; Tmax

. o _ L ~ Tmin < 0 < apax there exists ak;, > 0 such that for
Finally, it is worth noting that it might make sense to defin K| < Kiw and2(0) € [Tmin, Zmax] the solution of the

different target levels:;, for different users, in order to accountiitial value problem [(B) converges 0 for ¢ — oo. This
for their _|nd|V|duaI mob!llty p_atterns, I|n.k. statisticsnd QoE property is sometimes callesemi-global practical stability
expectations. We may imagine a specific per-user adapfation - proof: Throughout the proof, we will omit the user index

e.g. at application layer, that acts on the control paramefe | First we rewrite[(B) as
In the present work we do not address this outer control, and ’

assume a common target for all users.

Also note that in general, there are several reasons for
keepingz* at a reasonably low level. Especially in the case of X
short videos, if a user prematurely quits the streaming@ess Where a = —%-, b = 15(}@, and c = ﬁ Next,
the bandwidth used to download video data remaining in thee substitutey(t) = bj;)t x(£)dé. We obtain the equivalent
buffer would have been wasted, engendering costs for contéarmulation
providers and network operators [39], [40]. Further, if &us {

Lmin for « S Lmin

(2] 77 = { Znax fOF & > Tinax

ZLmin

gmax+c—1

i(t) = [ax(t) + b/otx(g)dg] —ec,

c—1

. _ Jmax+c—1 _
downloads certain parts of a video in a low quality, e.g. due :.C(t) B [ax(t) + y(tﬂ c-1
to poor network throughput, he might partially discard this y(t) = ba(t)

data when network throughput increases, leading to a Wagigserve that the unique equilibrium of this system((sc).

of bandwidth as in the previous case. Finally, in the case gf order to shift the equilibrium tq0,0), we definei(t) =
a live stream, video content becomes available increMgntaLE(t) _=v® and 3(t) = y(t) — c. We obtain

imposing a trade-off between the valueadf and the viewing

()

delay. {:?(t) = [aZ(t) + if‘f‘ﬂfl —c+b(22(t) — =9(t))
y(t) =b(2(t) — 1g(t))

B. Integral windup Next, we write the integral gain ds; = €K; and substitute the

As mentioned in the previous section, in practice, it iS N@fme variablet’ = ¢t, wheree > 0. We define new variables
always possible to set control variables(t) andr,(¢t) such x(t') = Z(t' /) and((t') = (' /¢) to obtain a "fast” version
that equality [(¥) is satisfied, due to limited link rate on thgf gur system
one hand, and a limited set of available media bit rates on th et B
other hand. Our controller becomes a saturated controller. ] ex'(t') = [ax(t’) + C] ifix —c+teb (%X(t/) - a—i((t’))

Saturated PID controllers have been subject of intensive('(t') = b (x(t') — 2¢(t))
research in the last decade. Partially, the attention has be (8)



whereb = lf(;(d. Observe that0, 0) is the equilibrium point Whenever the buffer level of a user is in equilibrium (thaitis
of (@). Further, observe thag (¢'),¢(¢')) — (0,0) ast’ — oo stays around the target level for a certain period of tintey, t
implies that(z(t), y(t)) — (0,0) ast — oo, and thus, stability average duration of a segment download equals the duration
results for[(8) transfer td16). Further, for 1, the system[({8) of the segment itself. However, when buffer level is inciiegs
is in the form of standard singular perturbation|[42]. or decreasing, the duration of a segment download might be
Now, it is relatively straightforward to validate that thesubject to significant fluctuations. In addition, segmeresi
conditions of Theorem 3 in_[42] are fulfilled for systefd (8)might substantially deviate from representation averades
proving the claim. B to Variable Bit Rate (VBR) encoding used by modern com-
Note that this result only guarantees stability if the inpression technologies, causing further variations of doach
tegral coefficientk;, is small enough. However, makingtimes.
K;, smaller than necessary might have negative impact onLet us for the moment assume that both control decisions,
convergence speed. In practice, it is difficult to compute ttscheduling and adaptation take place simultaneously a& tim
maximum valuek;; ,, that still ensures stability. Therefore, ininstants;, i = 0, 1,. .. In order for the sampled system to have
the following, we present an alternative approach to sdiee tthe same state as the continuous system at certain given time
problem of integral windup: conditional integration. Withis instantst;, we need to set our control variables as follows:

approach, the value of the integral part of the controlleras colt) (i) — (i)
allowed to exceed certain hard limits. LA AP 41, VEE [t tin), (11)
In particular, we use the equivalent forii (7) of the satutate ru(t) fii — i
system([(B), and apply a bouigmax on the error integral. We =:u (ti,tis1)
obtain where z(t;) is the buffer level at timet; and z(t;41) is
i(t) = [a:v(t) + y(t)]-zf?*c‘l —c computed by solving the initial value problem defined Bl (9).
max (0,bz(t)) if y(t) < ¢ — gimax Proposition 3: Assume that conditions of Propositioh 1 are

(9) fulfilled. Then, sampled contra[(11) and continuous time sa

g(£) = q min (0,b2(t)) i y(t) = ¢ + gimax urated control with anti-windud_(10) lead to identical gt

bz (t) otherwise states at time instants, i € N.
wherea, b, andc are as defined in the proof of Propositidn 2.~ Proof: The claim is proven by substituting(11) intd (3),
The resulting controller is then given by integrating the right hand side, and usin(f;.1) that solves
the initial value problem[{9). [ |
cu(t) = ax(t) + y(t), (10) In real deployment, howevet,,(t) andr, (t) cannot be set
ru(t) ' simultaneously. Instead, we are dealing with a distribtes

with z(t), y(t) defined by [[B). The advantage of this formutem, where transmission scheduling and quality selectien a
lation is that it accounts for the saturated gain, and lirtlies performed independently from each other and at differem ti
value of the error integral, reducing the impact of integrahstants. In the following two sections, we present heigsst
windup. An analytic study of the performance of this antifor controlling transmission scheduling and quality sttet
windup strategy is notably complex, forcing us to resort to ia a distributed way.

simulative evaluation, presented in Secfidn V.

_ Further p_otential anti-windup strategies include Iimjjtime D. Quality selection

integral action of the controller from growing by keeping it

constant whenever the controller enters saturation, gatii- N the following, we present several heuristics that comple
windup compensating terms to the integral action, etc.,(sé@e”t the mechanisms presented in previous sections, so that
e.qg., [43)). we obtain a distributed, practically implementable apploa

While this section covers the quality selection part, the fo
. lowing Sectior IV-E covers transmission scheduling.

C. Sampled distributed system The idea we use to organize operation of our controller
So far, we studied a system, where control decisions, thata distributed way is the following. The network on the
is, transmission scheduling and video adaptation, are rimadeone hand and each individual user on the other hand shall
continuous time. In practice, however, both control decisi try to maintain the equality{11) every time they adapt their
take place at discrete time instances, while in between, t&pective decision variable. The network does so at the
values of the control variables are fixed. In this section, Wsginning of each scheduling timeslot, while each user does

reformulate our approach to adapt it to this requirement. so when he is about to request a new video segment.
The challenge here stems from the fact that while we maywe denote byt, . the time, when a user is about to start

assume that transmission scheduling takes place regudarl a segment download. We transforin(11) to obtain the quality
equidistant time intervals, quality selection can onlyetpkace selection rule

when a user starts downloading a new video segment, which
. . Cuts,u)
happens for each user independently and, in general, on a Tu(tsu) = ﬁ,
different time scale than transmission scheduling. +Qultsutru)
Moreover, time intervals between individual segment downvhere ¢/, is the time when the segment download would
loads may be subject to considerable variation over timinish if the buffer dynamics would obey](9). It can be

(12)



computed by solving, (t¢,u) = ©(ts.u)+7—(tf,u—tsu), With  problems. In the following7,(ts.) and @, (ts ., tf.) are
2, (t) being the solution to the initial value problem definedalues computed by user for the last segment requested
by (9). prior to scheduling timeslot; and communicated to the
In addition, in order to avoid excessive quality fluctuatonnetwork as part of the download request. Further, we denote b
and provide a smooth adaptation trajectory, we use expi@henp,, (ts ) = 7u(ts,0)(1+&u(tsu, tr.)) the throughput demand
moving average for quality adaptation. The network threugbf useru.
put ¢, (ts..) IS approximated by a simple moving average of First, the network controller maximizes the minimum frac-
past throughput: tion of user’s throughput relative to his demand, similathte
well-known maximum concurrent flow problem. At the same
< cu(t) >tety u=Tits.u] . . : . .
T+ outtem ) (13) time, the cor!troller tr|e§ to improve fawngss by encounggi
82 2 users streaming at low video quality to switch to higher tyal
wherer,(t,,) is the previously selected video quality, e if there are sufficient network resources. This is achiewed b
(0,1), and T is a configuration parameter denoting the timartificially raising the demang, (¢, .,) of the 10% of the users
period over which we compute the throughput average.  with lowest demand to the 10th percentile across all usees. W
Since only a finite set of media bit rates is available, webtain the following optimization problem:
round r,,(¢s,,,) down to the next available value;, (¢,,) =

ru(tsw) = (1=a)ry(ty,)+a

max{r € Ry, | r <ru(tsu)}. If {reRy|r<ry(ts.)} is max min cu(ti) (TS1)
empty, the lowest available media bit rate is selected. el max (pu(ts,u), pro(ti)

In order to account for the difference between the tar- S.t. Z opy <1, VheH (C1)
get media bit rater,(ts,) and the actually selected me- ueN (h)
dia bit rate 7, (ts) < ru(ts.), We introduce a delay Qun >0, YheH, Vuel, (C2)

after the download of the current segment, computed as

follows. If the media bit rater,(t,,) were actually avail- Wherepio(t;) is the 10-percentile ofp.(t,,.), u € U). Recall
able and assuming user’s throughputt, ) would remain thatcu(ti) = > ,cp(u) @huchu(ti). We denote the optimum
constant, the buffer level after downloading the curremf- sevalue of [[ST) by v*. _ N
ment would bex(t,.) — (1+ Tu(ts,u )T_ Since the actu- Inthe second step, the network controller fixes the minimum

Cu(ts,u) . - . .
ally selected media bit rate is smaller, however, the buﬁé?lat've allocated capacity to its optimum valu¥, and

level after the download will be larger. Thus, in order tghaximizes the minimum allocated capacity.

account for the difference in media bit rates, we delay yax min ¢, (t;) (TS2)
the subsequent request until the buffer level drops below u€lU

max (O, z(tsu) — T, (tsu) — (1 + %) 7’), where the st 9 < cu(t:) ., YueU (C3)
maximum operator is an additional precaution preventiregy th max (pu(tsu); pro(ti))

buffer from depleting more than the duration of one segment (C1), (C2)

at a time, as well as from falling below the target level 0 as
result of a delayed request.

During a particularly long period of low throughput the , - :
buffer may become empty, interrupting the playback. We call and minimum allocated absolute capacity g, and

; . maximizes the total network throughput. In order to avoid
such an event a buffer underrun. In order to avoid multlpEz: h-amolitude throuahout spikes for the individual users
buffer underruns within a very short period of time, the g P gnp P s

: . t limits the capacity allocated to a user to either twice
client starts to play a segment only after it has been ful e median demand across all users or twice the minimum
downloaded. This is called rebuffering. We limit the dupati

of the rebuffering period to the download time of one segmer%"ocated capacity,,,,, whichever is larger.

We denote the optimum value ¢T$2) by c*

min*

Finally, it fixes the minimum allocated relative capacity

that is, once we have at least one segment in the buffer, the . Z cults) (TS3)
playback is immediately restarted. U
Finally, at the begin of the streaming session when no ¢ . () > ¢, YueU (C4)

throughput information is available, the client downloals

first segment in lowest quality in order to minimize start-up cu(ts) < 2max (¢, pso(ti)), Yu €U (CB)

delay. (C1), (C2), (C3)
o _ wherepso(t;) is the median demand across all users.
E. Transmission scheduling Since the maximum number of users per helper is limited

The goal of the network is on the one hand to provide tH®y a technology dependent value, the number of optimization
capacities requested by the users, that is, to mainfaih (1dgriables and constraints @ (max (| H|, |U])), which can be
On the other hand, it shall allocate the remaining capaifity,handled very efficiently by modern linear program solvers
available, in a fair manner in order to provide high networkven for large networks. Also note that most solvers allow
utilization and to eventually enable users to switch to @ iteratively modify and reoptimize a model, which reduces
higher video quality. In order to achieve these goals, we I#te complexity of subsequent optimizations such as we have
the network controller solve a series of linear optimizatiohere.



V. EVALUATION than its predecessor. For a segment duration of 2 secods, e.

In the following, we present our evaluation setting aniiS would mean one quality adaptation in 200 seconds.
results. All results were obtained by means of simulatighe ~_'NOte, however, that due to significant media bit rate fluctu-
simulation code was written in C++, we used Gurdbil [44] tgtions within a single representation, resulting from VBR e

solve optimization problems, and we used odéint [45] tosol¢0ding used by most modern video compression technologies,
differential equations. quality fluctuations cannot always be completely avoided.

SectiorV-A describes the performance metrics. Se&fion V—BG) Media bit rate fairness:AIthough_a selfish user mighf[
describes the general setting, such as network and vi care about that,_from the perspgctl_ve pfaserwce peovid
parameters. Sectidi V-C elaborates on the goal and des /or system designer, a fare distribution of QOE among

of the individual experiments. Finally, Sectién V-D pretsenc'ems sharing a common bandwidth resource is essential
evaluation results for the overall system performance. In our evaluation, we

computed video quality fairness as follows. Taking the det o
. mean video qualities of all users in one simulation run, the
A. Performance metrics fairness index is defined as the interquartile range, thahés

We use the following metrics to assess the performanced$tance between the 0.25 and the 0.75 quantiles.
the proposed system.

1) Stability: A well-known issue with closed-loop controlB. Evaluation settings
systems is their potential to become unstable, leading toin this section we describe general settings such as video
high-amplitude fluctuations of the system state. Although nand network parameters.
necessarily harmful per se, instability can have a dramatic1) Video related settingsFor evaluation, we used a mix
impact on other performance metrics. We evaluate stalfility of 6 videos, contributed by the University of Klagenfurt[46
means of buffer level statistics, such as the maximum buffeer each video, we selected 6 representations, ranging from
level overshoot and the minimum buffer level of a user duringoproximately 500 kbps to 4.5 Mbps. Segment duration was
a simulation run. 2 seconds.

2) Rebuffering duration'When a client’s video buffer has The target buffer level of the video clients was set to 20
been drained so that the next video segment does not ardveThis value was shown to be sufficient to provide good
before his playback deadline, the playback must be haltggrformance in wireless networks in [47].

This is often refered to as a buffer underrun. A buffer unalerr  2) Network related settingsThe simulated network spans

is followed by a rebuffering period, where the client waitan area of 50 x 50 meters, covered by 25 helpers, distributed
until enough video data is accumulated in the buffer to ressuron a uniform grid. The duration of a scheduling time slot is
playback. The conditions that need to be fulfilled before theet to 10 ms.

playback is resumed depend on client's rebuffering styateg The path loss coefficients,., (¢) between helpek and user

In our design, we resume playback after at least one segmerdre based on the WINNER Il channel modell[48]:

is completely downloaded. In our evaluation we look at — 10—0.1PL(dpu (1))
. . . R . ghu(t) =10 i )
the cumulative rebuffering time a user experienced during a
simulation run. wheredy,, (t) is the distance from helpér to useru at time

3) Prebuffering duration (start-up delay)At the start of a ¢, and where
str(_aamir_lg session,_ user’s vid_eo buffer is empty, so he has to PL(d) = Alogd+ B + Clog0.25fo + yas.  (14)
wait until enough video data is downloaded to start playback
In contrast to rebuffering, a user at this state typically d& (I4), d is expressed in meters, the carrier frequefigyn
not have information about network conditions. EspecialfpHz, andxqe denotes a shadowing log-normal variable with
when a user frequently starts a new streaming session, evgrianceogs. The parametersl, B, C' andogy are scenario-
by switching TV channels, or when he repeatedly watchégpendent constants. Among the several models specified in
short videos, even a moderate start-up delay might severdfNNER Il we chose the Al model [48], representing an
degrade QoE and even make the user decide not to watchifioor small-cell scenario. In this casg,< d < 100, and
video at all. the model parameters are given by = 18.7, B = 46.8,

4) Mean media bit rate:The mean video quality is obvi- C = 20, ogg = 9 in Line-of-Sight (LOS) condition, or
ously a factor that dramatically influences the overall QoEl = 36.8, B = 43.8, C' = 20, ggg = 16 in Non-Line-
although studies have shown that it cannot be considered &-®ight (NLOS) condition. For distances less than 3 m, we
standalone QoE measure for adaptive video streaming. In &ffended the model by setting RL) = PL(3). Each link is in
evaluation, we identify mean video quality with mean medigOS or NLOS independently and at random, with a distance-

bit rate during a simulation run. dependent probability;(d) and1 — p;(d), respectively, where
5) Media bit rate fluctuationsRecent studies have shown 1 if d<3m

the significance of temporal quality fluctuations on the aller p;(d) = 3\1/3 -

QoE. As a measure of quality fluctuations we use the fraction 1-0.91—(1.24 - 0.6logd)”) /" otherwise

of segments played out in a different quality than the priseed In the following experiments] is updated in every scheduling
segment. That is, a quality fluctuations measure of 1% meamse slot, while the random componenjgs and p; are up-
that one segment out of 100 was played in a different qualithated every 5 seconds (except whefalls below3 m, which



T T T T 1 L B the average number of users served by a helper, for different
total numbers of users in the network, plus 10th and 90th
percentiles.
3) Controller parameters:All experiments are performed
with different controller parameters, and different numsbef
users. In all experimentdy, is set to 0. This is common
practice in many applications. The reason behind it is that
00123 45 01 2 3 4 when the derivative of the system state is estimated from
number of reachable helpers per user sampled measurements and the measurements are noisy, the
o b derivative action amplifies the noise, introducing additib

rel. frequency

?0'25 jitter in the system variable. In the following, whenever
%8?2 appropriate, results are only provided for selected parame
& values, to improve the readability of the paper.

— 0.10 For better illustration, we would like to give an intuition
£ 0.05 for the scale of the parameters. Hgp, = —0.05, if the buffer

0-00 0 15 20 25 300 5 10 15 20 25 30  levelis below the target value by 20 seconds (as, e.g., at the

. beginning of a streaming session), and the integral gain is a
link rate [Mbps] its equilibrium value (which is 1 in our case), then the dien
would try to download the video at twice the playback speed.
That is, in one second the client would try to download two
seconds of video, which would get him closer to the target
value by 1 second. For a deviation of 10 seconds, the download
rate would be 150% of the playback rate, and so on.

All simulations were repeated 30 times.

cooo
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0 5 10 1520 25 300 5 10 15 20 25 30 . _
total link rate per user [Mbps] C. Experimental design

= 250 1 T T 1 — T T T T We evaluate the proposed system in three types of experi-
% 200 | 1F i ments, each of them focusing on certain deployment scexario
<= 150} 4 L | such as long-term users with no user churn, short-term users
02 100k 1L | with high user churn, and a mix of short-term and long-term
2 users. The performance is then compared with the perforenanc
§ 50 17T | of the baseline approach, described below.

Il Il Il Il

Each of the experiments is executed with two different user
distributions, called uniform and clustered in the follogi
With the former, arriving users are dropped at a random
location, uniformly distributed over the simulated areathw
Fig. 1. Connect!vity statistics for uniformely distribdteusers (Ieft)_ and the latter, arriving users are clustered around the cerfter o
clustered users (right). From top to bottom: number of hslpeer client; . . . L .
active link rates; sum of link rates per client; average nemtf users per the simulated area, with exponentially distributed disean
helper for different total numbers of users in the networktLOth and the (A = 0.21n4).
90th percentiles). See Sectibn VIB2 for details. Upon joining the network, each user starts to watch a

randomly selected video from a random point within the video
If he arrives at the end of the video, he continues to watch
forces the link to switch into the LOS mode immediately, tgom the beginning.
maintain a consistent setting). 1) Experiment 1:The first experiment is intended to ana-

Finally, links with a link rate below 2 Mbps in a particularlyze system’s behavior under constant load (fixed number of
scheduling time slot are not used for transmission. We bell tusers) and without user churn (all users are long-term Jisers
remaining linksactive links. In particular, all users arrive during an initial arrivalgsde at

To visualize the resulting network conditions, Figure the begin of the simulation and remain in the network until
shows some connectivity statistics. The left column shovits end. Thus, after the arrival phase, the number of users in
statistics for users uniformly distributed over the sinteh the network remains constant.
area, while the right column illustrates the case of clester The initial arrival phase starts at= 0. The users arrive
users, where users’ distance to the center of the simulattda rate of 10 users per second until a predefined number
area is exponentially distributed with = 0.2In4. The top of users is reached. Then, the simulation continues with a
subfigures show the histogram of the number of helpers thlamnstant number of users for another 400 seconds.
can serve a client at a particular location. The subfigures in2) Experiment 1*:In order to compare performance with a
the second row show the histogram of link rates over all actibaseline approach, we rerun experiment 1 with the following
links. The subfigures in the third row show the histogram dfansmission scheduling and quality selection. In eackdah
the sum of link rates for a client. The bottom subfigures shawg timeslot, every user is receiving data form exactly one

0
0 200 400 600 80010000 200 400 600 8001000
number of users in the network
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D. Evaluation results

In this section, we present evaluation results for the four
types of experiments, described in Section V-C. We split
the results according to the considered performance rsetric
stability, rebuffering duration, start-up delay, mean ma€hoit
rate, media bit rate fluctuations, and media bit rate fagnes

Before we look into results for individual metrics, we
15 1 would like to illustrate system behavior based on one exampl
101 . run. Figure[® shows dynamics of one user during a run of
B i experiment 3, withK, = —0.05, K; = —0.00001, Kq = 0,
gimax = 0.1. The experiment runs for 500 seconds, that is,
in the end there are 1000 users in the network. The plot
' ' shows the first user in the network, who starts to stream at
second 0. The top subfigure shows the accumulated link rate to
all neighboring helpers. The second subfigure shows network
throughput allocated to the user. In scheduling timeslo&s t
, , corresponds to inter-request delays, no resources acatdhb
to the user and thus his throughput drops to 0. The third
subfigure shows the selected video representation, théhfour
subfigure shows the buffer level. Finally, the bottom subfigu
shows the total time spent in rebuffering.

total link
rate [Mbps]
N I L D I B

allocated thrpt.
[Mbps]

selected

buffer level [s] representation
[\
ot

1(5) | : 1) Stability: One of the issues that needs to be taken care of
0 , , , , when designing a closed-loop controller is system’s stgbil
16 In order to study stability, we analyze buffer level statsst
Loqqfk ' ' ' ' of each user during each of the simulation runs. In particula
— .%O %3: i we look at maximum and minimum buffer levels, where the
58 8r 1 maximum and minimum operators are first applied to traces of
- E 2 B i individual users, then to resulting per user values, andlfina
& % [ ] to the whole set of runs for a specific configuration. In the

l l l l
100 200 300 400 500 following, we present results for experiment 1, with a unifio
time [s] distribution of users across the simulated area. Results fo
other settings, omitted here for the lack of space, are stardi
Fig. 2. Dynamics of one user during an example run of experirde See with _presented findings. Fin?”y' in _Order fO_I’ the resylt$ fw
Sectior VD for details. be biased by system behavior during the initial arrival ghas
we remove the initial arrival phase and the subsequent 100
seconds from each trace.
Figure[3& shows the maximum buffer level overshoot (that

helper, namely the one with the highest Signal-to-Interfee- is, the maximum difference between user’s buffer level and
plus-Noise Ratio (SINR). (This is not always the closedf® target buffer level). As expected, if the integral gain

helper, due to the random component in the pathloss.) FyrtfPefficient is large, as compared to the proportional gain
the client selects the video representation with the high&efficient, the system tends to become unstable. At the same

media bit rate that is still below the average throughpumfrotime, however, we observe that the conditional integradioi
the last 5 seconds. windup technique successfully combats this effecy; if.ax is

sufficiently small. Also the minimum buffer level, depicted
3) Experiment 2:In this setting, the goal is to analyze sysFigurel3b, confirms the efficiency of the conditional inteigna
tem’s performance under continuous user churn. That issustechnique in avoiding system instability. We also studieel t
continuously join and leave the network. As in experiment Imean buffer level. We observed that it is within few seconds
there is an initial arrival phase, during which users areiva of the target buffer level, even for unstable configuratj@ms
rate of 10 users per second until a certain number of user®mit it here.
reached. After that, 'old’ users leave the network, whilevne In the following, we only report results fok,, = —0.05,
users join it, at a rate of 2 users per second. K; = —0.00001, and g; max = 0.1, which we confirmed to
be a stable configuration, and omit results for other configu-
4) Experiment 3: This experiment is intended to studyrations.
system’s behavior under constantly increasing load, in-a de 2) Rebuffering:One of the main factors influencing QoE
ployment scenario with both short-term and long-term usefsr video streaming is the amount of time a client spends
Here, new users continuously join the network at a constamebuffering video data while the playback is halted. This
rate of 2 users per second, and remain active until the endhafppens when the playback buffer has been drained and the
the simulation run. next segment does not arrive before its playback deadline.

o



max. overshoot [s]

max. overshoot [s]

Fig. 3.

max. rebuffering [s]

mean rebuffering [s]

Fig. 4. Mean and maximum total rebuffering per user. Seei@d8D2 for

details.
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Stability analysis based on buffer level statisfitcen experiment 1, see Sectibn VD1 for details. (a) Maximbuffer level overshoot (difference
between buffer level and target buffer level). (b) Minimumiffbr level.
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initial arrival phase).

As expected, we observe that the number of users the
network can accomodate without rebuffering is higher with
a uniform distribution of users. Moreover, we observe that t
baseline approach results in significantly higher rebirfter
values.

3) Prebuffering (start-up delay):Another critical factor
influencing QoE is the prebuffering duration, or start-ufagle
Especially in a mobile context, when users tend to watch
shorter videos, long start-up delays can be very annoying.

Figure[® shows mean and maximum prebuffering delays
for experiments 2 and 3, for uniform and clustered user
distributions. For experiment 2, only users who arriveemaft
the initial phase are considered. For experiment 3, toifatel
comparison, the x-axis shows number of users based on the
user arrival rate of 2 users per second, instead of time.

With K, = —0.05 and a target buffer level of 20 seconds,
new users try to download the first segment at twice the media
bit rate, that is, within one second. When there are few urers
the system, the network can satisfy the corresponding ttrou
put requests and even allocate some additional capacibeto t
individual users. When there are too many users in the system
the network cannot allocate the requested capacity foryever
user. When the load is moderate, many user receive exactly

Figure[3 shows mean and maximum total rebuffering péte requested capacity, resulting in one second prebogferi
user, where the mean (maximum) is first taken over all usdtelay, as can be seen in Figlie 5, left column.
of a simulation run, and then over all runs performed for a 4) Mean media bit rateFigure[® (top subfigure) illustrates

setting. As in the previous section, we remove the initigizar

mean video quality, represented by mean media bit ratesacro

phase and the subsequent 100 seconds from each traceallansers. It shows results for all four experiments, forfomm
experiments 1, 1*, and 2 (experiment 3 does not contain @éeft column) and clustered (right column) user distribus.
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As in previous sections, the arrival phase was removed fi 0.0
experiments 1, 1*, and 2. In addition, the first 30 second
of each user’s trace were removed from experiments 2 and
since a user always starts to stream at lowest availabléyual
Because of the latter, results for experiments 2 and 3 do maf. 6. From top to bottom: mean media bit rate in [Mbps]; mparcentage

include settings with less than 60 users, where no user smalf segrr_lents_pla_yed ina dlffergnt representation than [henlecessor (quality
in th t K th 30 d quctu_atlons ‘|nd‘|cator); mean |nt_erquart||e range of mduiiarate in [Mbps]
In the network longer than secondas. ﬁunfawness indicator). See Sectidns ViD4. VD5, And -D6 details.

We observe that experiment 1 and 1* exhibit comparable

average media bit rates for both user distributions. Witrs<l
tered user distribution, the controller driven approactersf bit rates. The higher the value, the lower the fairness. We
slightly better values, especially for small numbers ofrase observe that, except for the case of clustered users wigh les

5) Media bit rate fluctuationsSeveral studies have shownthan 60 users in the network, the controller driven approach
that severe quality fluctuations can dramatically degrags-q offers significantly better fairness than the baseline agpgin.
ity of experience even if the average quality is high. Esplgci
in cases where network conditions may change very fast, VI. CONCLUSION
such as in wireless networks, video clients have to implemen |n this study, we presented an approach for joint trans-
adaptation strategies that avoid to immediately adaptovidgission scheduling and video quality selection in smalll-ce
quality to dynamically varying throughput but that only céa networks. The core of the approach is a PID controller, known
to long-term throughput changes. for its simplicity, analytical tractability, and robuss®in the

The middle subfigure in Figure]l 6 shows media bit ratgresence of modeling uncertainties and external distadsan
fluctuations for all four experiments. As described in Se@lthough the controller in the studied setting is subject to
tion[V-A] we measure media bit rate fluctuations as percentagaturation due to bandwidth constraints and constraints on
of segments that were played in a different quality thanrtheivailable media bit rates, we successfully apply an anigwp
predecessor. With this definition, a value of 1% means thethnique called conditional integration to stabilize sigstem.
an adaptation takes place every 100 segment. With a segmamt additionally apply several heuristics that allow us to
duration of 2 seconds, this corresponds to one adaptationdicentralize the designed mechanism, and specificallyeasdr
200 seconds. issues that are known to affect QoE.

We observe that the amount of adaptations is up to twice asiVe evaluated the performance of our approach under differ-
high with the baseline approach as with the controller driveent conditions, including uniformely distributed and ¢kred
approach. users, as well as different mixes of short-term and long-

6) Media bit rate fairnessFinally, the bottom subfigure in term users, and settings with high user churn. The evaluatio
Figure[® illustrates fairness by showing the interquarilege results showed that the developed approach performs well,
over all users in a network of their respective mean meditperforming the baseline approach.

I D~ —
100 300 500 700 50 100 150 200
number of users (unf.)number of users (clst.)
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Future work includes development of an outer control logps] Y. Huang, S. Mao, and S. F. Midkiff, “A Control-TheoretApproach to
for the target buffer level that might be adjusted based on
user’s individual link quality statistics.
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