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Personalized Image Recoloring for Color Vision
Deficiency Compensation

Zhenyang Zhu
Issei Fujishiro

, Masahiro Toyoura

Abstract—Several image recoloring methods have been proposed
to compensate for the loss of contrast caused by color vision
deficiency (CVD). However, these methods only work for
dichromacy (a case in which one of the three types of cone
cells loses its function completely), while the majority of CVD is
anomalous trichromacy (another case in which one of the three
types of cone cells partially loses its function). In this paper, a
novel degree-adaptable recoloring algorithm is presented, which
recolors images by minimizing an objective function constrained
by contrast enhancement and naturalness preservation. To assess
the effectiveness of the proposed method, a quantitative evaluation
using common metrics and subjective studies involving 14
volunteers with varying degrees of CVD are conducted. The
results of the evaluation experiment show that the proposed
personalized recoloring method outperforms the state-of-the-art
methods, achieving desirable contrast enhancement adapted to
different degrees of CVD while preserving naturalness as much
as possible.

Index Terms—color vision deficiency, recoloring personalization,
contrast enhancement, naturalness preservation.

1. INTRODUCTION

HREE kinds of cone cells, so-called L-cones, M-cones, and
S-cones, are distributed on the retina of the human eye and
are sensitive to long-, medium-, and short-wavelength visible
light, respectively. These cone cells play a critical role in form-
ing the color vision of an individual. However, approximately
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200 million people suffer from color vision deficiency (CVD),
which is related to abnormalities in cone cells, and no medical
cureis available [1]. CVD can be classified as anomalous trichro-
macy, dichromacy, or monochromacy. Both anomalous trichro-
macy and dichromacy involve abnormalities of one of the three
types of cone cells, while monochromacy involves two or all.
In dichromacy, the abnormal cone is assumed to lose its func-
tion completely; in anomalous trichromacy, only a part of the
function is lost. Both anomalous trichromacy and dichromacy
can be classified as protan, deutan, or tritan defects depending
on whether the abnormalities occur in the L-, M-, or S-cones,
respectively. Protan, deutan, and tritan defects in anomalous
trichromacy and dichromacy are named protanomaly, deuter-
anomaly, tritanomaly, protanopia, deuteranopia, and tritanopia,
respectively.

On the one hand, with the rapid development of the Internet
and the spread of mobile computing devices, the creation and
propagation of multimedia content flourished. Visual multime-
dia content, such as videos on video sharing sites, pictures posted
on social media, well-designed web pages, chromatic charts in
worksheets, etc., fills up the private and professional lives of
users. People who suffer from CVD may fail to acquire the in-
formation contained in these multimedia contents. Considering
the large population of people with CVD, adapting the visual
contents to perception characteristics of users with CVD is nec-
essary [2]. Several image recoloring methods [3]-[21] have been
proposed to compensate for the loss in the ability to discrimi-
nate colors. In addition to contrast, the importance of naturalness
preservation has also been raised in state-of-the-art image recol-
oring studies [9]-[17]. Since CVD is congenital, people with
CVD are accustomed to their own perception of the colored
world. Therefore, when recoloring an image, large changes to
the colors that are perceivable by CVD individuals may cause the
image to appear “unnatural” to them. Thus, naturalness preser-
vation in CVD compensation can be defined as the preservation
of the colors that an individual with CVD can perceive in the
original image. In other words, naturalness preservation can be
realized by restraining the difference between the CVD simula-
tion results of the original image and the recolored image.

One major problem with existing recoloring methods is that
the degree of deficiency is completely ignored. Sharpe et al. [1]
reported that the incidences of anomalous trichromacy and
dichromacy are 5.71% and 2.28% in men, and 0.39% and 0.03%
in women, respectively, which indicates that anomalous trichro-
macy accounts for the majority of CVD. However, all existing
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Comparison of the images produced by Zhu et al. [16], [17] and the proposed method for assisting people with different degrees of CVD. (a) and (d): the

original images. (b): recoloring result of Zhu et al. [16]. (e): recoloring result of Zhu er al. [17]. (c) and (f): recoloring results of the proposed method.

recoloring algorithms for a single image are based on the compu-
tational model of dichromacy and thus may be less effective for
anomalous trichromacy. Even for dichromacy, existing methods
may fail to achieve the expected effect if they fail to consider
the difference in perceivable colors caused by varying degrees
of CVD. Fig. 1 shows two examples of such failures with the
two most recent recoloring algorithms [16], [17].

Fig. 1(a) compares the image of Claude Monet’s “Impres-
sion, sunrise” (Fig. 1(a)-top) and the perception of protan 60%
(Fig. 1(a)-middle) and protan 100% (Fig. 1(a)-bottom) ob-
tained with the CVD simulation model proposed by Machado
et al. [22]. We can see that the contrast between the sun and
sky is attenuated in the simulation of protan 60% and is almost
lost in that of protan 100%. The recoloring result (Fig. 1(b)-top)
of Zhu et al. [16] preserves contrast and naturalness well for
protan 100% (Fig. 1(b)-bottom), but for protan 60%, the tints
of the simulation image (Fig. 1(b)-middle) appear to be quite
different from those of the original image (Fig. 1(a)-middle),
i.e., the sun and cloud appear greenish compared to the simu-
lation image. Fig. 1(d) compares a picture of a red flower over
green leaves (Fig. 1(d)-top) and its CVD simulation of deutan
40% (Fig. 1(d)-middle) and deutan 100% (Fig. 1(d)-bottom).
The contrast between the flower and leaves is lost in the sim-
ulation of deutan 100% (Fig. 1(d)-bottom). Fig. 1(e)-top is the
resulting image recolored by Zhu et al. [17]. As can be con-
firmed in Fig. 1(e)-bottom, the method even fails to enhance the
contrast for deutan 100%. We found that this failure is caused
by a lack of consideration of the varying degrees of deficiency
in perceiving individual colors.

To address the abovementioned problem, this paper proposes
a novel personalized recoloring method that adapts contrast en-
hancement and naturalness preservation based on individual de-
grees of CVD. The personalized recoloring method improves
compensation effects in the following two ways:

1) Unlike the existing methods, which are customized for
dichromacy compensation, the proposed method makes
use of the anomalous trichromacy simulation model to
recolor images optimally for all degrees of anomalous
trichromacy. Fig. 1(c) demonstrates this advantage of the
proposed method. The same quality of compensation can
be confirmed for both protan 60% (Fig. 1(c)-left-middle)

and protan 100% (Fig. 1(c)-right-bottom). Note that the
proposed method generates different images for the two
cases.

2) Contrast enhancement and naturalness are two contradic-
tory targets. While existing methods deal with all colors
equally, requiring a trade-off between the two targets, the
proposed method can automatically resolve this trade-off
according to the degree of deficiency in perceiving in-
dividual colors. Fig. 1(f) demonstrates a case in which
our personalized recoloring can preserve contrast well for
both deutan 40% (Fig. 1(f)-left-middle) and deutan 100%
(Fig. 1(f)-right-bottom) by trading the changes of unper-
ceivable colors for contrast.

The proposed personalized recoloring is based on an opti-
mization process that compromises between contrast enhance-
ment and naturalness preservation within the color gamut of
anomalous trichromacy. While the color gamut of dichromacy
is assumed to be planar, that of anomalous trichromacy is a 3D
subspace of the color gamut of normal vision. Consequently,
we introduce a new optimization model to address the addi-
tional color dimension and obtain results adapted to an individ-
ual’s CVD degree by solving a nonlinear equation system. To
resolve the trade-off between contrast enhancement and natu-
ralness preservation for individual colors according to the CVD
degree, a new metric that compares individual colors with their
CVD simulation is introduced and embodied in the natural-
ness preservation constraint. To assess the effectiveness of the
proposed method, a quantitative evaluation with common met-
rics and subjective studies involving 14 volunteers with varying
degrees of CVD was conducted. The results of the evaluation
demonstrate that the proposed personalized recoloring outper-
forms the state-of-the-art methods, achieving compensation ef-
fects optimized for varying degrees of CVD. The major contri-
butions of this paper can be summarized as follows:

1) A novel degree-adaptable recoloring algorithm for
CVD compensation simultaneously considers naturalness
preservation and contrast enhancement.

2) A novel method for automatically resolving the trade-off
between contrast enhancement and naturalness preserva-
tion for individual colors according to the CVD degree
results in an optimal compensation effect.
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Fig. 2.

Spectral sensitivity curves of cone cells of normal vision and those with protan 60% and 100% and deutan 40% and 100%. (a): Sensitivity curves of three

types of cone cells of normal vision. (b) curves of cone cells with protan 60%. (c) curves of cone cells with protan 100%. (d) curves of cone cells with deutan 40%.

(e) curves of cone cells with deutan 100%.

3) A subjective evaluation experiment with 14 volunteers
with varying degrees of CVD is conducted to investigate
the compensation effects of all state-of-the-art recoloring
algorithms as well as that of the proposed personalized re-
coloring algorithm. The experiment also provides a com-
parison between the CVD degrees measured by the com-
putation model and traditional clinical CVD tests.

4) An application for CVD users is provided to choose the
proper CVD degree for the best recoloring result.

The remainder of the paper is organized as follows: Section

2 surveys the related works. Section 3 details the proposed per-
sonalized recoloring method. Section 4 describes the evaluation,
while section 5 discusses the limitations of the proposed method
and potential applications. Section 6 concludes the paper.

II. RELATED WORK
A. CVD Simulation

Brettel ef al. [23] proposed simulating the color perception of
dichromats in the LMS color space. The color gamut of dichro-
mats was assumed to be constructed of two half-planes, con-
sisting of neutrals and some common hues, such as yellow and
blue. Vienot et al. [24] presented a linear transformation method
for dichromacy simulation based on [23]. Machado et al. [22]
adopted a two-stage model [25] and simulated the color per-
ception of anomalous trichromacy and dichromacy based on
spectral sensitivity shift theory [1]. According to the two-stage
model [25], there are two stages in an individual’s perception of a
light stimulus: light stimulus to LMS-cone responses and LMS-
cone responses to opponent-color space. The spectral sensitivity
curves of normal cones are illustrated in Fig. 2(a). Anomality in
the cone cell influences the first stage by causing the sensitiv-
ity curve of the corresponding cone to shift (Fig. 2(b)-(e)), but
the second stage is the same as for normal cones. Protanomaly
occurs because the sensitivity curve of the L-cone is shifted to
that of the M-cone (Fig. 2(b) and Fig. 2(c)); deuteranomaly is a
result of the curve of the M-cone shifting to that of the L-cone
(Fig. 2(d) and Fig. 2(e)). Moreover, the amount of the shift is
related to the severity of CVD, with a spectral shift of 20 nm
approximately equivalent to dichromacy. In Fig. 2, the degree is
quantized as a percentage according to the amount of the curve
shift. Protan 60% indicates that the L curve is shifted by 12 nm,

presuming that a shift of 20 nm is equivalent to 100%. Corre-
sponding CVD simulation results can be found in Fig. 1. In this
paper, the model in [22] is used to simulate the perceptions of
CVD.

B. Optical Color Filters for CVD

To improve CVD color discriminability, tinted glasses, such
as EnChroma [26] and VINO [27], were designed to filter out
the visible light of particular spectra. However, a user study
conducted by Luis et al. [28] showed that EnChroma failed to
improve the results of diagnosis tests. Moreover, color filters can
change the appearance of unaffected colors [29], especially in
the case of VINO glasses.

C. Recoloring for CVD Compensation

Recoloring algorithms [3]—[8] have been proposed for the pur-
pose of enhancing color contrast for CVD. Huang et al. [3] main-
tained the distance between color clusters when remmapping
them into the CVD gamut. Rasche et al. [4], [5], Wakita et al. [6],
and Machado ez al. [7] added a luminance consistency constraint
to their optimization models. Lin et al. [8] warped the color dis-
tribution in the opponent color space [25] for contrast enhance-
ment. However, the deviations from the original image are too
great to meet the requirements for naturalness preservation.

For naturalness preservation, some approaches [9]-[15] at-
tempted to minimize deviation from the original image. Hassan
etal. [9], [10] regarded the difference between the original image
and its CVD simulation as a perception error and compensated
for it by increasing the blue channel according to the amount
of the error. However, the contrast loss in the blue area was se-
vere in their results because the relationship between pixels was
not considered. Lau et al. [11] segmented the image into sev-
eral regions using k-means++ [30] and enhanced the contrast
in adjacent regions. Huang et al. [12] minimized the deviation
from the original image and enhanced the contrast of all color
pairs. Kuhn et al. [13] introduced k-means and uniform quanti-
zation image quantization and adopted the mass-spring system
for optimization. Huang et al. [14], [15] extracted several key
colors from images or videos, and then the key colors were
remapped for contrast enhancement. In [16], [17], a small num-
ber of dominant colors were extracted and recolored within the
color gamut of dichromats; for the dominant color extraction,
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candidate clusters were iteratively merged through a comprehen-
sive comparison of pixel numbers and distances in the image and
color spaces. The previously mentioned naturalness-preserving
methods [9]-[17] were all developed based on dichromacy simu-
lation models [23], [24] and achieved favorable effects in dichro-
macy compensation. However, the subjective experimental re-
sults in [16], [17] also revealed the distinct difference in the
effects between anomalous trichromats and dichromats. In fact,
there are significant differences in the effect depending on the
CVD color gamut. In other words, it is very difficult to achieve
satisfactory results for varying degrees of CVD if the images are
recolored assuming a single CVD degree. Our work is the first to
adapt both contrast enhancement and naturalness preservation
to the CVD degrees of individuals.

D. Processing for Visual Sharing

To enable visual sharing between individuals with CVD
and those with normal vision, some studies [18]-[21], [31],
[32] sought to preserve the color appearance of the original
image as much as possible for people with normal vision while
improving the color discrimination for those with CVD. Hung et
al. [31] and Sajadi et al. [32] overlaid different texture patterns
on different color regions. Chua et al. [18], Shen et al. [19], and
Hu et al. [20], [21] proposed the use of a stereoscopic display
to realize visual sharing. In this paper, we propose a recolor-
ing algorithm for CVD compensation that can be applied to
conventional monitors, such as personal computer screens, and
thus we only compare our method with those for a single image.

E. Color Vision Test

A typical clinical color vision test includes an Ishihara
test [33], aFarnsworth Panel D15 [34] (Panel D15), a Farnsworth
100 hue test [35] (100-hue test), and an anomaloscope test. Of
these, the Ishihara test and Panel D15 are used to diagnose the
type of CVD, while the 100-hue test and anomaloscope test can
identify the degree of CVD. Although the results of the 100-hue
test or anomaloscope test cannot be directly applied to the re-
coloring algorithms or used to define the color gamut of CVD,
we utilized the 100-hue test with our participants as a reference.
As one of our major contributions, the results of our subjective
experiment also provide insights into the relationship between
the CVD degrees measured by a computation model and those
from traditional clinical CVD tests. Shen ef al. [19] developed a
color gamut calibration interface based on [22]. A comprehen-
sible discussion about the color vision test is beyond the scope
of this paper, but we will discuss the possibilities and limita-
tions of using the test results of Shen et al. [19] in the proposed
recoloring method.

III. PROPOSED METHOD

A. Background

In[16],[17], recoloring is performed within the color gamut of
dichromats. First, the colors in the original image are projected
into the color gamut of dichromacy using the method in [23].
To constrain the loss of contrast, the CVD perception of the
difference among the recolored colors must be as strong as the
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normal vision perception of the differences among the original
colors; to constrain the loss of naturalness, changes in the CVD
perception must be as small as possible. The objective function
is formulated as follows:

E = BE; + Ey, (1)
N

By = |ISIM(c}) — SIM(c;)|l3, )
=1

N N
By =" N |ISIM(ch) - SIM(c)) — 8,403, (3)

i=1j=1j#i

where ¢; and cj denote the ith colors in the original image and
the recolored image; STM () denotes CVD simulation opera-
tion using the method in [23]; || - ||2 denotes the L2 norm of a
vector; and d;; represents the color contrast between c; and c;
in the original image. 3 is used to adjust the weights of natural-
ness preservation and contrast enhancement constraints. Finally,
the recoloring is completed by minimizing (1). The results of
the subjective experiments in [16], [17] show that the resulting
images are not suitable for individuals with anomalous trichro-
macy. Moreover, as shown in Fig. 1, ignoring the variations in
individual color perception may cause the recoloring in [16],
[17] to fail to enhance contrast even for dichromacy.

For the CVD simulation model in [22], the spectral sensitiv-
ity curves of normal L-, M-, and S-cones, which are shown in
Fig. 2, are denoted as L(1), M (%), and S(A), respectively; the
amount of shift in the anomalous L- and M-cones is represented
as AXr and AXjy, respectively. Thus, spectral sensitivity curves
of anomalous cones can be represented as in [22]:

La()") = L()‘ + A)‘L)7 (4)
Mo(%) = M + Ahyr), 5)

Then, the cone responses are transformed by a matrix
Trar520pp t0 Opponent-color space as follows:

WS() La(X)
Y B(1) =Trms20pp | M(R) |, (6)
RGO | () |
WS(x) L) ]
Y B(1) =Trms20pp | Ma(X) |, (7
RG()) o S(h) |

where pa and da denote protan and deutan defects, and WS,
Y B, and RG denote the luminance, yellow—blue, and red—green
channels in the opponent-color space, respectively.

Given a stimulus ¢ in the RGB color space, let I';,orma denote
the transformation matrix mapping c to the opponent-color space
of an individual with normal vision and I" the matrix calculated
from (4) and (6) (or (5) and (7)) for mapping c to the opponent-
color space of a CVD individual; then, CVD simulation can be
carried out by:

c= Fgolrmalrcv (8)

where ¢ = (7,§,b)” denotes the CVD simulation result of
T

c=(r,g,b)T. T, L T is rewriting as a 3 x 3 matrix, which



ZHU et al.: PERSONALIZED IMAGE RECOLORING FOR COLOR VISION DEFICIENCY COMPENSATION

+4 CVD

Ci
Y ¢ Gamut

=| 5

¢j c

J
(b)

@

Fig. 3. Recoloring model of the proposed method. (a) The cube represents
the color gamut of normal vision, and the space in the shadow indicates the
CVD gamut; colors ¢; and c; in the original image are perceived as ¢; and ¢; by

CVD; with the proposed method, c; and c;; are recolored as cj and cj, which are

erceived as c,.+ and cfr, for naturalness preservation and contrast enhancement.
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(b) Details of the recoloring illustrated in (a). The blue and orange arrows in (b)
indicate the constraints of contrast and naturalness, respectively.

is represented as:

t12 t13
too to3
t32 133

t11
to1
ts1

T = 9)

Then, the CVD simulation procedure ¢ = T'c can be written
as:

T t11 ti2 t13 r
G| =|tar toz taz| |9 (10)
b t31 t32 t33 b

In this way, perceptions of different degrees of CVD can be
simulated by changing the amount of spectral sensitivity curve
shift.

B. Personalized Recoloring Model

This work aims to support CVD individuals by supplying
them with recolored images adapted to their degree of defi-
ciency. An optimization scheme equivalent to that described in
the Background section is adopted in the proposed method, and
recoloring is performed within the color gamut of CVD of a
specified degree. The constraints of contrast enhancement and
naturalness preservation are included in the recoloring model.
The model given in [22] is introduced to simulate CVD percep-
tion, and the targeted CVD degree is represented by 7. It should
be noted that an important feature distinguishing the proposed
method from previous methods [16], [17] is the introduction of
T, which results in a nonlinear optimization model. We devel-
oped our own solver, which will be elaborated in the latter part
of this section.

Fig. 3 illustrates the recoloring model of the proposed method.
First, colors ¢; and ¢; in the color gamut of normal vision are
projected into the subspace by multiplying 7" with ¢; and ¢; to
obtain the CVD simulated colors ¢; and ¢;. The distance be-
tween ¢; and ¢; is usually shorter than the distance between c;
and c¢;, and hence, a loss of contrast occurs. At this point, colors
¢; and ¢; are the most natural to people with CVD. Then, ¢; and
c; are optimized, as depicted by the simplified 2D illustration
in Fig. 3(b). The optimization results and CVD perception of
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+++
j’

contrast enhancement, cl- and cj are pushed away from each
other, but this increases the loss of naturalness. Finally, result
factoring in the two targets, contrast enhancement and natural-
ness preservation, is obtained along with optimized recoloring.
The objective function is formulated as follows:

the results are denoted as c; and c , respectively. For

Epr = BEnat + Econt, (11)
N
Enat = ZaiHT(cZ )3, (12)
i=1
N N
Beor =y > (IT(cF = eDI3 = l6,13)° 13
i=1j=1,j#i
0ij = ¢; — ¢;j. (14)

In addition to the introduction of 7" for adapting the optimiza-
tion to the CVD degree of individuals, another important contri-
bution of our paper is the introduction of coefficient «; to pre-
serve the perceivable colors as much as possible. Our concept is
to consider the CVD perception error of individual colors. Hues
with a small perception error, such as yellow and blue, should be
preserved after recoloring. In other words, colors with smaller
perception errors should be set with higher naturalness weights,
while those with larger errors should be set with lower weights.
Therefore, the coefficient «; is adopted to individually control
the naturalness weight of a single color, which is calculated as

HTCi

follows:
o = oxp | T —aillz
‘ 2702 ’

where parameter o normalizes the perception error and is em-
pirically set to 0.2 in the current implementation; ¢ is a small
constant so that o; does not reach zero.

15)

C. Implementation

1) Solver: While the optimization problems in [16], [17]
can be easily solved as linear systems, adapting the degree-
varying simulation model leads to a complex nonlinear optimiza-
tion problem, for which we developed our own solver. In our
implementation, a conventional gradient descent method was
adopted for the optimization. We partially differentiate with re-
spect to the ¢ objective function (11) about the resulting color
¢ = (rj, g, b7)T. The partial derivative can be calculated as

follows:
OEp, +
= PO;Wg(C; — G
S
N
+2 3w (IT(cF = DB = 16:513) (ef = ¢f)
=1
€ [r,g,b], (16)
o =t1111 + to1To + t3113
wg = t12Th + to2To + 133713 )

wy = 13717 + tos3Ts + 13373
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T) = [ti1, ti2, t13]

Ty = [to1, taa, tas] , (18)
T3 = [ta1, 32, ta3]
and the resulting color c;" is updated as follows:
OB, OE, 0B, ]"
o of 4| S e S (19)

orf 7 ogh T obf |

where step length n = —0.01. This procedure is repeated until
the solution converges. For natural images, the original image
is set as the initial condition.

Because the scale of the system of equations is related to the
number of colors, the computational cost can be very high when
applying the optimization to all of the colors in the original
images. To accelerate the recoloring, we reduce the scale of
the system by recoloring some important colors contained in
the image and then propagate the recolored colors to the rest
of the image. Consequently, recoloring is performed through
the following procedure: 1) extract dominant colors from the
original image; 2) recolor the extracted dominant colors through
optimization guided by (11); and 3) propagate the recolored
dominant colors to the whole image, with recolored dominant
colors as the propagation source.

2) Dominant Color Extraction and Recoloring: Dominant
color extraction aims at selecting colors that account for certain
numbers of pixels in the input image and are distinguishable
from each other. We used the same method as Zhu et al. [16]
to extract the dominant colors. Most conventional clustering ap-
proaches require users to set some parameters in advance, such
as the number of clusters in the case of K-means, while Zhu
etal. [16] succeeded in adapting the parameters to the image con-
tent automatically. Their algorithm starts by regarding all colors
in the image as candidate dominant colors and then merges sim-
ilar colors into clusters. During this merging, the pixel number
of a color or cluster is regarded as a vital indicator. Distributions
of colors or clusters in the image space and their differences in
the color space also influence this process.

Throughout the extraction procedure, a variable ¢, called the
radius of similarity comparison, is adopted. Colors or clusters are
compared with each other only when they are within ¢ to each
other in the color space. The merging procedure is performed in
an iterative way, that is, by increasing the radius of comparison
step by step. The procedure stops if the number of candidate
dominant colors at the current radius is identical to that of the
previous radius or if the radius reaches the upper limit ¢, =
100. The advantage of using an iterative approach is that the
method can adapt to the color ranges of different images. For
images with a large color range, a larger radius of comparison
is preferred and vice versa. The extracted dominant colors are
recolored using (11).

3) Edit Propagation: To recolor the entire image, the edit
propagation method is employed to diffuse the recolored dom-
inant colors to the whole image. In this study, edit propagation
methods [36]-[38] are implemented for comparison. Finally, the
result generated by [36] is used in the experiment, as it produces
the most satisfactory results. Further discussion will be offered
in Section 5.2.
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Generally, a user exemplar is required by these edit propa-
gation methods to modify the color appearance of the image.
The exemplar can be represented as color pair (¢;, s;), where ¢;
denotes a color in the original image and s; represents the target
color specified by users to c;.

Taking into consideration the set of exemplars {2 and con-
straints on neighboring colors W, the propagation of [36] is for-
mulated as the optimization function as follows:

N
By =7 Nz = sil3+ 3 i = D wiszl3,
1

IS Y) i= jev;

(20)

where z; represents the resulting value of ¢;, ¥; is a set of colors
nearest to c;, 7y stands for the weight of the exemplar and is
set to 0.1, ¢; is one color in W;, and weight w;; is obtained by
computing a locally linear embedding model, which minimizes

N
D e = > wijesl3-
=1

JeY;

21

Exemplars can be reinterpreted as pairs of the original and
recolored dominant color and can be substituted into (20). The
partial derivative equations of (20) are linear and can be solved
using the biconjugate gradient (BiCG) algorithm.

IV. RESULTS AND EVALUATION

We conducted qualitative, quantitative, and subjective evalu-
ation experiments to evaluate the effectiveness of the proposed
method in terms of contrast enhancement and naturalness preser-
vation. As the three latest state-of-the-art methods consider-
ing both contrast enhancement and naturalness preservation for
CVD compensation, the recoloring results of Hassan et al. [10]
and Zhu et al. [16], [17] are used for comparison.

A. Qualitative Evaluation

Fig. 4 and Fig. 5 use two examples to qualitatively compare
the proposed method with the state-of-the-art methods [10], [16],
[17]. The first row includes the original images (Fig. 4(a) and
Fig. 5(a)), recolored images by [10] (Fig. 4(b) and Fig. 5(b)), [16]
(Fig. 4(c) and Fig. 5(c)), [17] (Fig. 4(d) and Fig. 5(d)), and
the proposed method for three different degrees (Fig. 4(e) and
Fig. 5(e)). Simulations of CVD 20%, 60%, and 100% for those
images are shown in the 2nd, 3 rd, and 4th rows, respectively.

Fig. 4(a) shows that the contrast between the sun and sky is
attenuated when the degree of CVD increases. We find that none
of the three existing methods succeeds in both contrast enhance-
ment and naturalness preservation for all three different degrees
of CVD, whereas the proposed method can generate an image
with sufficient contrast as well as the least color deviation from
the simulation image for each of the three degrees of CVD. For
the recoloring result of [10] (Fig. 4(b)), the sun is indistinguish-
able from the sky in the simulation of protan 100%. For the
images resulting from [16] (Fig. 4(c)) and [17] (Fig. 4(d)), the
simulation of protan 100% shows that it is easier to distinguish
the sun from the sky compared to the original images in Fig. 4(a);
however, especially for [16] (Fig. 4(c)), the deviations of colors
from the simulations of the original image are more obvious
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(a) Input (b) Hassan [10] (¢) Zhu [16]

CVD Simulation

Protan 100% Protan 60%

Protan 20% Displa‘ed

Fig. 4.

(d) Zhu [17]
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(e) Proposed Method
Protan 60%

Protan 20%

Protan 100%

Comparison of the recoloring results of Hassan ez al. [10], Zhu et al. [16], [17], and the proposed method for protan defects. (a) The original image and its

CVD simulation results. (b)-(d) Recoloring results of Hassan et al. [10] and Zhu et al. [16], [17]. (e) Recoloring results of the proposed method for protan defects
of 20%, 60%, and 100%. Images in the first row are the original and recoloring results. Simulation results of protan 20%, 60%, and 100% are shown in the second,

third, and fourth rows, respectively.

(a) Input

(b) Hassan [10] () Zhu [16]

Displayed

Deutan 60% Deutan 20%

CVD Simulation

Deutan 100%

Fig. 5.

(d) Zhu [17]

(e) Proposed Method

Deutan 20% Deutan 60% Deutan 100%

Comparison of the recoloring results of Hassan ez al. [10], Zhu et al. [16], [17], and the proposed method for deutan defects. (a) The original image and its

CVD simulation results. (b)-(d) Recoloring results of Hassan ez al. [10] and Zhu et al. [16], [17]. (e) Recoloring results of the proposed method for deutan defects
of 20%, 60%, and 100%. Images in the first row are the original and recoloring results. Simulation results of deutan 20%, 60%, and 100% are shown in the second,

third, and fourth rows, respectively.

when the degree of CVD is reduced, which means that those
results may appear to be unnatural to people with anomalous
trichromacy. For the proposed method (Fig. 4(e)), the recolor-
ing results for degrees 20%, 60%, and 100% are presented; the
contrast between the sun and sky is enhanced for each degree,
while the color deviation from the simulations of the original
image is minimal.

Fig. 5(a) shows that people with CVD may have difficulty
reading figures in the Ishihara test charts because the con-
trast between figures and the background is lost. For [10]

(Fig. 5(b)), [16] (Fig. 5(c)), and [17] (Fig. 5(d)), CVD simula-
tions reveal that the recolored charts fail to enhance the discrim-
inability of the figures. Fig. 5(e) shows that the discriminability
of the figures is enhanced by the proposed method, while the per-
ceived color changes from the simulation of the original image
are minimal.

To evaluate the performance of the proposed method, quan-
titative and subjective experiments were conducted, and the re-
sults were compared with those using existing methods [10],
[16], [17].
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TABLE I
AVERAGE LOSS OF NATURALNESS OF ELEVEN RESULTING IMAGES SYNTHESIZED BY THE FOUR METHODS AND EVALUATED WITH THE SIMULATIONS OF CVD
20%, 40%, 60%, 80%, AND 100% (A LOWER VALUE INDICATES A BETTER RESULT)

Proposed Method
Type Degree | Hassan [10] Zhu [16]  Zhu [17] £=0.1 3=0.2 £=0.3
Without «  With o Without «  With «  Without «  With «
20% 10.55 30.52 18.74 5.58 5.61 4.79 5.74 4.31 4.36
40% 10.70 23.37 14.72 8.06 7.62 6.23 7.06 5.39 5.55
Protan 60% 10.78 17.44 12.10 9.94 9.64 7.47 8.20 6.23 6.51
80% 10.83 12.98 10.83 10.78 10.60 7.89 8.93 6.52 6.91
100% 10.89 10.72 10.86 11.08 11.03 8.38 9.13 6.70 7.28
20% 11.67 22.27 18.07 5.44 5.49 4.68 5.56 4.22 4.26
40% 11.09 18.00 13.90 7.38 7.01 5.90 6.68 5.16 5.25
Deutan 60% 10.58 15.08 11.05 8.43 8.23 6.67 7.32 5.68 5.79
80% 10.15 13.31 9.41 8.74 8.67 6.89 7.51 5.81 5.93
100% 9.81 12.50 9.04 8.80 8.78 6.87 7.54 5.75 5.92

B. Quantitative Evaluation

Given the requirements for contrast enhancement and natural-
ness preservation, quantitative metrics are applied to compare
the results of the proposed method with those of the state-of-
the-art methods [10], [16], [17]. In the quantitative experiments,
eleven natural images that contain natural scenes, artificial ob-
jects, and paints are selected as input images. Although both
dichromacy and any degree of anomalous trichromacy are our
compensation targets, and while the proposed method can syn-
thesize images adapted to any degree of CVD, five degrees of
CVD are assumed for the experiment: 20%, 40%, 60%, 80%,
and 100%. As an ablation study w.r.t. o, the recoloring result of
using « is compared with the result without using «, which is
equivalent to setting o = 1.

1) Naturalness Preservation: Zhu et al. [16], [17] evaluated
the naturalness of the recoloring results by comparing the CVD
simulation result of the recolored image with that of the original
image. The same evaluation scheme was adopted in this study.
The CVD simulation result of the original image is denoted as
reference image /", and that of the recolored image is denoted
as test image I'. Evaluation of the images is performed with
the simulation of the corresponding degree used to generate the
resulting image. For the existing methods [10], [16], [17], the
resulting image recolored for dichromats is used for all five CVD
degrees.

We calculate the chromatic difference between the test im-
age and reference image pixel wisely. This approach was also
introduced in [17]. Similar to [17], we convert the images to
the CIE L*a*b* color space, and the loss of naturalness (NL) is
calculated as follows:

N
1
t oyry _ t_ . r\2 t_ pr\2
NL(IaI)—N;_l\/(ai aj)? + (b — b])?, (22)

where a!, al, bt, and b7 are a* and b* components of the ith pixel
in I and I" in the CIE L*a*b* space, respectively. The smaller
the NL value is, the more naturalness that is preserved. Table I
shows the average loss of naturalness for the eleven resulting
images using each method.

2) Contrast Enhancement: Compared with the original im-
age, the contrast in the CVD simulation result is attenuated.

Therefore, the recoloring algorithms are aimed at enhancing the

contrast in the simulation result or restoring it to its original
level. Either way, the simulation result of the recolored image
must be compared with the original image. In [19], the contrast
in the simulation result was evaluated using the term for contrast
preservation rate (CPR) in [39], which is defined as follows:

(P —tpi) (@5 — Hgi)+€
2 2
Tpi T 0pj TE€

)

(23)
where p; and ¢; are corresponding pixels in the test image and
reference image; p; and ¢; denote the neighboring pixels of
p; and ¢q;; n denotes the number of neighboring pixels; ¢ is
a small constant so that the denominator does not reach zero;
and iy, fhgi> Opi» and og; are the mean and standard deviation
within the neighborhood of p; and g¢;, respectively. The higher
the CPR value is, the better the contrast is preserved. Differing
from naturalness evaluation, the original image, rather than its
CVD simulated image, is adopted as reference image /" in CPR
in (23). The CPR scores using the four methods are shown in
Table II. Parameter 3 is empirically set to 0.1, 0.2, and 0.3. For
each degree, the best and worst scores of “with o’ and “without
«” among the results for three different 5 values are marked
in red and blue, respectively. For each § value, the better value
between “with o and “without «” is in bold font. Since (3 is
the weight of naturalness, the result of 5 = 0.3 obtained the best
naturalness score but worst contrast score among the three cases
of 3, while the result of 3 = 0.1, whose naturalness score is the
worst, has the best score for contrast enhancement. In Table II,
the result of “with o has a better score of contrast enhancement
than that of “without «” for all three 5 values. Compared to
the existing methods, the proposed method, either “with a” or
“without «,” achieved better scores for both naturalness and
contrast in most cases. As the degree of CVD becomes milder,
the superiority of the proposed method becomes more notable.

N n
1 1 22:1
t gr J
CPR(I', T )*7;1:71—1

C. Subjective Evaluation

To further clarify the performance of the proposed method,
14 CVD subjects (4 with a protan defect and 10 with a deutan
defect) between the ages of 19 and 57 were recruited. Initially,
we used the same subjective evaluation scheme as [16], [17],
where participants were asked to estimate the naturalness of and
amount of information in the images. However, the participants
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TABLE IT
AVERAGE CONTRAST PRESERVATION RATE SCORES OF ELEVEN RESULTING IMAGES SYNTHESIZED BY FOUR METHODS AND EVALUATED WITH SIMULATIONS OF
CVD 20%, 40%, 60%, 80%, AND 100%. (A HIGHER VALUE INDICATES A BETTER RESULT)

Proposed Method
Type Degree | Hassan [10]  Zhu [16]  Zhu [17] £=0.1 £=0.2 £=0.3
Without «  With o«  Without «  With «  Without «  With «
20% 0.973 0.777 0.877 0.973 0.975 0.974 0.974 0.975 0.975
40% 0.931 0.812 0.879 0.939 0.945 0.942 0.944 0.942 0.944
Protan 60% 0.891 0.836 0.881 0.908 0.920 0.908 0.917 0.907 0.913
80% 0.868 0.850 0.883 0.889 0.912 0.886 0.902 0.883 0.896
100% 0.865 0.855 0.884 0.879 0.910 0.873 0.896 0.872 0.887
20% 0.967 0914 0.877 0.974 0.976 0.976 0.975 0.976 0.976
40% 0.930 0.899 0.878 0.947 0.951 0.949 0.951 0.949 0.950
Deutan 60% 0.897 0.880 0.880 0.923 0.930 0.923 0.929 0.923 0.927
80% 0.877 0.865 0.881 0.909 0.920 0.907 0.916 0.906 0.913
100% 0.869 0.856 0.881 0.903 0.918 0.900 0.911 0.898 0.907
TABLE III TABLE IV
THE COLOR VISION TEST RESULTS OF FOURTEEN PARTICIPANTS RATIO OF IMAGES EVALUATED AS “PREFERABLE” BY THE FOURTEEN CVD
PARTICIPANTS (A HIGHER VALUE INDICATES A BETTER RESULT)
Subject | Ishihara  Panel D15  100-hue
ID Test Test Test Subject [ Hassan Zhu Zhu Proposed Method
P01 Protan Normal 224 1D [10] [16] [17] 20% 40% 60% 80% 100%
P02 | Protan  Normal 240 PO1 | 027 0.9 0.09 091 082 082 082 0.91
P03 | protan - Brotan 1o P02 | 036 027 027 0.82 0.82 073 0.64 0.64
Dol Deutan Normal 04 P03 027 045 045 091 1.00 091 091 0.82
502 | Destan  Normal 140 P04 | 0.64 064 082 091 091 073 0.64 0.73
D03 | Deutan  Normal 196 DOl | 055 036 000 091 082 082 0.82 0.82
D04 Deutan Deutan 124 D02 036 0.18 0.18 0.82 0.64 0.64 0.64 0.64
D05 Deutan Deutan 196 D03 0.27 0.18 0.09 0.73 0.64 0.64 0.64 0.55
Do6 Deutan Deutan 268 D04 045 036 045 1.00 1.00 091 0.82 0.73
D07 Deutan Deutan 2712 DO5 0.09 0.8 0.64 091 1.00 0.82 0.73 0.64
D08 | Deutan  Deutan 308 D06 | 0.00 027 045 036 045 036 045 0.36
B(l’g gg::g gz‘dgg gg‘z‘ D07 | 0.8 036 0.73 1.00 1.00 091 1.00 0.82
D08 0.18 0.09 055 055 073 091 0.73 0.73
D09 036 0.27 036 0.73 0.64 0.64 055 0.64
reported that 1) the definition of “naturalness” was confusing, D10 082 073 091 1.00 1.00 1.00 1.00 1.00

and the images were scored according to their preference regard-
ing the tint of the images; 2) it is not easy to evaluate the natural
images from the perspective of information, as the information
contained in natural images is very complex and the evaluation
criteria are not simple. Based on these comments, in this study,
the participants were asked to evaluate the natural images ac-
cording to their preferences regarding the tint of the images. In
addition, a much simpler task related to the Ishihara test was
designed as an alternative to the information evaluation.

Before the participants were presented with the images, the
Ishihara and Panel D15 tests were performed for type classifi-
cation, the 100-hue test was performed for a degree check, and
the results of the color vision test are shown in Table III. The
participants are grouped by CVD type and are enumerated from
“P0O1” to “D10” in ascending order based on the 100-hue test
(Protan: “PO1” to “P04,” Deutan: “D01” to “D10”). Since the
Panel D15 test suggests that examinees who sort color caps in the
“normal” order have a mild CVD defect, we enumerated such
participants (“P0O17, “P02”, and “DO01” to “D03”) with smaller
numbers than those who sorted in “protan” or “deutan” orders.
The images were presented on an liyama ProLite 23-inch screen
calibrated with X-Rite i1Display 2. During the experiment, par-
ticipants sat half a meter away from the screen. An experiment
with one participant lasted approximately two hours.

1) Preference: The participants evaluated the natural images
that were introduced in the quantitative experiment. As the re-
sults compromise between naturalness and contrast, the results

of “ = 0.2, with o were used for the evaluation. For each in-
put image, eight resulting images, corresponding to the results
of [10], [16], [17], and the proposed method for five different
CVD degrees, were deemed as one test image set, and eleven sets
were prepared in total. During the experiment, only one set at a
time was presented to the participants, and the eight images were
presented in random positions. Regarding preference, absolute-
ness (whether or not the image is preferable) and relativeness
(which one is more preferable) were simultaneously evaluated.
For relative preference, all of the images were sorted accord-
ing to the preference order. That is, the most preferable image
was marked as “Ist” and the least preferable as “8th.” For abso-
lute preference, the participants were asked to mark the images
that were preferable. Of course, the participants were allowed
to mark none if none of the presented images were preferable.

The evaluation results for absolute preference and relative
preference are shown in Table IV and Table V, respectively. The
results of each participant are shown individually.

In Table IV, the score of a method is the absolute preferable
rate (APR), which is calculated as follows:

APR(m) — APN(m)

TN (m) 24)

where m refers to arecoloring method; 7' N (m) stands for the to-
tal number of resulting images generated with m, and AP N (m)



1730

TABLE V
AVERAGE PREFERENCE ORDER OF IMAGES EVALUATED BY THE FOURTEEN
CVD PARTICIPANTS (A LOWER VALUE INDICATES A BETTER RESULT)

Subject | Hassan Zhu Zhu Proposed Method

ID [10] [16] [17] 20% 40% 60% 80% 100%
PO1 6.00 7.09 691 227 218 355 3.64 436
P02 518 645 582 2.82 3.09 327 455 482
P03 6.18 582 5.82 282 3.18 3.82 4.00 436
P04 418 473 536 3.09 355 473 527 5.09
DO1 436 582 773 3.00 3.18 3.36 445 4.09
D02 482 627 636 327 4.09 345 391 3.82
D03 527 636 6.73 3.00 3.27 336 3.82 4.8
D04 564 536 555 345 391 382 391 436
D05 7.18 655 3.82 3.09 373 3.09 4.00 4.5
D06 7.18 545 455 455 3.00 4.18 3.36 3.73
D07 6.82 6.18 3.73 3.73 3.27 391 4.00 4.36
D08 6.27 7.18 4.82 327 345 345 3.64 391
D09 509 582 500 4.18 3.82 336 4.09 4.64
D10 582 636 473 400 3.73 3.18 3.73 445

denotes the number of images that received a “preferable” label
in TN (m). In the table, the best score among the methods is
highlighted in bold. Table IV shows that most participants eval-
uated that the results of our method with all assumed degrees are
higher than those of all existing methods [10], [16], [17]. With
the proposed method, a tendency can be observed that the score
descends as the CVD degree ascends. In Table V, the score of a
method is the average order of preference. Contrary to the scores
in Table IV, the smaller the value is, the more preferable it is.
Similar to the result of the absolute preference evaluation, the
result of the relative evaluation shows that the images recolored
by the proposed method obtained the best score. For the pro-
posed method, the effect of naturalness preservation decreases
when the assumed degree of deficiency increases. Therefore, it
is important to choose a degree that is as mild as possible from
the perspective of naturalness preservation.

2) Discriminability: Influenced by variations in the color
gamut, the color perception of CVD individuals of the color
distance is different from that of individuals with normal vision.
For red—green CVD, reddish colors may become difficult to dis-
tinguish from greenish colors. In the Ishihara test, for example,
individuals with normal vision have no difficulty reading fig-
ures constructed by reddish dots on a background with greenish
dots, while those with CVD cannot read them because of re-
duced color discriminability. Therefore, the Ishihara test can be
used to predict whether an individual has red—green CVD. In our
experiment, we tested whether the participants could success-
fully read figures in the recolored images, which they failed to
read with the original test charts. The participants were asked to
directly illustrate the figures or lines on the presented test chart.
Ten original test charts were selected from the Ishihara test. To-
gether with the recolored charts, which were synthesized using
existing methods and the proposed method, each participant was
presented with 90 test charts (10 origins, 80 recoloring results)
for evaluation. During the experiment, only one chart was pre-
sented on the screen at a time, and the order was random. Fig. 6
shows an example of the experimental results involving sub-
jects “D04” and “D06.” Both “D04” and “D06” failed to read
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Proposed Method

Original Deutan 60% Deutan 80%

<255

Displayed

Illustrated by
“D04”

Illustrated by
“D06”

Fig. 6. Example of illustrations by two CVD subjects involved in the discrim-
inability experiment. The black lines on the test charts are the illustrations by
the subjects.

TABLE VI
THE NUMBER OF CHARTS SUCCESSFULLY READ BY THE FOURTEEN CVD
PARTICIPANTS AMONG NINE TEST CHARTS (A HIGHER VALUE INDICATES A
BETTER RESULT)

Subject | Input Hassan Zhu Zhu Proposed Method
1D [10] [16] [17] 20% 40% 60% 80% 100%
POl 3 3 0 4 77 6 7 10" 9
P02 0 2 0o 2 0 0 6" 8% 9
P03 0 2 1 2 0 1 6" 8 8
P04 1 1 2 2 1 2 5 97 8
D01 8 7 9 2 100 10 10 10 7
D02 2 2 32 57 4 4 6 7
D03 1 2 1 1 0 2 6 8 8
D04 0 2 1 3 1 4 g 8 9
D05 0 1 1 2 2 57 89 9
D06 0 1 0 1 0 1 2 5" 5
D07 0 2 0o 3 1 4 4 9
D08 0 2 0 1 1 2 5 8 7
D09 0 1 0 1 0 55 8 7
D10 0 0 0 1 0 2 57 6 7

Average | 1.1 20 13 19 20 34 58 79 78

the figure “5” from the original chart. However, “D04” success-
fully read it from the recolored images with degrees 60% of the
proposed method, while “D06” succeeded with that of degree
80%.

The evaluation results are shown in Table VI. The values in
Table VI indicate the number of charts that the participant suc-
cessfully read. Higher values mean better methods. The dis-
criminability performance was the worst with the input images.
On average, the scores of all degrees with the proposed method
were comparable to or better than those for the input images and
existing methods [10], [16], [17]. The results of the proposed
method for the five degrees show a tendency for the perfor-
mances of most participants to ascend as the assumed degree of
CVD increased. In other words, the results assuming higher de-
grees (e.g., degree 80%) tend to obtain better scores than those
assuming a lower degree (e.g., 60%). Nevertheless, the results of



ZHU et al.: PERSONALIZED IMAGE RECOLORING FOR COLOR VISION DEFICIENCY COMPENSATION

100% 100%
80% 80%

60%

Singular Degree
Singular Degree
Y
o
B

40%

20%
mild DO1 D03 D04 D05 DO7 D08 D09 severe
Subject ID (Deutan)
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Fig. 7.
degrees.

Relationship between the CVD severity of participants and singular

five participants “PO1,” “P04,” “D01,” “D08,” and “D09”" show
that the performances drop at 100% degree, which proves that
recolored images for dichromacy are not always the best; in
other words, it is necessary to adapt to the degrees to ensure
optimal compensation. At the same time, the results of some de-
grees show significant improvements compared to those of the
previous degrees, such as the results of degree 60% compared
to 40% for “P02.” We assumed that such a significant improve-
ment occurs for a degree correlated to the CVD degree of the
participant. To verify this assumption, a one-tailed t-test with the
null hypothesis that there is no significant difference between the
discriminability scores of the proposed method for two adjacent
degrees was applied to the performance of each participant; the
results for degree 20% were compared to the input image. Each
score was marked with “##% > %> or “*> if the null hypothe-
sis was rejected with a significance level of 0.01, 0.05, or 0.1,
respectively. For the results of each participant, the lowest de-
gree, with a above 5 and significantly higher than that of the
previous degree, is named ‘““singular degree” in this paper and is
underlined in Table VI. We plot the CVD severities of the partic-
ipants and their singular degrees indicated by the discrimination
experiment in Fig. 7. For the participants with a protan defect,
the singular degree increases gradually from “P01” to “P04” (a
participant with a higher ID has more severe CVD). That is, a
correlation exists between CVD severity and singular degree.
This correlation can also be observed from “DO01” to “D09,”
who have a deutan defect. Although there are no clear singular
degrees in “D02,” “D06,” and “D10,” the score of degree 20%
evaluated by “D02” and that of degree 80% evaluated by “D06”
are likely to be singular, which is in line with the ascending CVD
severity of the participants shown in Fig. 7. This proves that the
proposed method is adaptable to the degree of CVD.

The results of subject “D01,” who was diagnosed with mild
CVD based on the 100-hue test and interview, show that the par-
ticipant preferred the recolored images to a mild degree. More-
over, the results of subjects “D01” show that charts recolored
with T = 20% obtained the highest score. The proposed method
provides sufficient contrast while simultaneously preserving nat-
uralness, especially for individuals with mild CVD.

Interpreting the results from Table IV, Table V, and Table VI,
if a higher CVD degree is assumed, then readability will usu-
ally improve as naturalness drops. Moreover, readability per-
formance becomes saturated after reaching a particular degree.
Comprehensively considering discrimination and preference, it
is important to choose a degree that is as mild as possible but
still readable by individuals with CVD.
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(b) T by
Deutan 20%

(©) T by
Shen [19]

(a) Input

Instance 1
Displayed

Deutan 20%

Displayed

Instance 2

Deutan 20%

Fig. 8. Recoloring results of the proposed method when T is set as deutan
20% and set with Shen et al.’s calibration interface [19], respectively. Upper:
images presented to the subject; lower: CVD simulation.

V. DISCUSSION
A. Selection of Transformation Matrix T

For practical usage, it is necessary to know the proper 7" for
each individual CVD user. Currently, no method is available to
accurately measure 7. Shen et al. [19] developed a CVD cali-
bration interface to predict the color transformation matrix 7' of
CVD individuals. However, we found in experiments involving
participants with a mild degree of CVD that the 7" given by [19]
is likely to indicate a much more severe degree of CVD than the
actual degree of the participants. This is not a major problem
in most cases for the purpose of contrast enhancement, which
is also the main purpose of [19]. However, as demonstrated by
the experimental results, comprehensively considering discrim-
inability and naturalness, it is important to choose a degree that is
as mild as possible but still readable by individuals with CVD.
Fig. 8 shows two results generated with the 7' given by [19].
Based on the 100-hue and Ishihara tests, the volunteer is di-
agnosed with mild deutan, and the predicted actual degree is
approximately 20%. The volunteer reported a decreased prefer-
ence for the image recolored with the 7" given by [19] (Instance
1) as well as decreased readability (Instance 2). For Instance 1,
the color of the leaves was perceived to be green (Fig. 8(a));
however, as shown in Fig. 8(c), the leaves will be perceived as
blue in the image recolored using 7" given by [19], and the par-
ticipant indicated that such a change from the original image is
not preferable. For Instance 2, both the figure and the dots in the
background in Fig. 8(c) appear to be greenish, and the figure has
become somewhat difficult to recognize. Nevertheless, asa CVD
degree calibration tool, Shen et al. [19] provide an option for us.
Although some additional calibration is necessary, the tool has
high potential for being combined with our method to achieve
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Fig. 9. Application for users to select an appropriate 7'. (a) When the user
moves the scrollbar to 35%. (b) When the user moves the scrollbar to 85%.

TABLE VII
THE AVERAGE STRUCTURAL SIMILARITY SCORES OF 11 INTERPOLATED
IMAGES OF DEGREES 10%, 30%, 50%, 70%, AND 90% COMPARED TO
DIRECTLY GENERATED IMAGES

Degrees | 10% 30% 50% 70% 90%

Protan 0981 0.998 0998 0.999 0.999

Deutan | 0982 0.998 0.999 0998  0.999
TABLE VIII

THE AVERAGE FEATURE SIMILARITY COLOR SCORES OF 11 INTERPOLATED
IMAGES OF DEGREES 10%, 30%, 50%, 70%, AND 90% COMPARED TO
DIRECTLY GENERATED IMAGES

Degrees | 10% 30% 50% 70% 90%
Protan 0995 0999 0999 1.000 1.000
Deutan | 0.995 0999 0.999 1.000 1.000

the best recoloring effect. In this study, as shown in Fig. 9, we
designed an interface for users to select the best image by inter-
actively adjusting 7T'. The interface contains a scrollbar that can
be moved in “1%” units. Therefore, 100 images were required
for the application. Although generating all these images offline
can be considered a solution, as it takes 20 seconds to generate
one image, which will be discussed in the following Section,
it is still time-consuming to generate all 100 images. To save
computation time, we generated several key images from 7" and
then obtained the rest by linearly interpolating those key images.
To clarify the feasibility of such a scheme, we evaluated the er-
ror from the results directly generated from 7" using SSIM [39].
The original SSIM was extended to use all of three chromatic
channels rather than only luminance channel. Furthermore, we
evaluated the error with the extended FSIM color metric in [40].
The eleven natural scenery images used in the naturalness eval-
uation were adopted as test images. Table VII and Table VIII
show the average SSIM scores and extended FSIM scores in the
results for degrees 10%, 30%, 50%, 70%, and 90% using the
results of degrees 20%, 40%, 60%, 80%, and 100% as the key
images for interpolation. Table IX and Table X show the average
SSIM scores and extended FSIM scores in the results of degrees
5%, 15%, . .., and 95% using the results of degrees 10%, 20%,
.-+, and 100% as the key images for interpolation. The evalua-
tion results show high similarity between the interpolated images
and directly generated images. Future work should explore the
potential of using this application to easily obtain appropriate
T, for example, by identifying the appropriate properties of the
images to be used as the stimulus.
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TABLE IX
THE AVERAGE STRUCTURAL SIMILARITY SCORES OF 11 INTERPOLATED
IMAGES OF DEGREES 5%, 15%, 25%, 35%, 45%, 55%, 65%, 75%, 85%, AND
95% COMPARED TO DIRECTLY GENERATED IMAGES

Degrees 5% 15% 25% 35% 45%

Protan 0981 0.998 0.999 0.999 0.997

Deutan | 0981 0.997 0.996 0999  0.999

Degrees | 55% 65% 75% 85% 95%

Protan 0.998 0.998 0997 0.999  0.999

Deutan | 0.999  0.997 0.999 0998 0.998
TABLE X

THE AVERAGE FEATURE SIMILARITY COLOR SCORES OF 11 INTERPOLATED
IMAGES OF DEGREES 5%, 15%, 25%, 35%, 45%, 55%, 65%, 15%, 85%, AND
95% COMPARED TO DIRECTLY GENERATED IMAGES

Degrees 5% 15% 25% 35% 45%

Protan | 0.997 0.998 1.000 1.000 0.999

Deutan | 0.996 0.998 0.999 1.000 1.000

Degrees | 55% 65% 75% 85% 95%

Protan 1.000  1.000 1.000  1.000  1.000

Deutan | 0.999 0.999 1.000 0.999  1.000
TABLE XI

AVERAGE TIME COST OF THE PROPOSED METHOD WITH THREE EDIT
PROPAGATION BACKENDS WITH AN AVERAGE PIXEL NUMBER OF 179 K

Propagation
Procedure | Extract Recolor Backend Processor Time Total
[36] CPU  116.26 123.38
o GPU 11.69 18.81
Time: (s) | 708 = 0.04 351 cpy 787 1499
[38] CPU 13.68 20.80
(a) Input  (b) Propagated (c) Propagated (d) Propagated
with [36] with [37] with [38]
3
z
z
H
Z s
CE
£

Fig. 10. Comparison of propagation results of Chen et al. [36], Li et al. [37],
and Xu et al. [38].

B. Computation Time

The proposed method is implemented on a PC with MATLAB
2020a, a 3.50 GHz AMD CPU, 64 GB of RAM, and TITAN
RTX. The time efficiency of three procedures, dominant color
extraction, recoloring, and propagation of the proposed method,
is shown in Table XI. The average number of pixels of the test
images is 179 k. As shown in the table, of the three edit propa-
gation methods, all account for more than 50% of the total time;
that is, the bottleneck of time efficiency is edit propagation. In
particular, propagation with [36] on a CPU required 123.38 s,
while the runtime could be reduced to 11.69 s on a GPU. The
runtime of [37], [38] is also shown in Table XI. An example
of the propagation results with [36], [37], and [38] is shown in
Fig. 10. The size of the input image is 680 x 494. For the case
shown in Fig. 10, it is hard to identify the differences between
the results with the naked eye, and the CPU runtimes for [36]
(Fig. 10(b)), [37] (Fig. 10(c)), and [38] (Fig. 10(d)) are 51.3 s,



ZHU et al.: PERSONALIZED IMAGE RECOLORING FOR COLOR VISION DEFICIENCY COMPENSATION

3.1 s, and 20.2 s, respectively. For practical use, the implemen-
tation of the proposed method on mobile devices, such as smart
phones, should be considered. Therefore, improving the time
efficiency of the proposed method is essential and should be
explored in future work.

C. Further Improvements

Currently, we adopted the anomalous trichromats simulation
model [22], which was built in RGB color space, and thereby,
we implemented our work in RGB color space as well. Never-
theless, the proposed method can be easily transferred to other
color perceptual space by strategies, for example, transferring
the simulation model to CIE L*a*b* color space by least square
approximation, an approach adopted in [13]. For video applica-
tions, our method has high potential in producing effective and
stable recoloring results by adding a temporal consistency pre-
serving term to the objective function. Extending the proposed
method to video will be an important focus of our future work.
In our experiment, we listed the evaluation results assessed by
participants and labeled the best score of each participant. How-
ever, further exploring the information inside these data using
some mathematical tools, such as the pair comparison matrix,
will also require future work.

VI. CONCLUSION

This study proposed a degree-adaptable recoloring method
that simultaneously enhances contrast and preserves naturalness
to assist individuals with different degrees of CVD. A quantita-
tive evaluation showed that the proposed method achieves better
performance than the current state-of-the-art methods. A sub-
jective evaluation showed that the proposed method could adap-
tively deal with individual differences in the requirements for
contrast enhancement and naturalness preservation. In terms of
the study’s limitations, further improvements in time efficiency
are required, especially when used in real applications with the
interface introduced in Section 5. Potential future work could
apply the proposed method to develop a user-friendly system
for the accurate measurement of 7.
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