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Abstract—For many practical computer vision applications,
the learned models usually have high performance on the
datasets used for training but suffer from significant performance
degradation when deployed in new environments, where there
are usually style differences between the training images and the
testing images. For high-level vision tasks, an effective domain
generalizable model is expected to be able to learn feature
representations that are both generalizable and discriminative. In
this paper, we design a novel Style Normalization and Restitution
module (SNR) to simultaneously ensure both high generalization
and discrimination capability of the networks. In the SNR
module, particularly, we filter out the style variations (e.g. , illu-
mination, color contrast) by performing Instance Normalization
(IN) to obtain style normalized features, where the discrepancy
among different samples and domains is reduced. However,
such a process is task-ignorant and inevitably removes some
task-relevant discriminative information, which could hurt the
performance. To remedy this, we propose to distill task-relevant
discriminative features from the residual (i.e., the difference
between the original feature and the style normalized feature)
and add them back to the network to ensure high discrimina-
tion. Moreover, for better disentanglement, we enforce a dual
restitution loss constraint in the restitution step to encourage the
better separation of task-relevant and task-irrelevant features.
We validate the effectiveness of our SNR on different computer
vision tasks, including classification, semantic segmentation, and
object detection. Experiments demonstrate that our SNR module
is capable of improving the performance of networks for domain
generalization (DG) and unsupervised domain adaptation (UDA)
on many tasks.

Index Terms—Discriminative and Generalizable Feature Rep-
resentations; Feature Disentanglement; Domain Generalization;
Unsupervised Domain Adaptation.

I. INTRODUCTION

EEP neural networks (DNNSs) have advanced the state-of-
D the-arts for a wide variety of computer vision tasks. The
trained models typically perform well on the test/validation
dataset which follows similar characteristics/distribution as
the training data, but suffer from significant performance
degradation (poor generalization capability) on unseen datasets
that may present different styles [1]-[3]. This is ubiquitous
in practical applications. For example, we may want to de-
ploy a trained classification or detection model in unseen
environments, like a newly opened retail store, or a house.

Xin Jin and Zhibo Chen are with University of Science and Technology of
China, Hefei, Anhui, 230026, China, (e-mail: chenzhibo @ustc.edu.cn)

Cuiling Lan and Wenjun Zeng are with Microsoft Research Asia, Building
2, No. 5 Dan Ling Street, Haidian District, Beijing, 100080, China, (e-mail:
{culan, wezeng } @microsoft.com)

Corresponding authors: Cuiling Lan and Zhibo Chen

This work was done when Jin Xin was an intern at Microsoft Research
Asia.

: rd ‘('»‘
(b) Color contrast/saturation

(a) lllumination

e : ~

(d) Iaging style

(c) Quality/Resolutions

Fig. 1: Due to the differences in environments (such as light-
ing/camera/place/weather), the captured images present style
discrepancy, such as the illumination, color contrast/saturation,
quality, imaging style. These result in domain gaps between
the training and testing data.

The captured images in the new environments in general
present style discrepancy with respect to the training data,
such as illumination, color contrast/saturation, quality, efc. (as
shown in Fig. 1). These result in domain gap/shift between the
training and testing.

To address such domain gap/shift problems, many inves-
tigations have been conducted and they could be divided
into two categories: domain generalization (DG) [4]-[9] and
unsupervised domain adaptation (UDA) [2], [10]-[17]. DG
and UDA both aim to bridge the gaps between source and
target domains. DG exploits only labeled source domain data
while UDA can also access/exploit the unlabeled data of the
target domain for training/fine-tuning. Both do not require the
costly labeling on the data of target domain, which is desirable
in practical applications.

In particular, due to the domain gaps, directly applying a
model trained on a source dataset to an unseen target dataset
typically suffers from a large performance degradation [4]-[9].
As a consequence, feature regularization based UDA methods
have been widely investigated to mitigate the domain gap by
aligning the domains for better transferring source knowledge
to the target domain. Several methods align the statistics, such
as the second order correlation [18]-[20], or both mean and
variance (moment matching) [15], [21], in the networks to
reduce the domain discrepancy on features [22], [23]. Some
other methods introduce adversarial learning which learns
domain-invariant features to deceive domain classifiers [11],
[24], [25]. The alignment of domains reduces domain-specific
variations but inevitably leads to loss of some discriminative
information [26]. Even though many works investigate UDA,
the study on domain generalization (DG) is not as extensive.

Domain generalization (DG) aims to design models that
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Fig. 2: Overall flowchart. (a) Our generalizable feature learning network with the proposed Style Normalization and Restitution
(SNR) module being plugged in after some convolutional blocks. Here, we use ResNet-50 as our backbone for illustration. (b)
Proposed SNR module. Instance Normalization (IN) is used to eliminate some style discrepancies followed by task-relevant
feature restitution (marked by red solid arrows). Note the branch with dashed green line is only used for enforcing loss constraint
and is discarded in inference. (c) Dual restitution loss constraint encourages the disentanglement of a residual feature R to
task-relevant one (R*) and task-irrelevant one (R™), which decreases and enhances, respectively, the entropy by adding them

to the style normalized feature F (see Section III-A).

are generalizable to previously unseen domains [4], [6], [27]-
[30], without accessing the target domain data. Classic DG
approaches tend to learn domain-invariant features by mini-
mizing the dissimilarity in features across domains [4], [28].
Some other DG methods explore optimization strategies to
help improve generalization, e.g., through meta-learning [7],
episodic training [9], and adaptive ensemble learning [31].
Recently, Jia et al. [29] and Zhou et al. [32] integrate a
simple but effective style regularization operation, i.e., In-
stance Normalization (IN), in the networks to alleviate the
domain discrepancy by reducing appearance style variations,
which achieves clear improvement. However, the feature style
regularization using IN is task-ignorant and will inevitably
remove some task-relevant discriminative information [33],
[34], and thus hindering the achievement of high performance.

In this paper, we propose a Style Normalization and Resti-
tution (SNR) method to enhance both the generalization and
discrimination capabilities of the networks for computer vision
tasks. Fig. 2 shows our proposed SNR module and illustrates
the dual restitution loss . We propose to first perform style
normalization by introducing Instance Normalization (IN) to
our neural network architecture to eliminate style variations.
For a feature map of an image, IN normalizes the features
across spatial positions on each channel, which reserves the
spatial structure but reduces instance-specific style like con-
trast, illumination [33], [35], [36]. IN reduces style discrep-
ancy among instances and domains, but it inevitably results
in the loss of some discriminative information. To remedy
this, we propose to distill the task-specific information from
the residues (i.e., the difference between the original features
and the instance-normalized features) and add it back to
the network. Moreover, to better disentangle the task-relevant
features from the residual, a dual restitution loss constraint is

designed by ensuring the features after restitution of the task-
relevant features to be more discriminative than that before
restitution, and the features after restitution of task-irrelevant
features to be less discriminative than that before restitution.

We summarize our main contributions as follows:

o We propose a Style Normalization and Restitution (SNR)
module, a simple yet effective plug-and-play tool, for
existing neural networks to enhance their generalization
capabilities. To compensate for the loss of discriminative
information caused by style normalization, we propose to
distill the task-relevant discriminative information from the
residual (i.e., the difference between the original feature and
the instance-normalized feature).

o We introduce a dual restitution loss constraint in SNR
to encourage the better disentanglement of task-relevant
features from the residual information.

o The proposed SNR module is generic and can be applied
to various networks for different vision tasks to enhance
the generalization capability, including object classification,
detection, semantic segmentation, efc.. Moreover, thanks
to the enhancement of generalization and discrimination
capability of the networks, SNR could also improve the
performance of the existing UDA networks.

Extensive experiments demonstrate that our SNR signif-
icantly improves the generalization capability of the net-
works and brings improvement to the existing unsupervised
domain adaptation networks. This work is an extension of
our conference paper [37] which is specifically designed for
person re-identification. In this work, we make the design
generic and incorporate it into popular generic tasks, such as
object classification, detection, semantic segmentation, etc. In
addition, we tailor the dual restitution loss to these tasks by
leveraging entropy comparisons.
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II. RELATED WORK
A. Domain Generalization (DG)

DG considers a challenging setting where the target data is
unavailable during training. Some recent DG methods explore
optimization strategies to improve generalization, e.g., through
meta-learning [7], episodic training [9], or adaptive ensemble
learning [31]. Li et al. [7] propose a meta-learning solution,
which uses a model agnostic training procedure to simulate
train/test domain shift during training and jointly optimize the
simulated training and testing domains within each mini-batch.
Episodic training is proposed in [9], which decomposes a deep
network into feature extractor and classifier components, and
then train each component by simulating it interacting with
a partner who is badly tuned for the current domain. This
makes both components more robust. Zhou et al. [31] propose
domain adaptive ensemble learning (DAEL) which learns
multiple experts (for different domains) collaboratively so that
when forming an ensemble, they can leverage complementary
information from each other to be more effective for an unseen
target domain. Some other methods augment the samples to
enhance the generalization capability [6], [38].

Some DG approaches tend to learn domain-invariant fea-
tures by aligning the domains/minimizing the feature dissimi-
larity across domains [4], [28]. Recently, several works attempt
to add Instance normalisation (IN) to CNNs to improve the
model generalisation ability [29], [34]. Instance normalisa-
tion (IN) layers [39] could eliminate instance-specific style
discrepancy [40] and IN has been extensively investigated in
the field of image style transfer [33], [35], [36], where the
mean and variance of IN reflect the style of images. For DG,
IN alleviates the style discrepancy among domains/instances,
and thus improves the domain generalization [34], [40]. In
[34], a CNN called IBN-Net is designed by inserting IN into
the shallow layers for enhancing the generalization capabil-
ity. However, instance normalization is task-ignorant and in-
evitably introduces the loss of discriminative information [33],
[34], leading to inferior performance. Pan et al. [34] use IN
and Batch Normalization (BN) together (half of channels use
IN while the other half of channels use BN) in the same layer
to preserve some discrimination. Nam et al. [41] determine
the use of BN and IN (at dataset-level) for each channel
based on learned gate parameters. It lacks the adaptivity to
instances. Besides, the selection of IN or BN for a channel
is hard (0 or 1) rather than soft. In this paper, we propose a
style normalization and restitution module. First, we perform
IN for all channels to enhance generalization. To assure high
discrimination, we go a step further to consider a restitution
step, which adaptively distills task-specific features from the
residual (removed information) and restitute it to the network.

B. Unsupervised Domain Adaptation (UDA)

Unsupervised domain adaptation (UDA) belongs to a target
domain annotation-free transfer learning task, where the la-
beled source domain data and unlabeled target domain data are
available for training. Existing UDA methods typically explore
to learn domain-invariant features by reducing the distribution
discrepancy between the learned features of source and target

domains. Some methods minimize distribution divergence by
optimizing the maximum mean discrepancy (MMD) [2], [12],
[23], [42], second order correlation [18]-[20], etc. Some other
methods learn to achieve domain confusion by leveraging
the adversarial learning to reduce the difference between the
training and testing domain distributions [11], [25], [43], [44].
Moreover, some recent works tend to separate the model
into feature extractor and classifier, and develop some new
metric to pull close the learned source and target feature
representations. In particular, Maximum Classifier Discrep-
ancy (MCD) [13] maximizes the discrepancy between two
classifiers while minimizing it with respect to the feature
extractor. Similarly, Minimax Entropy (MME) [45] maximizes
the conditional entropy on unlabeled target data w.r.t the
classifier and minimizes it w.r.t the feature encoder. M3SDA
[15] minimizes the moment distance among the source and
target domains and per-domain classifier is used and optimized
as in MCD to enhance the alignment.

Our proposed SNR module aims at enhancing the gener-
alization ability and preserving the discrimination capability
and thus enhance the existing UDA approaches.

C. Feature Disentanglement

Learning disentangled representations can help remove ir-
relevant features [46]. Liu et al. introduce a unified feature
disentanglement framework to learn domain-invariant features
from data across different domains [47]. Lee et al. propose
to disentangle the features into a domain-invariant content
space and a domain-specific attributes space, producing diverse
outputs without paired training data [48]. Inspired by these
works, we propose to disentangle the task-specific features
from the discarded/removed residual features, in order to distill
and restore the discriminative information. To encourage a
better disentanglement, we introduce a dual restitution loss
constraint, which enforces a higher discrimination of the
feature after the restitution than before. The basic idea is to
make the class-likelihood after the restitution to be sharper
than before, which enables less ambiguity of a sample.

III. STYLE NORMALIZATION AND RESTITUTION

We propose a style normalization and restitution (SNR)
module which enhances the generalization capability while
preserving the discriminative power of the networks for ef-
fective DG and DA. Fig. 2 shows the overall flowchart
of our framework. Particularly, SNR can be used as
a plug-and-play module for existing (e.g., classifica-
tion/detection/segmentation) networks. Taking the widely used
ResNet-50 [49] network as an example (see Fig. 2(a)), SNR
module is added after each convolutional block.

In the SNR module (see Fig. 2(b)), we denote the input
feature map by F € R"™WX¢ and the output by F* e RP*wxe,
where i, w, ¢ denote the height, width, and number of chan-
nels, respectively. We first eliminate style discrepancy among
samples/instances by performing Instance Normalization (IN).
Then, we propose a dedicated restitution step to distill task-
relevant (discriminative) feature from the residual (previously
discarded by IN, which is the difference between the original
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feature F and the style normalized feature F ), and add it
to the normalized feature F. Moreover, we introduce a dual
restitution loss constraint to facilitate the better separation of
task-relevant and -irrelevant features within the SNR module
(see Fig. 2(c)).

SNR is generic and can be used in different networks for
different tasks. We also present the usages of SNR (with
small variations on the dual restitution loss forms with respect
to different tasks) in detail for different tasks (i.e., object
classification, detection, and semantic segmentation). Besides,
since SNR can enhance the generalization and discrimination
capability of networks which is also very important for UDA,
SNR is capable of benefiting the existing UDA networks.

A. Style Normalization and Restitution Module

1) Style Normalization to Reduce Domain Discrepancy:
Real-world images could be captured by different cam-
eras under different scenes and environments (e.g., light-
ing/camera/place/weather). As shown in Figure 1, the captured
images present large style discrepancies (e.g., in illumination,
color contrast/saturation, quality, imaging style), especially
for samples from two different datasets/domains. Domain
discrepancy between the source and target domain generally
hinders the generalization capability of learned models.

A learning-theoretic analysis in [4] shows that reducing
feature dissimilarity improves the generalization ability on
new domains. As discussed in Section II-A, Instance Nor-
malization (IN) actually performs some kinds of style nor-
malization which reduces the discrepancy/dissimilarity among
instances/samples [33], [34], so it has the power to enhance
the generalization ability of networks [29], [32], [34].

Inspired by that, in SNR module, we first try to reduce
the instance discrepancy on the input feature by performing

Instance Normalization [33], [ ] [36], [39] as
= —u(F)
F =1IN(F) = 1
(F) =y () 48, M

where u(-) and o (-) denote the mean and standard deviation
computed across spatial dimensions independently for each
channel and each sample/instance, y, B € R¢ are parameters
learned from the data. IN could filter out some instance-
specific style information from the content. With IN performed
in the feature space, Huang et al. have argued and experi-
mentally shown that IN has more profound impacts than a
simple contrast normalization and it performs a form of style
normalization by normalizing feature statistics [33].

However, IN inevitably removes some discriminative infor-
mation and results in weaker discrimination capability [34].
To address this problem, we propose to distill and restitute
the task-specific discriminative feature from the IN removed
information, by disentangling it into task-relevant feature and
task-irrelevant feature with a dual restitution loss constraint
(see Fig. 2(b)). We elaborate on such restitution hereafter.

2) Feature Restitution to Preserve Discrimination: As il-
lustrated in Fig. 2(b), to ensure high discrimination of the
features, we propose to restitute the task-relevant feature to
the network by distilling it from the residual feature R,

R=F-F, (2)

which denotes the difference between the original input feature
F and the style normalized feature F.

We disentangle the residual feature R in a content adaptive
way through channel attention. This is crucial for learning
generalizable feature representations since the discriminative
components of different images are typically different. Specif-
ically, given R, we disentangle it into two parts: task-relevant
feature R* € R"™ WX and task-irrelevant feature R~ € R"*wxc,
through masking R by a learned channel attention response
vector a = [ay,dz, - ,ac] € RE:

RY(:,:, k) =arR(:,:, k),
R (k) =(1 —ap)R(,:, k),

where R(:,:, k) € R denotes the k" channel of feature
map R, k = 1,2,---,c. We expect the SE-like [50] channel
attention response vector a to help adaptively distill the task-
relevant feature for the restitution,

a=g(R) =

where the attention module is implemented by a spatial global
average pooling layer, followed by two FC layers (that are
parameterized by W, € R(¢/7)%¢ and W € Re*(¢/)) 5(-) and
o (-) denote ReL.U activation function and sigmoid activation
function, respectively. To reduce the number of parameters, a
dimension reduction ratio r is set to 16.

By adding this distilled task-relevant feature R* to the style
normalized feature F, we obtain the output feature F F* as

3)

o (W26(Wipool(R))), “4)

F*=F +R". (5)

Similarly, by adding the task-irrelevant feature R~ to the style
normalized feature F, we obtain the contaminated feature
F~ = F +R~, which is used in the next loss optimization.

It is worth pointing out that, instead of using two indepen-
dent attention modules to obtain R*, R™, respectively, we use
a(-), and 1 — a(+) to facilitate the disentanglement. We will
discuss the effectiveness of this operation in the experiment
section.

We use the channel attention vector a to adaptively distill the
task-relevant features for restitution for two reasons. (a) Those
style factors (e.g., illumination, hue, contrast, saturation) are
in general regarded as spatial consistent. We leverage channel
attention to select the discriminative style factors distributed in
different channels. (b) In our SNR, “disentanglement” aims at
better “restitution” of the lost discriminative information due
to Instance Normalization (IN). IN reduces style discrepancy
of input features by performing normalization across spatial
dimensions independently for each channel, where the nor-
malization parameters are the same across different spatial
positions. Consistent with IN, we disentangle the features and
restitute the task-relevant ones to the normalized features on
the channel level.

3) Dual Restitution Loss Constraint: To promote the disen-
tanglement of task-relevant feature and task-irrelevant feature,
we design a dual restitution loss constraint by comparing the
discrimination capability of features before and after the resti-
tution. The dual restitution loss L, consists of L} and

SNR
- . _ Z . SNR
snr € Lsnr = Liyp + Lsng- As illustrated in Figure
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2(c), the physical meaning of the proposed dual restitution loss
constraint Lgng is that: after adding the task-relevant feature
R* to the normalized feature F. , the enhanced feature becomes
more discriminative and its predicted class likelihood becomes
less ambiguous (less uncertain) with a smaller entropy; on
the other hand, after adding the task-irrelevant feature R~ to
the normalized feature F. , the contaminated feature should
become less discriminative, resulting in a larger entropy of
the predicted class likelihood.

Taking classification task as an example, we pass the spa-
tially average pooled enhanced feature vector = pool(F +
R*) € R¢ into a FC layer (of K nodes, where K denotes
the number of classes) followed by softmax function (we
denote these as ¢(f*) € RK) and thus obtain its entropy.
We denote an entropy function as H(-) = —p(-)logp(-).
Similarly, the contaminated feature vector can be obtained by
f- = pool(F + R7), and the style normalized feature vector is

f = pool(F). Liyg and L, are defined as:

Ling = Softplus(H(¢(f)) — H(¢(F)), (6)
Lsng = Softplus(H(o(F)) — H($(F))), (7)

where Softplus(-) [n(1 + exp(-)) is a monotonically
increasing function that aims to reduce the optimization dif-
ficulty by avoiding negative loss values. Intuitively, Lsyr
promotes better feature disentanglement of the residual R
for feature compensation/restitution. In Eq. (6), the loss en-
courages higher discrimination after restitution of the task-
relevant feature by comparing the discrimination capability of
features before and after the restitution. In Eq. (7), the loss
encourages lower discrimination capability after restitution
of the task-irrelevant feature in comparison with that before
the restitution. For other tasks, e.g., segmentation, detection,
there are some slight differences, e.g., in obtaining the feature
vectors, which are described in the next subsection.

B. Applications, Extensions, and Variants

The proposed SNR is general. It can improve the general-
ization and discrimination capability of networks for DG and
DA. As a plug-and-play module, SNR can be easily applied
into different neural networks for different computer vision
tasks, e.g., object classification, segmentation, and detection.

As we described in Section III-A3, we pass the spatially
average pooled enhanced/contaminated feature vector f*/f~
into the function H(¢(-)) for obtaining entropy. For the differ-
ent tasks of classification (i.e., image-level classification), seg-
mentation (i.e., pixel level classification), detection (i.e., region

(b) Segmentation
Fig. 3: Ilustration of obtaining feature vector for restitution loss optimization with respect to different tasks. (a) For classification
task, spatial average pooling is performed over the entire feature map (A X w X c¢) to obtain a feature vector of ¢ dimensions (see
Section III-B1). (b) For segmentation task (pixel level classification), entropy is calculated for each pixel (see Section III-B2).
(c) For detection task (region level classification), spatial average pooling is performed over each groundtruth bounding box
(bbox) region to obtain a feature vector of ¢ dimensions (see Section III-B3).
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level classification), there are some differences in obtaining the
feature vectors for calculating restitution loss. Fig. 3 illustrates
the manners to obtain the feature vectors, respectively. We
elaborate on them in the following subsections.

1) Classification: For a K-category classification task, we
take the backbone network of ResNet-50 as an example for
describing the usage of SNR. As illustrated in Fig. 2(a), we
could insert the proposed SNR module after each convolution
block. For a SNR module, given an input feature F', we obtain
three features—style normalized feature F , enhanced feature
F*, and contaminated feature F~. As shown in Fig. 3(a), we
spatially averagely pool the features to get the corresponding
feature vectors (i.e., f, f+, and - ) to calculate the dual
restitution loss for optimizanon.

2) Segmentation: Semantic segmentation predicts the label
for each pixel, which is a pixel wise classification problem.
Similar to classification, we insert the SNR modules to the
backbone networks of segmentation. Differently, in our restitu-
tion loss, as illustrated in Fig. 3(b), we calculate the entropy for
the feature vector of each spatial position (since each spatial
position has a classification likelihood) instead of over the
spatially averagely pooled feature vector. To save computation
and be robust to pixel noises, we take the average entropy of
all pixels to calculate the restitution loss as:

h w
=D 2 HOF (0. j.))

i=1 j=1

1
Ling = Softplus(h >

)

i=1

H(¢(F(i, j,:)))),

M=

[
Il
—_

®)

h w
S HGEG )

Lsyr = Softplus(h o 22

1
hxw

H($(F (i, j,2)))),

M=
TMs

i=1

where F (i,7,:) denotes the feature vector of the spatial
position (i,j) of the feature map F. Note that this is slightly
better than that of calculating restitution loss for each pixel in
term of performance but has fewer computation.

3) Detection: The widely-used object detection frameworks
like R-CNN [51], fast/faster-RCNN [52], mask-RCNN [53],
perform object proposals, regress the bounding box of each
object and predict its class, where the class prediction is
based on the feature region of the bounding box. Similar
to the classification task, we insert SNR modules in the
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backbone network. Since object detection task can be regarded
as a ‘region-wise’ (bounding box regression) classification
task, as illustrated in Fig. 3(c), we calculate the entropy for
each groudtruth bounding box region, with the feature vector
obtained by spatially average pooling of the features within
each bounding box region. We take the average entropy of all
the object regions in an image to calculate the restitution loss.

IV. EXPERIMENT

We validate the effectiveness and superiority of our SNR
method under the domain generalization and adaptation set-
tings for object classification (Section IV-A), segmentation
(Section IV-B), and detection (Section IV-C), respectively. For
each task, we describe the datasets and implementation details
within each section. Moreover, without loss of generality,
we study some design choices on object classification task
in Section IV-AS. In Section IV-A6, we further provide the
visualization analysis.

A. Object Classification

We first evaluate the effectiveness of the object classification
task, under domain generalization (DG) and unsupervised
domain adaptation (UDA) settings, respectively.

1) Datasets and Implementation Details: We conduct ex-
periments on four classification datasets of multiple domains:
PACS (includes Sketch, Photo, Cartoon, and Art), Office-
Home [58], Digit-Five (indicates five most popular digit
datasets, MNIST [59], MNIST-M [60], USPS [61], SVHN
[62], Synthetic [60]), and DomainNet [I15]. The detailed
datasets introduction and experimental implementation details
can be found in Supplementary.

2) Results on Domain Generalization: DG is very attractive
in practical applications, which aims at “train once and run
everywhere”. We perform experiments on PACS and Office-
Home for DG. There are very few works in this field. MMD-
AAE [54] learns a domain-invariant embedding by minimizing
the Maximum Mean Discrepancy (MMD) distance to align
the feature representations. CCSA [28] proposes a semantic
alignment loss to reduce the feature discrepancy among do-
mains. CrossGrad [6] uses domain discriminator to guide the
data augmentation with adversarial gradients. JiGen [8] jointly
optimizes object classification and the Jigsaw puzzle problem.
Epi-FCR [9] leverages episodic training strategy to simulate
domain shift during the model training. L2A-OT [55] synthe-
sizes source domain training data by using data augmentation
techniques, which explicitly increases the diversity of available
training domains and leads to a generalizable model.

Table I shows the comparisons with the state-of-the-art
methods. We can see that the proposed scheme SNR achieves
the second best and the best average accuracy on PACS
and Office-Home, respectively. SNR outperforms our baseline
Baseline (AGG) that aggregates all source domains to train a
single model by 2.3% and 1.4% for PACS and Office-Home,
respectively. Note that, L2A-OT [55] additionally employs
a data generator to synthesize data to augment the source
domains, and thus increasing the diversity of available training

domains, leading to a more generalizable model (best perfor-
mance on PACS). Our method, which reduces the discrepancy
among different samples while ensuring high discrimination,
is conceptually complementary to L2A-OT, which increases
the diversity of input to make the model robust to the input.
We believe that adding SNR on top of L2A-OT would further
improve the performance.

3) Results on Unsupervised Domain Adaptation: The in-
troduction of SNR modules to the networks of existing UDA
methods could reduce the domain gaps and preserve discrim-
ination. It thus facilitates the domain adaptation. Table II
shows the experimental results on the two datasets Digit-Five
and mini-DomainNet. Table III shows the results on the full
DomainNet dataset. Here, we use the alignment-based UDA
method M3SDA [15] as our baseline UDA network for domain
adaptive classification. We refer to the scheme after using our
SNR as SNR-M3SDA.

We have the following observations. 1) For the overall
performance (as shown in the column marked by Avg), the
scheme SNR-M3SDA achieves the best performance on both
datasets, outperforming the second-best method (M3SDA-
B [15] significantly by 6.47% on Digit-Five, and 2.03% on
mini-DomainNet in accuracy. 2) In comparison with the base-
line scheme Baseline (M3SDA []5]), which uses the aligning
technique in [15] for domain adaptation, the introduction of
SNR (scheme SNR-M3SDA) brings significant gains of 7.99%
on Digit-Five, 3.04% on mini-DomainNet, and 4.0% on full
DomainNet in accuracy, demonstrating the effectiveness of
SNR modules for UDA.

4) Ablation Study: We first perform comprehensive abla-
tion studies to demonstrate the effectiveness of 1) the SNR
module, 2) the proposed dual restitution loss constraint. We
evaluate the models under the domain generalization (on PACS
and Office-Home datasets) setting, with ResNetl8 as our
backbone network. Besides, we validate that SNR is beneficial
to UDA and is complementary to the existing UDA techniques
on the Digital-Five dataset.

Effectiveness of SNR. Here we compare several schemes
with our proposed SNR. AGG: a simple strong baseline
that aggregates all source domains to train a single model.
AGG-AlI-IN: on top of AGG scheme, we replace all the
Batch Normalization(BN) [63] layers in AGG by Instance
Normalization(IN). AGG-IN: on top of AGG scheme, an IN
layer is added after each convolutional block/stage (the first
four blocks) of backbone (ResNet18), respectively. AGG-IBN-
a, AGG-IBN-b: Following IBNNet [34], we insert BN and IN
in parallel at the beginning of the first two residual blocks
for scheme AGG-IBN-a, and we add IN to the last layers
of the first two residual blocks to get AGG-IBN-b. AGG-
All-BIN: following [41], we replace all BN layers of the
baseline network by Batch-Instance Normalization (BIN) to
get the scheme AGG-All-BIN, which uses dataset-level learned
gates to determine whether to do instance normalization or
batch normalization for each channel. AGG-All-BIN* denotes a
variant of AGG-All-BIN, where we replace the original dataset-
level learned gates with content-adaptive gates (via channel
attention layer [50]) for the selection of normalization manner.
AGG-SNR: our final scheme where a SNR module is added
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TABLE I: Performance (in accuracy %) comparisons with the SOTA domain generalization approaches for image classification.

PACS Office-Home
Method Art Cartoon Photo Sketch Avg Art Clipart Product Real Avg
MMD-AAE [51] 752 72.7 96.0 642 77.0 565 473 721 748 62.7
CCSA [28] 80.5 76.9 93.6 66.8 79.4 59.9 49.9 74.1 75.7 64.9
JiGen [8] 79.4 75.3 96.2 71.6 80.5 53.0 475 715 72.8 61.2
CrossGrad [6] 79.8 76.8 96.0 70.2 80.7 58.4 49.4 73.9 75.8 64.4
Epi-FCR [] 82.1 77.0 939 73.0 81.5 - - - - -
L2A-OT [55] 833 782 96.2 73.6 82.8 60.6 50.1 74.8 770 | 65.6
Baseline (AGG) 77.0 75.9 96.0 69.2 795 58.9 494 743 762 | 64.7
SNR 80.3 78.2 945 74.1 81.8 61.2 53.7 742 75.1 66.1
TABLE II: Ablation study and performance comparisons (%) with the SOTA UDA approaches for image classification.
(a) Results on Digit-Five. (b) Results on mini-DomainNet.
Digit-Five mini-DomainNet
Method mm mt up sV syn | Avg Method -
DAN [17] 63.78 9631 9424 6245 8543 |80.44 cp pmt  rel skt | Avg
CORAL [18] 62.53 97.21 93.45 64.40 82.77 | 80.07 MCD [13] 6291 4577 57.57 45.88|53.03
DANN [24] 71.30 97.60 92.33 63.48 85.34 | 82.01
JAN [23] 65.88 97.21 95.42 7527 86.55|84.07 DCTN [56] 6206 48.79 5885 48.2554.49
ADDA [25] 71.57 97.89 92.83 75.48 86.45|84.84 DANN [24] 65.55 46.27 58.68 47.88 | 54.60
DCTN [56] 70.53 96.23 92.81 77.61 86.77 | 84.79 M3SDA [15] 64.18 49.05 57.70 49.21 | 55.03
MEDA [57] 71.31 96.47 97.01 78.45 84.62 | 85.60
MCD [13] 7250 96.21 95.33 78.89 87.47|86.10 M3SDA-B [15] 65.58 50.85 58.40 49.33 | 56.04
M3SDA [15] 69.76 98.58 95.23 78.56 87.56 | 86.13 MME [45] 68.09 47.14 63.33 43.50 | 55.52
M3SDA-B [15] 72.82 98.43 96.14 81.32 89.58 | 87.65 Bascli M3SDA 418 4 770 4921
Baseline (M3SDA) [ 69.76 98.58 9523 78.56 87.56 | 86.13 aseline (M3SDA) | 64.18 49.05 57.70 49.21 | 55.03
SNR-M3SDA 83.40 99.47 98.82 91.10 97.81|94.12 SNR-M3SDA 66.81 51.25 60.24 53.98 | 58.07

TABLE III: Performance (%) comparisons with the SOTA approaches for UDA on the full DomainNet dataset.

DomainNet

Method clp inf pnt qdr rel skt Avg
MCD [13] - - - - - - 38.51
DCTN [56] - - - - - - 38.27
DANN [24] 45.5+0.59 13.1+0.72 37.0+0.69 13.2+0.77 48.9+0.65 31.8+0.62 32.65
DCTN [56] 48.6+0.73 23.5+0.59 48.8+0.63 7.2+0.46 53.5+0.56 47.3+0.47 38.27
MCD [13] 54.3+0.64 22.1+0.70 45.7+0.63 7.6+0.49 58.4+0.65 43.5+0.57 38.51
Baseline (M3SDA) 58.6+0.53 26.0+0.89 52.3+0.55 6.3+0.58 62.7+0.51 49.5+0.76 42.67
SNR-M3SDA 63.8+0.22 27.6+0.27 54.5+0.14 15.8+0.29 63.8+0.37 54.5+0.21 46.67

TABLE IV: Effectiveness of our SNR, compared to other normalization-based methods for domain generalizable classification.
Note that the italics denotes the left-out target domain. We use ResNet18 as our backbone.

PACS Office-Home
Method At Car  Pho  Ski | Avg || At Clp Prd _ Rel | Avg
AGG 770 759 960 692 | 795 || 589 494 743 762 | 647
AGG-AILIN | 788 749 958 702 | 79.9 || 595 493 751 768 | 652
AGG-IN 789 753 954 708 | 80.1 || 599 499 741 767 | 652
AGGIBN-a | 79.0 743 948 729 | 803 || 597 482 756 775 | 653
AGG-IBN-b | 79.1 747 949 729 | 804 || 59.5 485 757 718 | 654
AGG-AII-BIN | 79.1 742 952 725 | 803 || 589 487 762 776 | 654
AGG-AI-BIN* | 79.8 745 954 726 | 80.6 || 59.8 489 758 777 | 65.6
SNR 803 782 945 741 | 818 || 612 537 742 751 | 66.1

after each block (of the first four convolutional blocks/stages)
of backbone, respectively (see Fig. 2). We also refer to it as
SNR for simplicity. Table IV shows the results. We have the
following observations/conclusions:

1) Such normalization based methods, including AGG-AII-IN,
AGG-IN, AGG-IBN-a, AGG-IBN-b, AGG-BIN and AGG-BIN*
improve the performance of the baseline scheme AGG by
04%, 0.6%, 0.8%, 0.9%, 0.8%, and 1.1% in average on
PACS, respectively, which demonstrates the effectiveness of
IN for improving the model generalization capability.

2) AGG-AIl-BIN* outperforms AGG-All-IN by 0.9%/0.4% on
PACS/Office-Home. This because that IN introduces some
loss of discriminative information and the selective use of
BN and IN can preserve some discriminative information.
AGG-All-BIN* slightly outperforms the original AGG-AIIl-BIN,

demonstrating that the instance-adaptive determination of IN
or BN is better than dataset-level determination (i.e., same
selection results of the use of IN and BN for all instances).

3) Thanks to the our compensation of the task-relevant in-
formation in the proposed restitution step, our final scheme
SNR achieves superior performance, which significantly out-
performs all the baseline schemes. In particular, SNR out-
performs AGG by 2.3% and 1.4% on PACS and Office-
Home, respectively. SNR outperforms AGG-IN by 1.7% and
0.9% on PACS and Office-Home, respectively. Such large
improvements also demonstrate that style normalization is not
enough, and the proposed restitution is critical. Thanks to our
restitution design, SNR outperforms AGG-BIN* by 1.2% and
0.5% on PACS and Office-Home, respectively.

Effectiveness of Dual Restitution Loss. Here, we perform
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TABLE V: Ablation study on the dual restitution loss Lgyg for domain generalizable classification. Backbone is ResNet18.

PACS Office-Home
Method Art Cat  Pho Avg Art Clp Prd Rel Avg
Baseline (AGG) 770 759 96.0 692 | 79.5 589 494 743 762 | 64.7
SNR w/o LsnNR 79.0 772 938 73.1 | 80.8 612 513 739 749 | 653
SNR w/o L;NR 792 775 936 744 | 812 61.0 514 737 746 | 652
SNR w/o Lgp g 789 771 937 741 | 81.0 614 519 740 750 | 65.6
SNR w/o Comparing | 78.7 77.7 939 743 | 81.2 61.1 519 741 746 | 654
SNR 80.3 782 945 741 | 81.8 61.2 537 742 75.1 | 66.1

TABLE VI: Influence of SNR modules for DG and UDA
respectively on top of a simple ResNet-50 baseline without in-
corporating other UDA methods. DG schemes Baseline(AGG)
and SNR do not use target domain data for training. SNR-UDA
uses target domain unlabeled data for training.

Method Digit-Five
mm mt up sV syn  Avg
Baseline(AGG) | 63.37 90.50 88.71 63.54 82.44 77.71
SNR 65.46 93.14 88.32 63.43 84.08 78.89
SNR-UDA | 65.86 93.24 89.79 65.21 85.04 79.83

ablation study on the proposed dual restitution loss constraint.
Table V shows the results.

1) We observe that our final scheme SNR outperforms the
scheme without the dual restitution loss (i.e., scheme SNR
w/o Lsngr) by 1.0% and 0.8% on PACS and Office-Home,
respectively. The dual restitution loss effectively promotes
the disentanglement of task-relevant information and task-
irrelevant information. Besides, both the constraint on the
enhanced feature L7, . and that on the contaminated feature

SNR
L g contribute to the good feature disentanglement.

2) In Lsyr, we compare the entropy of the predicted class
likelihood of features before and after the feature restitution
process to encourage the distillation of discriminative features.
To verify the effectiveness of this strategy, we compare it with
the scheme without comparing SNR w/o Comparing, which
minimizes the entropy loss of the predicted class likelihood
of the enhanced feature f* and maximizes the entropy loss of
the predicted class likelihood of the contaminated feature f~,
i.e., without comparison with the normalized feature. Table V
reveals that SNR with the comparison outperforms SNR w/o
Comparing by 0.6% on PACS, and 0.7% on Office-Home.

SNR for DG and UDA. One may wonder how about the
performance when exploiting UDA directly, where other UDA-
based methods (e.g., M3SDA) are not used together. We
perform this experiment by training the scheme SNR (the base-
line (VGG) powered by SNR modules) using source domain
labeled data and target domain unlabeled data. We refer to
this scheme as SNR-UDA. Table VI shows the comparisons
on Digital-Five. The difference between SNR and SNR-UDA is
that SNR-UDA uses target domain unlabeled data for training
while SNR only uses source domain data. We can see that
SNR-UDA outperforms SNR by 0.94% in average accuracy.
Moreover, as shown in Table VI(a), introducing SNR modules
to the baseline UDA scheme M3SDA brings 7.99% gain for
UDA. These demonstrate SNR is helpful for UDA, especially
when it is jointly used with existing UDA method. SNR
modules reduce the style discrepancy between source and
target domains, which eases the alignment and adaptation.

Note that SNR modules reduce style discrepancy of instances
for the source domain and target domain. However, there is a
lack of explicit interaction between source and target domain
after the resitition of discriminative features. Thus, the explicit
alignment like in M3SDA is still very useful for UDA.

5) Design Choices of SNR: Which Stage to Add SNR?
We compare the cases of adding a single SNR module to a
different convolutional block/stage, and to all the four stages
(i.e., stage-1to 4) of the ResNet18 (see Fig. 2(a)), respectively.
The module is added after the last layer of a convolutional
block/stage. Table VII shows that on top of the baseline
scheme Baseline (AGG), SNR is not sensitive to the inserted
position and brings gain at each stage. Besides, when SNR is
added to all the four stages, we achieve the best performance.

TABLE VII: Ablation study on which stage to add SNR.

PACS
Method Art Car Pho Sk Avg
Baseline (AGG) 77.0 75.9 96.0 692 79.5
stage-1 77.5 76.2 96.2 69.9 80.0
stage-2 78.9 76.8 95.5 71.9 80.8
stage-3 80.1 76.5 953 72.4 81.1
stage-4 77.8 77.1 94.8 725 80.6
stage-all 80.3 78.2 94.5 74.1 81.8

Influence of Disentanglement Design. In our SNR module,
as described in Eq. (3)(4) of Section III-A2, we use the
learned channel attention vector a(-), and its complementary
one 1 — a(-) as masks to obtain task-relevant feature R* and
task-irrelevant feature R~, respectively. Here, we study the
influence of different disentanglement designs within SNR.
SNR_,,,: we disentangle the residual feature R through 1x1
convolutional layer followed by non-liner ReLU activation,
ie., R* = ReLUW*R), R~ = ReLU(W™R). SNR,(>: we
use two unshared channel attention gates g(-)*, g(-)~ to obtain
R* and R~ respectively. SNR-S: different from the original
SNR design that leverages channel attention to achieve feature
separation, here we disentangle the residual feature R using
only a spatial attention, and its complementary. SNR-SC: we
disentangle the residual feature R through the paralleled spatial
and channel attention. Table VIII shows the results. We have
the following observations:

1) Our SNR outperforms SNR.,,, by 1.3% on average
on PACS, demonstrating the benefit of explicit design of
decomposition using attention masks.

2) Ours SNR outperforms SNR, (> by 0.9% on average on
PACS, demonstrating the benefit of the design that encourages
interaction between R* and R~ where their sum is equal to R.
3) SNR-S is inferior to SNR that is based on channel attention.
Those task-irrelevant style factors (e.g., illumination, contrast,
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Contrast changed Illumination changed

Fig. 4: (a) Activation maps of different features within an SNR module (SNR 3). They show that SNR can disentangle out
the task-relevant (classification-relevant) object features well (i.e., R*). (b) Activation maps of ours (bottom) and the baseline
Baseline (AGG) (top) w.r.t images of varied styles. The maps of SNR are more consistent for images of different styles.

TABLE VIII: Study on the disentanglement designs in SNR

PACS
Method Art Cat Pho Skt Avg
Baseline (AGG) 77.0 75.9 96.0 69.2 79.5
SNRconv 77.9 76.4 95.7 71.8 80.5
SNR,, )2 78.7 76.9 95.2 72.8 80.9
SNR 80.3 78.2 94.5 74.1 81.8
SNR-S 80.1 719 94.0 73.6 81.4
SNR-SC 80.7 77.8 94.9 74.8 82.1
w M it wmy ¢ @
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(b) Features of our SNR
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Fig. 5: Visualization of t-SNE distributions on the Digit-Five
dataset for UDA classification task. We compare our SNR-
M3SDA with the baseline scheme Baseline (M3SDA).

saturation) are in general spatial consistent, which are charac-
terized by the statistics of each channel. IN reduces style dis-
crepancy of input features by performing normalization across
spatial dimensions independently for each channel, where the
normalization parameters are the same across different spatial
positions. Consistent with IN, we disentangle the features
at channel level and add the task-relevant ones back to the
normalized features.

4) SNR-SC outperforms SNR which uses only channel atten-
tion by 0.3% on average on PACS. To be simple and align
with our main purpose of distilling the removed task-relevant
information, we use only channel attention by default.

6) Visualization: Feature Map Visualization. To better
understand how our SNR works, we visualize the intermediate
feature maps of the SNR module that is inserted in the third
residual block (i.e., SNR-3). Following [32], [64], we get
each activation map by summarizing the feature maps along
channels followed by a spatial ¢, normalization.

Fig. 4(a) shows the activation maps of normalized feature
F, enhanced feature F* = F + R*, and contaminated feature
F- =F+R" , respectively. We see that after adding the task-
irrelevant feature R, the contaminated feature F~ has high
response mainly on background. In contrast, the enhanced

feature F* (with the restitution of task-relevant feature R™) has
high responses on regions of the object (‘dog’ and ‘horse’),
better capturing discriminative feature regions.

Moreover, in Fig. 4(b), we further compare the activation
maps F* of our scheme and those of the strong baseline
scheme Baseline (AGG) by varying the styles of input images
(e.g., contrast, illumination). We can see that, for the images
with different styles, the activation maps of our scheme are
more consistent than those of the baseline scheme Baseline
(AGG). The activation maps of Baseline (AGG) are more
disorganized and are easily affected by style variants. These
indicate that our scheme is more robust to style variations.
Visualization of Feature Distributions. In Fig. 5, we visual-
ize the distribution of the features using t-SNE [65] for UDA
classification on Digit-Five (on the setting mm,mt,sv,syn—up).
We compare the feature distribution of (a) the baseline scheme
Baseline (M3SDA [15]), and (b) our SNR. We observe that the
features obtained by our SNR are better separated for different
classes than the baseline scheme.

B. Semantic Segmentation

1) Datasets and Implementation Details: For the semantic
segmentation task, we used three representative semantic seg-
mentation datasets: Cityscapes [66], Synthia [67], and GTAS
[68]. The detailed datasets introduction and experimental im-
plementation details can be found in Supplementary.

2) Results on Domain Generalization: Here, we evaluate
the effectiveness of SNR under DG setting (only training on
the source datasets, and directly testing on the target test set).
Since very few previous works investigate on this task, here
we define the comparison/validation settings. We compare the
proposed scheme SNR with 1) the Baseline (only use source
dataset for training) and 2) the baseline when adding IN after
each convolutional block Baseline-IN.

Table IX and Table X show that for DRN-D-105, our
scheme SNR outperforms Baseline by 6.32% and 2.74%
in mloU accuracy for GTAS5-to-Cityscapes and Synthia-to-
Cityscapes, respectively. For the stronger backbone network
DeeplabV2, our scheme SNR outperforms Baseline by 5.74%
and 3.24% in mloU for GTAS5-to-Cityscapes and Synthia-
to-Cityscapes, respectively. When compared with the scheme
Baseline-IN, our SNR also consistently outperforms it on two
backbones for both settings.
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TABLE IX: Domain generalization performance (%) for semantic segmentation when we train on GTAS and test on Cityscapes.

GTA5—Cityscape
g =2
= = = 3
s £ 2 = o -]
2 2 3 3 = 51 = 2 = 4 o] 9
2 2 [ = = 2 9 = = &% g - 2 5} - B} - k=l 1 >
Setting Backbone Method g 2 3 3 g & g 2 Z ] 2 = g = B g 3 g g 8
Baseline |29.84 45.82 20.80 58.86 5.14 16.74 31.74 33.70 19.34 83.25 15.11 66.99 52.99 9.20 53.59 12.99 14.24 3.46 17.54 5.50
DRN-D-105 | Baseline-IN | 32.64 59.27 16.25 71.58 12.66 16.04 23.61 24.72 14.01 84.43 31.96 62.76 52.33 11.34 61.00 15.27 21.98 7.43 20.48 13.07
SNR 36.16 83.34 17.32 78.74 16.85 10.71 29.17 30.46 13.76 83.42 34.43 73.30 53.95 8.95 78.84 13.86 15.18 3.96 21.48 19.39
Source_only Baseline [36.94 71.41 15.33 74.04 21.13 14.49 22.86 33.93 18.62 80.75 20.98 68.58 56.62 27.17 67.47 32.81 5.60 7.74 28.43 3382
- DeeplabV?2 Baseline-IN | 39.46 73.43 22.19 78.71 24.04 15.29 27.63 29.66 19.96 80.19 27.42 70.26 56.27 15.86 72.97 33.66 37.79 5.63 29.20 29.59
SNR 42.68 78.95 29.51 79.92 25.01 20.32 28.33 34.83 20.40 82.76 36.13 71.47 59.19 21.62 75.84 32.78 45.48 2.97 30.26 35.13

TABLE X: Domain generalization performance (%) of semantic segmentation when we train on Synthia and test on Cityscapes.

Synthia—Cityscape
x g 2

=) _§ %D @ ::§ 5 %‘ 2

° 3 5} = = 9 L = £ & > Z 8 . @2 'g &

Setting Backbone Method g 2 3 2 £ & g = 5 S i g B B 2 = 3
Baseline |23.56 14.63 1149 5896 3.21 0.10 2380 132 7.20 6849 76.12 5431 698 3421 1532 0.81 0.00
DRN-D-105 Baseline-IN | 24.71 15.89 13.85 63.22 298 0.00 2620 256 8.10 70.08 77.52 53.90 7.98 35.62 15.08 236 0.00
SNR 26.30 19.33 1521 62.54 3.07 0.00 29.15 6.32 10.20 73.22 79.62 53.67 892 41.08 15.16 3.23 0.00
Source_only Baseline [31.12 3579 17.12 7229 4.51 0.15 2652 576 823 7494 80.71 56.18 1636 39.31 21.57 10.52 27.95
- DeeplabV2 Baseline-IN | 32.93 45.55 23.63 71.68 4.51 0.42 29.36 12.52 14.34 7494 80.96 50.53 20.15 4241 11.20 10.30 34.45
SNR 34.36 50.43 23.64 7441 5.82 0.37 30.37 1224 13.52 78.35 83.05 5529 18.13 47.10 13.73 12.64 30.70

TABLE XI: Performance (%) comparisons with the state-of-the-art semantic segmentation approaches for unsupervised domain

adaptation for GTAS-to-Cityscape.

GTAS5—Cityscape

o 4 o0 5] - = ) — v ) —

CR:] S = 2 L = g = = 4] S S » £ B 2

Network method =) § é % g E’ g & 5 g % g2 B 5 5 2 B E 3
DANN [24] 32.8(64.3 23.2 73.4 11.3 18.6 29.0 31.8 149 82.0 16.8 73.2 53.9 124 53.3 204 11.0 5.0 18.7 9.8

DRN-105 MCD [13] 35.0(87.5 17.6 79.7 22.0 10.5 27.5 21.9 10.6 82.7 30.3 78.2 41.1 9.7 804 19.3 23.1 11.7 93 1.1
SNR-MCD (ours) |40.3|87.7 36.0 80.0 19.7 19.1 30.9 32.4 13.0 82.8 34.9 79.1 50.3 11.0 84.3 23.0 28.6 16.8 18.5 17.9

AdaptSegNet [09] [42.4(86.5 36.0 79.9 234 23.3 239 352 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 354 3.9 30.1 28.1

MinEnt [70] 42.3(86.2 18.6 80.3 27.2 24.0 23.4 33.5 247 83.3 31.0 75.6 54.6 25.6 85.2 30.0 10.9 0.1 219 37.1

DeeplabV2 | AdvEnt+MinEnt [70] |44.8[87.6 21.4 82.0 34.8 26.2 28.5 35.6 23.0 84.5 35.1 76.2 58.6 30.7 84.8 342 434 04 284 353
MaxSquare (MS) [71]]44.3|88.1 27.7 80.8 28.7 19.8 24.9 34.0 17.8 83.6 34.7 76.0 58.6 28.6 84.1 37.8 43.1 7.2 32.2 342

SNR-MS (ours) 46.5|90.8 409 81.6 29.8 23.5 244 34.1 21.6 84.0 39.6 77.0 59.3 30.9 84.4 37.8 44.6 85 332 379
3) Results on Unsupervised Domain Adaptation: Unsu- Input Baseline Ground Truth

pervised domain adaptive semantic segmentation has been
extensively studied [13], [71], where the unlabeled target
domain data is also used for training. We validate the ef-
fectiveness of UDA by adding the SNR modules into two
popular UDA approaches: MCD [13] and MaxSqure(MS) [71],
respectively. MCD [13] maximizes the discrepancy between
two task-classifiers while minimizing it with respect to the
feature extractor of domain adaptation. MS [71] extends the
entropy minimization idea to UDA for semantic segmentation
by using a proposed maximum squares loss. We refer to the
two schemes powered by our SNR modules as SNR-MCD and
SNR-MS. Table XI and Table XII show that based on the same
DRN-105 backbone, SNR-MCD significantly outperforms the
second-best method MCD [13] by 5.3%, and 3.0% in mloU
for GTA5S—Cityscape and Synthia—Cityscape, respectively.
In addition, based on the DeeplabV2 backbone, SNR-MS
consistently outperforms MaxSqure (MS) [71] by 2.2%, and
5.8% in mloU for GTA5—Cityscape and Synthia—Cityscape,
respectively.

4) Visualization of DG and UDA Results: We visualize the
qualitative results in Fig. 6 by comparing the baseline schemes

Cityscape

Adopt to Target  Directly Eval. on Target

Cityscape

Fig. 6: Qualitative results on domain generable segmentation
(first row) and domain adaptive segmentation (second row)
from GTAS to Cityscapes. For DG (first row), Baseline denotes
the baseline scheme trained with source domain dataset while
testing on the target domain directly. SNR denotes our scheme
which adds SNR modules to Baseline. For UDA (second row),
we compare the baseline scheme Baseline (MCD) [13] to the
scheme SNR+MCD which is powered by our SNR.

and the schemes powered by our SNR. For DG in the first row,
we can see that the introduction of SNR to Baseline brings
obvious improvement on the segmentation results. For UDA
in the second row, 1) the introduction of SNR to Baseline
(MCD) brings clear improvement on the segmentation results;
2) the segmentation results with adapation (UDA) to the
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TABLE XII: Performance (%) comparisons with the state-of-the-art semantic segmentation approaches for unsupervised domain

adaptation for Synthia-to-Cityscape.

Synthia—Cityscape
Bl ¥ £ = 8 2 2 g E = é w2 B ES
Network method E § é % g E’ g 2 F B E % & S 2 g 2
DANN [24] 325(67.0 29.1 715 143 0.1 28.1 12.6 10.3 72.7 76.7 483 127 625 11.3 27 0.0
DRN-105 MCD [13] 36.6(84.5 432 77.6 6.0 0.1 29.1 7.2 5.6 838 835 51.5 11.8 765 199 47 0.0
SNR-MCD (ours) |39.6|88.1 554 71.7 163 0.2 27.6 13.0 11.3 824 82.0 550 13.7 83.3 278 6.7 0.0
AdaptSegNet [69] - | 843 427 775 - - - 47 7.0 779 825 543 21.0 723 322 189 323
MinEnt [70] 38.1(73.5 292 77.1 7.7 02 270 7.1 114 76.7 82.1 572 21.3 694 29.2 129 279
DeeplabV2 | AdvEnt+MinEnt [70] |41.2[85.6 422 79.7 87 04 259 54 8.1 804 84.1 579 23.8 733 364 14.2 33.0
MaxSquare (MS) [71]]39.3|77.4 34.0 787 5.6 02 2777 58 9.8 80.7 83.2 585 20.5 74.1 32.1 11.0 29.9
SNR-MS (ours) 45.1/90.0 37.1 82.0 10.3 09 274 15.1 263 829 76.6 60.5 26.6 86.0 41.3 31.6 27.6

target domain data is much better than that obtained from
domain generalization model, indicating the exploration of
target domain data is helpful to have good performance.

C. Object Detection

1) Datasets and Implementation Details: Following [72],
[73], we evaluate performance on multi- and single-
label object detection tasks using three different datasets:
Cityscapes [06], Foggy Cityscapes [74], and KITTI [75]. The
detailed datasets introduction can be found in Supplementary.

DA Faster R-CNN

Our SNR

Fig. 7: Qualitative comparisons of the baseline approach DA
Faster R-CNN [72] and the baseline powered by our SNR
on “Cityscapes — KITTI”. Top and bottom rows denote the
detected cars by the baseline scheme DA Faster R-CNN and
our scheme SNR-DA Faster R-CNN respectively.

For the domain generalization (DG) experiments, we em-
ploy the original Faster RCNN [52] as our baseline, which is
trained using the source domain training data. We follow [52]
to set the hyper-parameters. For our scheme SNR, we add SNR
modules into the backbone (by adding a SNR module after
each convolutional block for the first four blocks of ResNet-
50) of the Faster RCNN, which are initialized using weights
pre-trained on ImageNet. We train the network with a learning
rate of 0.001 for 50k iterations and then reduce the learning
rate to 0.0001 for another 20k iterations.

For the unsupervised domain adaptation (UDA) experi-
ments, we use the Domain Adaptive Faster R-CNN (Da
Faster R-CNN) [72] model as our baseline, which tackles the
domain shift on two levels, the image level and the instance

level. A domain classifier is added on each level, trained in
an adversarial training manner. A consistency regularizer is
incorporated within these two classifiers to learn a domain-
invariant RPN for the Faster R-CNN model. Each batch is
composed of two images, one from the source domain and
the other from the target domain. A momentum of 0.9 and a
weight decay of 0.0005 is used in our experiments.

For all experiments ', we report mean average precisions
(mAP) with a threshold of 0.5 for evaluation.

2) Results on DG and UDA: Results for Normal to Foggy
Weather. Differences in weather conditions can significantly
affect visual data. In many applications (i.e., autonomous
driving), the object detector needs to perform well in all
conditions [74]. Here we evaluate the effectiveness of our SNR
and demonstrate its generalization superiority over the current
state-of-the-art for this task. We use Cityscapes dataset as the
source domain and Foggy Cityscapes as the target domain
(denoted by “Cityscapes — Foggy Cityscapes”).

Table XIII compares our schemes using SNR to two

baselines (Faster R-CNN [52], and Domain Adaptive (DA)
Faster R-CNN [72]) on domain generalization, and domain
adaptation settings. We report the average precision for each
category, and the mean average precision (mAP) of all the
objects. We can see that our SNR improves Faster R-CNN
by 3.5% in mAP for domain generalization, and improves
DA Faster R-CNN by 3.0% in mAP for unsupervised domain
adaptation.
Results for Cross-Dataset DG and UDA. Many factors could
result in domain gaps. There is usually some data bias when
collecting the datasets [76]. For example, different datasets
are usually captured by different cameras or collected by
different organizations with different preference, with different
image quality/resolution/characteristics. In this subsection, we
conduct experiments on two datasets: Cityscapes and KITTI.
We only train the detector on annotated cars because cars is
the only object common to both Cityscapes and KITTI.

Table XIV compares our methods to two baselines: Faster
R-CNN [52], and Domain Adaptive (DA) Faster R-CNN [72]
for domain generalization and domain adaptation setting,
respectively. We denote KITTI (source dataset) to Cityscapes
(target dataset) as K — C and vice versa. We can see

"'We use the repository https://github.com/yuhuayc/da-faster-rcnn-domain-
adaptive-faster-r-cnn-for-object-detection-in-the-wild as our code base.
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TABLE XIII: Performance (in mAP accuracy %) of object detection on the Foggy Cityscapes validation set, models are trained

on the Cityscapes training set.

Cityscapes—Foggy Cityscapes
Setting Method person  rider car truck bus  train mcycle bicycle | mAP
Faster R-CNN [52] 17.8 236 27.1 119 238 9.1 14.4 22.8 18.8
DG SNR-Faster R-CNN 20.3 246 336 159 263 144 16.8 26.8 22.3
DA Faster R-CNN [72] 25.0 31.0 405 221 353 202 20.0 27.1 27.6
UDA | SNR-DA Faster R-CNN | 27.3 346 44.6 239 381 254 213 297 | 30.6

TABLE XIV: Performance (in AP accuracy %) for the class
of Car for object detection on KITTI (K) and Cityscapes (C).

Setting Method K—C C—K
Faster R-CNN [57] 30.24 5352

DG SNR 35.92 57.94
DA Faster R-CNN [72] 3852 64.15

UDA SNR 43.51 69.17

TABLE XV: Comparisons of complexity and model sizes.
FLOPs: the number of FLoating-point OPerations; Params:
the number of parameter.

| FLOPs Params
ResNet-18 1.83G 11.74M
ResNet-18-SNR 2.03G 12.30M
A +9.80% +4.50%
ResNet-50 3.87G 24.56M
ResNet-50-SNR 4.08G 25.12M
A +5.10% +2.20%

that the introduction of SNR brings significant performance
improvement for both DG and UDA settings.

3) Qualitative Results: For UDA, we visualize the qualita-
tive detection results in Fig. 7. We see that our SNR corrects
several false positives in the first column, and has detected
cars that DA Faster R-CNN missed in the second column.

D. Complexity Analysis

In Table XV, we analyze the increase of complexity of
our SNR modules in terms of FLOPs and model size with
respect to different backbone networks. Here, we use our
default setting where we insert a SNR module after each
convolutional block (for the first four blocks) for the backbone
networks of ResNet-18, ResNet-50. We observe that our SNR
modules bring a small increase in complexity. For ResNet-
50 [49] backbone, our SNR only brings an increase of 2.2%
in model size (24.56M vs. 25.12M) and an increase of 5.1%
in computational complexity (3.87G vs. 4.08G FLOPs).

V. CONCLUSION

In this paper, we present a Style Normalization and Resti-
tution (SNR) module, which aims to learn generalizable and
discriminative feature representations for effective domain
generalization and adaptation. SNR is generic. As a plug-
and-play module, it can be inserted into existing backbone
networks for many computer vision tasks. SNR reduces the
style variations by using Instance Normalization (IN). To
prevent the loss of task-relevant discriminative information
cased by IN, we propose to distill task-relevant discriminative

features from the discarded residual features and add them
back to the network, through a well-designed restitution step.
Moreover, to promote a better feature disentanglement of
task-relevant and task-irrelevant information, we introduce a
dual restitution loss constraint. Extensive experimental results
demonstrate the effectiveness of our SNR module for both
domain generalization and domain adaptation. The schemes
powered by SNR achieves the state-of-the-art performance on
various tasks, including classification, semantic segmentation,
and object detection.
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Appendix

VI. DATASETS AND IMPLEMENTATION DETAILS
A. Object Classification

Fig. 8 shows some samples of these datasets. PACS [5] and
Office-Home [77] are two widely used DG datasets where
each dataset includes four domains. PACS has seven ob-
ject categories and office-Home has 65 categories. Digit-Five
consists of five different digit recognition datasets: MNIST
[59], MNIST-M [60], USPS [61], SVHN [62] and SYN [60].
We follow the same split setting as [15] to use the dataset.
DomainNet is a recently introduced benchmark for large-
scale multi-source domain adaptation [ 5], which includes six
domains (i.e., Clipart, Infograph, Painting, Quickdraw, Real,
and Sketch) of 600k images (345 classes). Considering the
high demand on computational resources, following [31], we
use a subset of DomainNet, i.e., mini-DomainNet, for ablation
experiments. The full DomainNet dataset is also used for
performance comparison with the state-of-the-art methods.

PACS and Office-Home are usually used for DG. We
validate the effectiveness of DG on PACS and Office-Home.
Following [15], we use the leave-one-domain-out protocol. For
PACS and Office-Home?, similar to [9], [78], we use ResNet18
as the backbone to build our baseline network. We train the
model for 40 epochs with an initial learning rate of 0.002.
Each mini-batch contains 30 images (10 per source domain).
We insert a SNR module after each convolutional block of the
ResNet18 baseline as our SNR scheme.

Digit-5 and DomainNet are usually used for DA. We val-
idate the effectiveness of our DA on them. We follow prior
works [5], [9], [78] to use the leave-one-domain-out protocol.
For Digit-5, following [15], we build the backbone with three
convolution layers and two fully connected layers®. We insert
a SNR module after each convolutional layer of the baseline as
our SNR scheme. For each mini-batch, we sample 64 images
from each domain. The model is trained with an initial learning
rate of 0.05 for 30 epochs. For mini-DomainNet, we use
ResNet18 [49] as the backbone. For full DomainNet, we use
ResNet152 [49] as the backbone. We insert a SNR module
after each convolutional block of the ResNet baseline as our
SNR scheme. We sample 32 images from each domain to form
a mini-batch (of size 32x4=128) and train the model for 60
epochs with an initial learning rate of 0.005. In all experiments,
SGD with momentum is used as the optimizer and a cosine
annealing rule [79] is adopted for learning rate decay.

B. Semantic Segmentation

Cityscapes contains 5,000 annotated images with
2048x%1024 resolution captured from real urban street scenes.
GTAS contains 24,966 annotated images with 1914x1052
resolution obtained from the GTAS game. For SYNTHIA,

2We use the baseline code from Epi-FCR [9] https:/github.com/HAHA-
DL/Episodic-DG as our code framework to validate the effectiveness of our
PACS and Office-Home.

3We use the baseline code from DEAL [321]
https://github.com/KaiyangZhou/Dassl.pytorch as our code framework
to validate the effectiveness of Digit-5 and mini-DomainNet datasets.

we use the subset SYNTHIA-RAND-CITYSCAPES which
consists of 9,400 synthetic images of resolution 1280x760.

Following the prior works [13], [80], [81], we use the
labeled training set of GTAS or SYNTHIA as the source
domain and the Cityscapes validation set as our test set. We
adopt the Intersection-over-Union (IoU) of each class and the
mean-Intersection-over-Union (mloU) as evaluation metrics.
We consider the IoU and mloU of all the 19 classes in the
GTAS5-to-Cityscapes case. Since SYNTHIA has only 16 shared
classes with Cityscapes, we consider the IoU and mloU of the
16 classes in the SYNTHIA-to-Cityscapes setting.

As discussed in [69], [71], it is also important to adopt a
stronger baseline model to understand the effect of different
generalization/adaption approaches and to enhance the perfor-
mance for the practical applications. Therefore, similar to [13],
in all experiments, we employ two kinds of backbones for
evaluation.

1) We use DRN-D-105 [13], [82] as our baseline network
and apply our SNR to the network. For DRN-D-105, we
follow the implementation of MCD?. Similiar to ResNet [49],
DRN still uses the block-based architecture. We insert our
SNR module after each convolutional block of DRN-D-105.
We use momentum SGD to optimize our models. We set the
momentum rate to 0.9 and the learning rate to 10e-3 in all
experiments. The image size is resized to 1024x512. Here,
we report the output results obtained after 50,000 iterations.
2) We also use Deeplabv?2 [83] with ResNet-101 [84] backbone
that is pre-trained on ImageNet [85] as our baseline network,
which is the same as other works [86], [87]. We insert our
SNR module after each convolutional block of ResNet-101.
Following the implementation of MSL [71]°, we train the
model with SGD optimizer with the learning rate 2.5 x 1074,
momentum 0.9, and weight decay 5 x 10™*. We schedule the
learning rate using “poly" policy: the learning rate is multiplied
by (1 — —er—)09 [33]. Similar to [33], we employ the
random flipping and Gaussian blur for data augmentation.

C. Object Detection

Cityscapes [66] is a dataset® of real urban scenes containing
3,475 images captured by a dash-cam. 2,975 images are used
for training and the remaining 500 for validation (such split
information is different from the above-mentioned statistics for
the semantic segmentation). Following [72], we report results
on the validation set because we do not have annotations of the
test set. There are 8 different object categories in this dataset
including person, rider, car, truck, bus, train, motorcycle and
bicycle.

Foggy Cityscapes [74] is the foggy version of Cityscapes.
The depth maps provided in Cityscapes are used to simulate
three intensity levels of fog in [74]. In our experiments we
used the fog level with highest intensity (least visibility) to
imitate large domain gap. The same dataset split as used for
Cityscapes is used for Foggy Cityscapes.

“https://github.com/mil-tokyo/MCD_DA /tree/master/segmentation

Shttps://github.com/ZJULearning/MaxSquareLoss

OThis dataset is usually used for semantic segmentation as we described
before.
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Fig. 8: Four classification datasets (first two for DG and last two for UDA). (a) PACS, which includes Sketch, Photo, Cartoon,
and Art. (b) Office-Home, which includes Real-world (Real), Product, Clipart, and Art. (c) Digit-Five, which includes MNIST
[59] (mt), MNIST-M [60] (mm), USPS [61] (up), SVHN [62] (sv), and Synthetic [60] (syn). (d) DomainNet, which includes
Clipart (clp), Infograph (inf), Painting (pnt), Quickdraw (gdr), Real (rel), and Sktech (sk¢). Considering the required huge
computation resources, we use a subset of DomainNet (i.e., mini-DomainNet) following [31] for ablation experiments. The
full DomainNet dataset is also used for performance comparison with the state-of-the-art methods.

KITTI [75] is another real-world dataset consisting of 7,481
images of real-world traffic situations, including freeways,
urban and rural areas. Following [72], we use the entire dataset
for training, when it is used as source. We use the entire dataset
for testing when it is used as target test set for DG.
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