arXiv:2210.00223v1 [cs.CV] 1 Oct 2022

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, 2022

Contour-Aware Equipotential Learning for Semantic
Segmentation
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Abstract—With increasing demands for high-quality seman-
tic segmentation in the industry, hard-distinguishing semantic
boundaries have posed a significant threat to existing solutions.
Inspired by real-life experience, i.e., combining varied obser-
vations contributes to higher visual recognition confidence, we
present the equipotential learning (EPL) method. This novel
module transfers the predicted/ground-truth semantic labels to
a self-defined potential domain to learn and infer decision
boundaries along customized directions. The conversion to the
potential domain is implemented via a lightweight differentiable
anisotropic convolution without incurring any parameter over-
head. Besides, the designed two loss functions, the point loss and
the equipotential line loss implement anisotropic field regression
and category-level contour learning, respectively, enhancing pre-
diction consistencies in the inter/intra-class boundary areas. More
importantly, EPL is agnostic to network architectures, and thus
it can be plugged into most existing segmentation models. This
paper is the first attempt to address the boundary segmentation
problem with field regression and contour learning. Meaningful
performance improvements on Pascal Voc 2012 and Cityscapes
demonstrate that the proposed EPL module can benefit the off-
the-shelf fully convolutional network models when recognizing
semantic boundary areas. Besides, intensive comparisons and
analysis show the favorable merits of EPL for distinguishing
semantically-similar and irregular-shaped categories.

Index Terms—Supervised Semantic Segmentation, Category-
level contour learning, Semantic boundary refinement.

I. INTRODUCTION

XISTING deep semantic segmentation approaches [3]],

[22]], [28]], [29], [43]] are usually trained with the cross-
entropy (CE) loss for multi-class classification. In the training
phase, this loss measures the mismatch between the areas
determined by the probability estimation from the neural
network and areas defined by the ground-truth semantic label.
However, the existing benchmarks’ inherent drawbacks may
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Fig. 1: Demonstration of the semantic boundary problem. (c)
shows the prediction from DeepLabv3+ [7], and (d) shows
the output when combined with EPL module. Both rows
respectively demonstrate the segmentation difficulties in inter-
class and intra-class boundary areas.

prevent CE from achieving better performance, especially in
semantic boundary areas.

The first disadvantage relates to the label noise. It is studied
[1]], [35]] that the misaligned ground-truth annotations with
the real object edges [1], [35], [38] would mislead CE and
results in low segmentation accuracy on the boundary regions.
At the same time, the inherent inductive bias [10], [26] of
convolutional neural networks (CNNs) is also a big barrier for
CE to learn a clear semantic boundary.

In this work, we propose a novel method to help CE handle
the boundary segmentation problem. We mainly identify the
“semantic boundary area” into two types (shown in Fig. [I):
the inter-class and intra-class. The inter-class case refers to
transition areas between different categories; these categories
(on the first row) either have similar visual characteristics
(patterns/textures) or have strong semantic relationships. The
intra-class case (on the second row) areas are often seen when
segmenting multiple instances of the same category in a small
area, particularly on objects with complicated contours.

To this end, we present a novel framework to address the
semantic boundary segmentation problem. Our central idea
comes from two aspects:

e People get a good visual understanding of objects in
real life by changing the relative observation distance
or varying the direction/perspectives (in Fig. [2] (a)). We
conclude that better visual expression combines observa-
tions from various positions and perspectives. To this end,
we propose a novel operator (anisotropic convolution) to
expand the semantic labels and a loss function to refine
the segmentation estimation in different directions.

e Objects (e.g., animals in Fig. |I)) with similar geometric
appearances are usually classified as the same categories.
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Fig. 2: (a) This work takes inspiration from the daily visual
observation, i.e., changing the relative distance D and the
perspective S contributes the better object-contour recognition.
(b) The category-level contour information is an important cue
for image classification. For example, people would categorize
tigers and leopards into cat species by external contours, even
though they have different textures.

In real life, people keep those characteristics in mind and
use them as empirical evidence to recognize new species
(in Fig.[2] (b)). In this work, we suggest learning category-
level contours to achieve this effect.

Specifically, we propose the equipotential learning (EPL)
module, which refines the segmentation predictions in a new
domain, termed the potential domain. Following the deep
segmentation tradition [3[], [22], [28]], we define the semantic
segmentation task as a pixel-wise classification problem in the
conventional probability domain and then propose to convert
the probability field into the potential field with anisotropic
convolution to obtain visual observation from multiple per-
spectives. We implement two loss functions for refining the
segmentation prediction in the potential field, the point loss
and equipotential line loss, respectively performing anisotropic
regression and category-level contour learning.

In summary, our contributions are as follow:

o We design an anisotropic convolution, a novel operator
that converts the deep semantic segmentation problem
to the self-defined potential domain, aiming to optimize
neural network predictions from different directions. To
the best of our knowledge, it is the first time to use this
idea to deal with the boundary segmentation problem.

o In the potential domain, we build a point loss, requiring
the segmentation predictions to fit the real image content
anisotropically, enforcing the consistency between pre-
dicted pixels and their nearby decision boundaries.

o We present an equipotential line loss to learn each cat-
egory’s contour. This loss specifically learns the edge
regions and optimizes the corresponding predictions for
better boundary segmentation performance.

o Experimental results on Pascal Voc 2012 and Cityscapes
demonstrate that our method can help current segmenta-
tion solutions [16], [31]], [41]], [42] refine their predictions
on the semantic boundary areas.

II. RELATED WORK

FCN methods for semantic segmentation. FCN refers [22]
to networks adopting the convolutional layer throughout the

architecture. With more similar methods [3], 6], [28]] pro-
posed, FCN has become the standard practice in the image
segmentation community. Also, methods like conditional ran-
dom field (CRF) [[6] and point-based sampling [13]], [18],
[23] are put to enforce FCN models’ segmentation ability
on decision boundaries. However, building specified operators
brings extra computational costs. Also, these studies have
relatively weak performance in learning category-level char-
acteristics. In this work, EPL. module maps each category to
an independent channel, learning category-level characteristics
without increasing the parameter size.

Distance field regression. The distance field (DF) is well-
known in the computer vision and graphics community. The
value of a point in the field is defined as the distance to the
nearest boundary, enabling high-quality feature representation.
Audebert ef al. [2] design a multi-task model for FCN, which
requires feature maps to fit a DF, apart from estimating
probabilities. Recently, Xue et al. [34] suggested networks
to fit the signed distance field (SDF) directly and then use
a smoothed Heaviside function to turn the distance prediction
into probabilistic predictions. With incorporated information
from DF, one could effectively regulate the layout of seg-
mentation results. However, the primary issue of field-based
studies [24], [32]-[34] is that DF itself does not carry any
category identity information, which may mislead the neural
network when learning multiple categories jointly. We borrow
the concept of “distance field” but map category-level image
contents to independent spaces and then learn the contour
information in the potential domain to address this issue.
Boundary supervision: Many loss functions are specifically
designed for calculating boundary loss. For instance, Discrimi-
native Feature Network (DFN) [36] employs an edge detection
step for feature maps and tries to match the edge map [20] by a
sigmoid loss. In the medical image segmentation community,
Dice loss [30] is widely used to solve the class-imbalance
problem in the boundary region. Another loss proposed in
[17] re-calculates the distance field’s metric in an integral
regional way and achieves great success over the binary organ
segmentation task. Our work uses the equipotential lines in
the potential domain as the boundary supervision and learns
all categories’ contours with the proposed line loss.

III. METHODOLOGY

This section first introduces the anisotropic convolution, an
operator that convolves the semantic segmentation problem
from the probability domain to the potential domain (Probabil-
ity — Potential). Secondly, we elaborate on fitting anisotropic
observation and performing the category-level contour learning
in the potential domain. Finally, we plug EPL into FCN models
to improve their boundary segmentation performance.

A. Preliminaries

Before going deep into the anisotropic convolution, we
clarify two important concepts used throughout the paper.

o Field. We use “field” to represent the basic unit for
domain conversion. The predicted probability fields refer
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to probability estimations from FCN, and the ground-
truth probability fields are the one-hot encoding result
of label annotations. Similarly, we name the conversion
results in the potential domain, the predicted/ground-truth
potential fields.

« Potential energy. We define the potential energy as the
pixels’ numerical value in potential fields. The anisotropic
convolution converts the pixel-level probability estima-
tions to potential energies in different directions by per-
forming domain conversion in the training phase.

B. Anisotropic Convolution for Domain Conversion

To implement the domain conversion, we introduce the
anisotropic convolution (AC), a differentiable convolutional
operator that proceeds in specific directions. Using probability
fields as the input, AC extends the image content to get its
anisotropic semantic extensions.

A general AC operator consists of a filtering kernel W
and anisotropic splitter .S, corresponding to the variables of
“relative distance” and “perspective” in the visual observation
process. We let X and Y (Y € [0, 1]) stand for input images
and their ground-truth probability fields. In the supervised K-
class semantic segmentation task, we train network f with the
parameter 0. Y = {41, 9, ...y} denotes the category-level
probability estimation, where:

Y = fo(X), (1)

For any point g? € Y (p € P is the spatial coordinate set of
Y and Y), we get its energy E(jj*) in the potential domain by
performing the conversion on its w X w neighborhood space
VP Formally, we express this process as:

E(j") =VP % (WoS), )

where V? has the same kernel size as W, and * and o denote
the convolution and Hadamard product, respectively. Also, we
apply the same conversion on all possible y? € Y to get the
ground-truth E(y?).

In real life, we usually adjust the perspective to get different
views of an object since anisotropic observations help us better
understand the object. In our case, the changeable perspective
is realized by letting the splitter contain different direction
vectors. For instance, the splitter S in Fig. |§| consists of four
elements (S = {s1, $2, $3, S4}), denoting the directions of up,
down, left, and right, respectively. In the experiment section,
we test three splitters A, B and C' (shown in the bottom of
Fig. 3) to explore the effect of S in semantic segmentation,
containing 4, 4, and 8 directions, respectively. To mitigate the
training difficulty and reduce the computational overhead, we
set the filtering kernel W with a box pattern [27] and maintain
both weights of W and S unchanged in the training phase.
AC does not increase the parameter budget of 6 in the full
conversion process.

Fig. 3] presents a domain conversion example, where a 7x 7
probability field E(f’) is converted to four potential fields in
different directions using 5 x 5 AC operator. We think of each
potential field as an observation for the input semantic part
(shown in orange) in a direction.
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Fig. 3: Example of the domain conversion with 5 X 5
anisotropic convolution (AC). Here, AC includes four direc-
tions (referring to splitter A), which expands the content
contained in the probability field (Prob. Field) in specified
directions. The potential energy of the resulting potential fields
(Pot. Fields) ranges from O to 3, and we label their distribution
with different colors. In experiments, we test all three splitters
(A, B, and C) in ablation studies to see their effectiveness.

Generally, domain conversion has two benefits:

o Visual: In Fig. 3] we observe that the category-level
semantic is extended in preset directions. We think of
each potential field as a view in a specific direction.
In the training phase, after converting the ground-truth
probability fields to potential fields, one can get the
anisotropic observations of the real image content after
integrating the context information in all potential fields.

o Physical: In standard deep segmentation practices, the
neural network can only get the supervision information
from the semantic labels. AC spreads the image context
anisotropically and maps the sparse contour label to a
dense annotation in the potential fields. E(Y') provides
more comprehensive and stronger supervision for input X
than Y, especially in the boundary areas. Besides, domain
conversion enables the network f to explore a broader
solution space since we can simultaneously optimize f
in the probability and potential domains.

Besides, AC operator enables users flexibly to change the
“observation distance” and “perspective” variables by adjust-
ing W and S, based on the property of object instances (refer
to Sec. [[V] for details).

C. Loss functions

This section presents the point loss and the equipotential
line loss that enforce the optimization in the potential domain.
The first term implements the anisotropic field regression
throughout the potential domain, while the second loss aims
to precisely learn each category’s contour.

Point Loss for anisotropic field regression: We propose
a point loss to fit the ground-truth potential fields E(Y) in all
directions to learn the contextual information in the potential
domain. This loss regresses the fields in the potential domain
globally; therefore, the information learned from the potential
domain would correct prediction errors in the probability
domain.
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Also, the potential energy integrates information from the
neighborhood space (of the same size as W) for better
optimization when the loss function regresses points in the
semantic boundary. In other words, the computed gradient in
the potential domain on y? will push the main segmentation
network to refine y?’s involved neighborhood predictions in
the probability domain through backpropagation, enhancing
the prediction consistency among pixels.

Formally, we compute the point 10ss Lpein: by averaging
the error in each direction s € S as:

IS

1
Lpoint = E Z Z ||E8(yp) - Es(?)p)Ha (3)

seS peP

In the experiment section, we set the point loss with the L1
and L2 norm and then test their effectiveness.

In conclusion, the potential fields denote the anisotropic
observations for the image content; when L, regresses
the prediction to fit the ground-truth potential fields, the
segmentation network will look for an anisotropically-stable
state and therefore achieve a globally-semantic balance.

Equipotential Line Loss for category-level contour learn-
ing: Although L., helps improve the prediction consis-
tency, it also brings a risk of blur boundaries because of the
predicted in-between values, i.e., close to 0.5, in the potential
fields (see the blur part in Fig. [6). It would result in an intra-
class indistinction problem in the category channels. Besides,
the point loss designed for global regression lacks the effects
of contour learning, thus failing to fully utilize the semantic
boundary information in the potential domain. To solve this
issue and enable contour learning, we specifically present an
equipotential line loss to strengthen the optimization in the
object boundary-related region.

In the ground-truth potential fields converted by the w x w
AC, we define the equipotential line as a set of points having
an equal energy value in the range of [1, |7 ]]. After domain
conversion, the yielding ground-truth E(Y) always follows
a discrete distribution in [0, %]. By contrast, the predicted
E(Y)’s distribution has a continuous shape since it takes
the probability estimation ¢ as input. Once matched with the
ground-truth equipotential lines, the network predicts con-
crete category-level contours. Therefore, we suggest E(f’)
to specifically learn the equipotential lines that carry affluent
contour information.

Similarly, we provide an example in Fig. ], showing how
to learn a single category’s contour with L;;y,.. With the 7 x 7
AC operating in direction s, we get three equipotential lines
(marked with different colors). As observed in Fig. [ all
equipotential lines are closely located around the dog’s real
edge and can be used to depict its contour. We generalize
this example to the general w x w AC, quantify the line loss
between the predicted and ground truth equipotential lines in
all directions, and learn the category-level contours.

Loss formulation: Before elaborating on Lg;,.’s formula-
tion, we need to instantiate the ground-truth/predicted equipo-
tential line regions (denoted with L and L) in E(Y) and E(Y').

Formally, we index E(Y") in the ascending order and com-
posite L by iteratively assigning E(Y")’s points to equipotential

Ground Truth Prediction

Fig. 4: Example of the equipotential line loss for category-level
contour learning with 7 x 7 AC. We take the “dog” category
as the example and visualize its ground-truth and predicted
equipotential lines (in the middle and right figure) in direction
s, termed [, and l;, and mark the energy distribution with the
colors in the bar. To learn the dog’s contour, L;;,. optimizes
the mismatch region between [; and l;, in any s € S, in the

range [1,|§]] (|5 ] = 3 in this example).

lines according to their energy values. When generalizing to
the category-level case, for each category ¢ € K, its specified
equipotential line region /; , in direction s € S is represented

as: [ s = {l} L)

isr b s }; the superscript denotes the energy.

In order to fit the continuous prediction with the discrete
ground truth, we assume that each line in /; 5 is composed of
the same number of points as its ground truth in /; ;. Therefore,
we reorder and index E(Y') to let ;s be an equal-count
counterpart of /; ;. It means that for any integer 1 € [1, | F ],
we have:

=it (4)

where | - | denotes the number of points in the individual line.

To formulate the loss, we get inspiration from dice loss [30]
and optimize the equipotential line loss Lj;,. in all directions

by enlarging the intersection between each (I, s, [; 5) pair.

Algorithm [1f presents the implementation details of L.
To compute the intersection part, we specifically apply an ex-
ponential activation with factor x to punish large mismatches
and then measure the overlapped area between [; ; and ZALS.
Additionally, we use a constant value C' to normalize the
equipotential dice coefficient (EDC) within [0, 1] as dice loss.
It is clear to see that L;;,. decreases when the corresponding
lines in [; s and l})s match with each other.

Intuitively, the equipotential line loss achieves the goal of
contour learning by enforcing a strong geometric constraint
on each category’s edge area. L;;,. punishes the predicted
in-between values in E(Y) and optimizes the predictions in
semantic boundary areas from the distribution perspective.
Compared with L,ine, Liine concentrates on optimizing the
edge part determined by W, making the segmentation network
better contour-representation ability. Also, Lj;,. integrates
the line-level misalignment information of (L, D in different
directions and, therefore, can more accurately localize the
mismatch boundary, even though it happens in a small region.
These two characteristics effectively help address the intra-
class problem. Besides, our L;;,. is more concise than other
semantic boundary refinement studies [|17]], [34]] and introduces
no additional parameters in the training or inference phase.
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Fig. 5: Assemble FCN model with EPL for K-class semantic segmentation. After proceeding with the anisotropic convolution,

along any direction in .S, the point 108S L.+ and the equipo
regression and the category-level contour learning.

Algorithm 1 Equipotential Line Loss

Input: the ground-truth/predicted line region L,i, and
the normalization factor p.
Output:L;,,.
1: Initialized L;;ne = 0;
2: for each category i in K do

3: for each direction s in S do
4: li s lAi,S «— L[i][s] , L[i][s]; > Category-level unit
5: for 7 < 1to |¥] do
6: dis < e=is=m)" Exponential activation
7 dy s e=tla=r)",
8: Represent the intersection area:
IOUi,s — ||di,s : Ji,s”l;
9: Measure the mismatch area:
EDCff s m | > Coefficient
Lline — Lline + (1 — EDC;)
10: end for
11: end for
12: end for

13: return Ly /|S|

D. Applications of EPL in FCN

The full EPL module can be assembled to most FCN models
(as illustrated in Fig. 5] to achieve better segmentation result.
In the training phase, we follow the common practice to
compute the cross-entropy loss (termed L..) in the probability
domain. Next, we use AC to convert Y and Y to the potential
domain, where Lyoin¢ and Ly, are then employed for further
optimization. Empirically, we use A; and A, as balance

weights and express the final loss term as:
Loss = Le + Aleoint + Ao Liine. (5

In the inference stage, EPL is discarded and incurs no extra
computational overhead.

tential line loss L;;,. respectively enable the anisotropic field

IV. EVALUATION

In this section, we perform two sets of experiments. In the
ablation study, we add EPL module on PSPNet to reveal
the effectiveness of Lyin: and L. Besides, we discuss the
impact of anisotropic evolution (AC) when adopting different
splitters. Moreover, we compare two loss functions with re-
lated studies to qualitatively evaluate their efficiency. Finally,
we report the overall performance gains achieved with EPL
on other baseline models.

A. Setup

o Datasets: All experiments are conducted on two seg-
mentation benchmarks: Pascal Voc 2012 and Cityscapes.
The former dataset includes 21 classes, with 10,582 and
1,449 images for training and validation, while the latter
contains 19 categories, including 2,979 training (fine-
annotated) and 500 validation images.

Baseline Models: We deploy EPL module on five FCN
models: PSPNet [41]], PSANet [42], DeepLab v3+ [7],
CCNet [16]] and GSCNN . We adopt the reliable Py-
Torch implementations [ [’ to reproduce the baselines and
achieve strong performances. The ablation experiments
are conducted on PSPNet with resnet50 while other
baselines’ performances are reported in the main result.
Data augmentation and experimental details: We
strictly follow the experiment settings in the adopted
implementations without changing any other hyperparam-
eters except the loss weight A1, A2, and p. The involved
data augmentation operations include random scale (in
[0.5,2.0]), random rotation (degree within [—10,10]),
Gaussian blur, horizontal flipping, and random crop.
In the ablation part, we conduct all experiments on
the small-size images with crop sizes of 256x256 and
256x512 on Pascal Voc 2012 and Cityscapes
(batch=12). As for practical experiments, we train all

Uhttps://github.com/hszhao/semseg
Zhttps://github.com/NVIDIA/semantic-segmentation
3https://github.com/jfzhang95/pytorch-deeplab-xception
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Dataset Method Kernel mloU(%)
Baseline - 73.52
7 74.07
+Point* 9 73.85
Pascal Voc 11 74.08:0.56)
7 74.09
+Point? 9 74.42 090
11 74.27
Baseline - 71.66
9 70.44
+Point! 11 70.96
Cityscapes 72.71¢10s)
9 72.39¢0.73)
+Point? 11 70.93
13 71.05

TABLE I: Point loss performance on Pascal Voc 2012 and
Cityscapes validation set. The superscript of “+Point” denotes
the norm type.

models in a batch of 16 with reported image size in Table
and Note that all experiments are conducted on
4xNVIDIA RTX Titan.

« Evaluation protocol: All segmentation performances are
evaluated on the validation set of benchmarks. We present
qualitative evaluations on each component of EPL and
reveal its effect in multiple-scale inference results, in
the range of [0.5, 0.75, 1.0, 1.25, 1.5, 1.75]. Except for
the mean Intersection-over-union (mloU), we specially
employ F-Measure [23], [25] and Trimap IoU [6]], [9]]
to quantize the models’ segmentation performance in
semantic boundary areas.

B. Ablation Study

We use Point and Line to denote the point loss and the
equipotential line loss, respectively. In this part, we mainly
apply the splitter A (shown in Fig. [3) and set it with different
kernel sizes to evaluate the effectiveness of both loss functions.
To make a fair comparison, we empirically set 1 (Eq. H),
A1, A2 (Eq.[3), as 10, 0.1, and 0.01, respectively. Discussions
of other splitters (B and C') and choices of hyperparameters
are reported in Appendix [B]

Ablation for the Point loss. We add L,y to the baseline
network to regress the potential fields. To verify its effect, we
respectively set Lyoine (Eq.[3) of L1 and L2 norm (marked
with the superscript) and report their results in Table [I One
can see that we achieve considerable improvements over both
datasets. We do not observe obvious performance differences
between the two norms and therefore set Ly, of L2 norm
in the later experiments.

In Fig. [6] we see that the prediction of the dog is consider-
ably refined by L. However, after visualizing one potential
field (the second row), we still observe blurs between the paws,
indicating the in-between predictions.

Ablation for the equipotential line loss. Table [lI| reports
the performance of L;;,. on both datasets. After learning the
category-specific contours, we observe that PSPNet achieves
up to 0.63%/1.60% mloU increasements on Pascal Voc
2012/Cityscapes. Similarly, we visualize the contour learning

6

(a) Input (b) w/o Ponit L. (c) w/ Point L.

K]

Fig. 6: Example of the point loss on Pascal Voc 2012. In the
second row, we visualize the potential field.

Dataset Method Kernel mloU(%)
Baseline - 73.52
7 74.15:0.63
Pascal Yo |y ihe 9 73.47
11 74.05
Baseline - 71.66
Cityscapes . J 71.78
+Line 11 73.26(:1.60)
13 72.11

TABLE II: The equipotential line loss performance on Pascal
Voc 2012 and Cityscapes validation set.

effects in Fig. 8| and observe that L;;,. learned the subtle and
complicated shape features of the bicycle category.

Boundary Segmentation evaluation: To furtherly verify
the learning effect of both losses, we introduce two boundary-
quality measures, F-measure [25], and Trimap [6], [23], to
evaluate segmentation results in the semantic boundary area.
Both metrics measure the matching level between the predic-
tion and the ground truth in a narrow band region from the
ground-truth semantic boundary given a pixel width. We evalu-
ate the segmentation results multiple times with different pixel
widths and present the comparison with/without employing
Liine in Fig. [/} one can see that both L,;n; and Ly, improve
the segmentation capability in the boundary areas. Besides,
we see that L;;,. achieves more performance enhancements
than L,,ins on the areas near the edge (pixel width < 10),
indicating L;;,. ’s effectiveness on contour learning.

Effects of anisotropic convolution: In this part, we ablate
the AC operator with the standard convolution (SC) to verify
its efficiency. Empirically, SC destroys the ground-truth image
content and distorts its probability distributions. In Table
we replace AC with SC and optimize the potential fields
with Lyoine and Ly similarly. We observe that SC degrades
the baseline performance on both datasets, confirming the
advantages of AC and the feasibility of our “anisotropic
observation” assumption.

Effects of directional splitters: The choice of the splitters
has a crucial influence on EPL. We test the other two splitters
B and C (reported in Appendix, Table XTI & [XTII) and observe
that splitter A performs the best among all three candidates
and can achieve consistent improvements on both datasets,
indicating that the best semantic observation comes from the
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Fig. 7: (a)(b) plot how F-measure and Trimap mloU change
with the pixel width of the ground-truth boundary region on
Pascal Voc 2012 (Pascal) and Cityscapes (City) before and
after employing Lj;,e (W/L.) and (w/P.).

(a) Input

(b) w/o Line L. (c) w/ Line L.

Fig. 8: Example results of the equipotential line loss on
Cityscapes. In the second row, we compare the visualized
potential fields of the red cropped bicycle area.

integrated result in the up, down, right, and left directions.

Effects of Kernel size: In Table [] & [, we see that both
losses’ performances do not necessarily increase with AC’s
kernel size. We see W’s size as the range of semantic area
that aims to optimize. In ablation experiments (Table [I} [} [XTI|
and [XTI), we tested multiple kernels and found that the large
ones do not work well with small object instances because
the decision boundary area becomes negligible in these cases.
Therefore, we use the optimal range of kernel sizes found
in the ablation part, then scale AC in proportion to fit other
network output resolutions in later experiments.

Effects of the exponential activation: To implement L;;,.,
we apply an exponential action factor p to measure the
overlapped part between the ground-truth L and predicted
f/(see line 6, 7 in Algorithm (1)) where © must be even. Here,
we test the effect of p with five even values 2,4, 10, 16, 20,
and then experiment L, (A1 = 0, Ay = 0.2) with PSPNet
on two datasets. Table presents PSPNet’s performance
when setting p with different values. We observe that the
best segmentation performances on Pascal Voc 2012 and
Cityscapes are achieved when p = 10, 2. Therefore, we apply
both values in later experiments.

C. Comparison with related works

The section compares Ljgin: and Ly, with their related
works. Note that none of the compared losses has been adapted

Method mloU(P.%) | mloU(C.%)
PSPNet(baseline) 73.52 71.66
PSPNet+SC+Lpoint 71.082.44) 68.37(329
PSPNet+SC+Lyoint 7217135 70.93¢073)
PSPNet+AC+Line 74.84132 72.39¢0.73)
PSPNet+AC+Lpoint 74.71¢1.19 73.261.60)

TABLE III: Compare results of AC with standard convolution
(SC) on Pascal Voc 2012 (P.) and Cityscapes (C.).

I mloU(P.%) mloU(C.%)
Baseline 73.52 71.66

2 73.12 72.37

4 73.73 71.04

10 74.71 71.47

16 73.85 65.51

20 73.60 66.51

TABLE 1V: Effects of © on segmentation results on Pascal
Voc 2012 (P.) and Cityscapes (C.)

to the multi-class segmentation problem in previous studies.

Point loss vs. boundary loss: A principal property of the
potential fields is that points’ potential energy increase with
their spatial distance to the semantic boundary, conforming to
the character of the distance fields. We consider the boundary
loss [17] related to our method and then assemble it to
PSPNet (see Appendix [B). To make a fair comparison, we
test the boundary loss Lyq and Ly, With five loss weights
{0.05,0.10,0.20, 0.25,0.50}, and then report both losses’ best
segmentation performances on two datasets. In Table [VII, we
see Lpoint outperforms Ly because the boundary loss is not
applicable for the multi-class task and is less informative than
Lyoint that conducts field regression in all directions (see Table
in Appendix).

Equipotential line loss vs. dice loss: This part compares the
Ly with the dice loss (Lg;..) that has a similar optimization
principle. We see Lg;.. as an auxiliary for image segmentation
and adopt the same evaluation protocol as experiments with
Lyoint (see Appendix [B| and Table for implementation
details and more comparisons). In the end, we report the com-
parison results in Table |V_H| and observe that L;;,. performs
better than L g;.. [30]. This comparison result proves the effect
of anisotropic convolution and indicates that contour learning
can benefit semantic segmentation.

D. Main Results

After loss balance, we apply the full EPL on five FCN
baselines: PSPNet [41]], PSANet [42], DeepLab V3+ [7],
CCNet [[16] and GSCNN [31]. Besides, we conduct intensive
experiments with variable backbones: ResNet-50/101 [14],
MobileNet [15]], DRN [37]] and WRNet38 [40]. Note that all
models are trained in a batch of 16 with reported image size
in Table [VIII & [X1

Performance on Pascal Voc 2012: In Table [VII we
compare baseline models’ performances with and without
using EPL. Models with EPL consistently outperform their
corresponding baseline models with considerable mloU in-
creasements. In the best case, we improve the mloU of
DeepLab v3+ (with ResNet101) up to 1.62%. Fig. 0] visualizes



IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, 2022

Method Backbone mloU | road swalk build wall fence pole tligh. tsign veg terr. sky Pers. rider car truck bus train Mcyc bcyc
PSANet | ResNet-101 | 78.01 | 98.1 85.1 925 541 609 647 708 786 926 655 946 829 632 950 749 880 776 651 78.0
+EPL ResNet-101 | 7946 | 968 83.7 929 567 627 688 755 81.6 933 660 947 852 669 956 703 903 767 715 80.5
PSPNet | ResNet-101 | 7835 | 984 863 929 553 63.1 659 73.1 798 930 660 949 838 648 951 740 858 758 71.1 793
+EPL ResNet-101 | 79.44 | 96.7 835 941 563 624 694 737 821 927 674 942 864 663 957 723 885 781 723 802
DeepLab | WResNet-38 | 79.38 | 982 857 927 60.1 629 666 704 792 927 666 946 827 642 952 805 89.6 809 67.1 783
+EPL | WResNet-38 | 80.34 | 97.5 843 926 612 641 665 707 80.1 905 68.1 947 845 651 949 81.6 907 821 674 795
TABLE V: Category-level mloU Comparison on Cityscapes validation set.
Method Backbone mloU | bgr aero bicy bird boat bottle bus car cat chair cow dt. dog horse motor Pers. pott sheep sofa train tv.
PSANet | ResNet-101 | 79.25 | 948 912 437 898 760 80.6 944 884 933 445 886 560 89.4 875 858 882 650 922 507 867 774
+EPL ResNet-101 | 80.33 | 95.1 920 444 905 77.9 821 945 90.1 944 438 89.0 59.2 90.1 88.1 880 889 650 919 539 89.3 789
PSPNet | ResNet-101 | 7950 | 949 90.8 442 900 740 810 953 902 942 428 879 570 895 872 898 883 657 91.3 473 887 793
+EPL ResNet-101 | 80.46 | 951 924 447 889 757 817 958 915 946 435 89.1 594 90.5 883 904 884 647 934 49.0 9L5 769
DeepLab | ResNet-101 | 79.15 | 93.9 89.7 423 904 69.0 81.1 930 910 935 418 902 621 90.8 886 864 868 670 875 503 87.5 792
+EPL ResNet-101 | 80.77 | 942 89.8 43.5 90.6 729 81.8 934 903 939 472 923 647 91.8 892 887 877 704 899 598 87.8 7713
TABLE VI: Category-level mloU comparison on Pascal Voc 2012 Validation set.
Dataset Method mloU(%) Model Size Backbone Method | mlIoU(%)
+Lce 73.52 ResNet-50 | Baseline 77.85
+Lce + Lpa 74.55 PSANet | 465x%465 +EPL 79.08+1.23)
Pascal Voc +Lce + Lpoint 74.84:1.32) ResNet-101 | Baseline 79.25
+Lce + Ldice 74.45 +EPL 80.33(+1.08)
+Lce + Liine 74. 71119 ResNet-50 | Baseline 78.02
+Lece 71.66 PSPNet | 473x473 +EPL 78.840.52)
. +Lece + Lpa 71.81 ResNet-101 | Baseline 79.50
Cityscapes +Lece + Lpoint 72.400079 +EPL | 80.46009
+Lece + Laice 70.30 MoblieNet | Baseline 71.49
+Lece + Liine 73.26:1.60) red+EPL | 72.65:1.16)
. . . DeepLab| 513x513 | DRN-54 Baseline 79.58
TABLE VII: Comparisons with the boundary lgss !17] (Lpa) +EPL 80.63c105
and dice loss [30] (Lg;ce ) on two datasets’ validation set. ResNet-101 | Baseline 79.15
+EPL 80.77 +1.62)

the segmentation results, and we see that EPL can greatly help
existing FCN-based segmentation models solve the challenges
from the inter-class (the first and the second row) or the intra-
class regions (the third row).

Performance on Cityscapes: We report the result on
cityscapes in Table Once again, we achieve substantial
performance gains over all three FCN baseline models when
we employ EPL, regardless of the backbone type. Similarly,
visual comparisons are exhibited in Fig.

Category-level evaluation. We show the category-level
mloU comparison on both datasets before and after adopting
EPL in Table [V] & [VI] On Cityscapes, we observe that EPL
significantly improves baselines’ ability to distinguish category
pairs that have similar semantics or strong semantic rela-
tionships, such as {“person”, “rider,”}, {“rider”, “bicycle”},
and {“traffic sign,” “traffic light”}. On Pascal Voc 2012, EPL
enhances baseline models’ ability to segment categories with
complicated shapes, such as the cow, dog, and dining table.

E. Comparison with state-of-the-art methods

In this section, we compare the proposed EPL module with
the existing boundary segmentation approaches [[18]], [[19]], [39]]
in Cityscapes. In Table and we observe that EPL
enhances all segmentation baselines by over 1% regardless
of the backbone models. Compared (in Table [X) with other
boundary segmentation studies [4f], [18], [19], [39]], EPL is
slightly worse than InverseForm (InF) yet competitive against
the other studies. Besides, we compare the properties of each

TABLE VIII: Overall results on Pascal Voc validation set.

Model Size Backbone Method | mIoU(%)
ResNet-50 Baseline 76.69
PSANet | 560x560 +EPL 77.61 092
ResNet-101 | Baseline 78.01
+EPL 79.46:1.45)
ResNet-50 | Baseline 77.34
PSPNet | 560x560 +EPL 78.49:1.15)
ResNet-101 | Baseline 78.35
+EPL 79.44:1.09)
DeepLab| 560x560 | WRNet-38 | Baseline 79.38
+EPL 80.34 0.6
CCNet | 560x560 | WRNet-38 | Baseline 77.73
+EPL 78.81(:108
GSCNN | 560x560 | WRNet-38 | Baseline 80.67
+EPL 81.781.11)

TABLE IX: Overall results on Cityscapes validation set.

method in Table [XI) and observe that EPL is the only approach
that does not utilize edge maps for the network training and
brings no increased parameter size and inference cost.

V. CONCLUSION

This paper addresses the semantic boundary segmenta-
tion problem with anisotropic field regression and category-
level contour learning. With the proposed EPL (equipotential
learning) module, we transfer the original probability estima-
tion problem to the self-defined potential domain with the
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(b) GT

(c) w/o P&L (d) w/ P&L

Fig. 9: Qualitative comparison for segmentation results on
Pascal Voc 2012 validation set.

(c) w/o P&L (d) w/ P&L

Fig. 10: Qualitative comparison for segmentation results on
Cityscapes validation set.

Method Backbone mloU(%)
PSPNet ResNet-50 77.34
PSPNet w/ EPL ResNet-50 78.49¢1.15)
PSANet ResNet-101 78.01
PSANet w/ EPL ResNet-101 | 79.46(1.45
DeepLabv3 ResNet-101 77.80
DeepLabv3 w/ PR ResNet-101 | 78.40¢1.20)
DeepLabv3 ResNet-50 79.18
DeepLabv3 w/ IABL ResNet-50 | 79.94w070
DeepLabv3+ WRNet-38 79.50
DeepLabv3+ w/ SFix WRNet-38 | 80.30¢0s0
DeepLabv3+ ASPP [7] 81.30
DeepLabv3+ w/ DSN ASPP [7] 82.40¢1.10)
DeepLabv3+ (our Impl.) WRNet-38 79.38
DeepLabv3+ w/ EPL WRNet-38 80.34 0.9
GSCNN WRNet-38 81.0
GSCNN w/ InF WRNet-38 82.60¢1.50)
GSCNN (our Impl.) WRNet-38 80.67
GSCNN w/ EPL WRNet-38 81.78¢1.11

TABLE X: Comparisons with SOTA studies on Cityscapes.
Note that our result (our Impl.) is experimented with 560 x 560
images and hence results in a small mIoU gap.

anisotropic convolution. Besides, we sequentially introduced
the point loss to fit the image content along different directions
from variable distances and the equipotential line loss to
enforce the category-level contour learning. Experiments on
Pascal Voc 2012, Cityscapes show that the designed EPL, serv-
ing as an add-on method, can significantly enhance existing

No param. No edge No infer.
Method overhead super. overhead
SFix [39] - - -
DSN - - -
PR - v -
InF - - v
IABL - Vg v
EPL v v v

TABLE XI: Comparisons of the SOTA boundary segmentation
methods. We evaluate these studies’ properties from three per-
spectives: whether using edge maps for boundary supervision
(super.) and increasing parameters (param.) and inference
(infer.) overhead.

FCN models’ performance on the semantic boundary regions.
Compared with other studies [4], [18], [19], [23]l, [39]], our ap-
proach does not introduce additional supervision information
and adds no parameters and inference cost. We believe that
EPL can be generalized and benefit other segmentation tasks,
like point cloud [5]}, [21]], instance, and panoptic segmentation
3]

APPENDIX

In this part, we report more comparison results of our
approach in ablation experiments. In the end, we present
more quantitative results to support our paper. This section
presents more experiment details and comparison results for
the ablation experiment in Section

A. Comparisons results of different splitters:

We experiment AC with with three different splitters, A, B
and C' (shown in Fig. @) that contain different directional
vectors. Next, we compare the segmentation performance of
the point loss and the equipotential line loss on PSPNet
when using different splitters. As reported detailed comparison
results in Table & [XII, we see that Lyui,¢ and Lijpe
perform best when using the splitter A.

B. Comparisons with related works

In Section [[V-C| we compared the point loss with the
boundary loss, the equipotential line loss, and the dice loss.
Here, we report the detailed results of each comparison pair.

Implementation details: To apply the boundary loss to the
segmentation network, we follow the practice of [17]], firstly
computing the ground-truth boundary-distance map of the true
semantic labels and then integrating the boundary loss with the
cross-entropy loss. Also, we adopt the same implementation
protocol when comparing the dice loss with our equipotential
line loss.

Detailed comparison results: For each comparison pair,
we test 5 different loss weights and report the experiment
details and conditions where the performances are achieved.
We respectively set the splitter, kernel size, and loss norm of
‘A, 7 and ‘A’, 11 when experimenting on Pascal Voc 2012
and cityscapes. Besides, the point loss is formulated as the Lo
norm consistently.
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Dataset Method | Kernel mloU (%)
Baseline - 73.52
A B C
. 7 74.07 | 74.24 | 73.80
Pascal Voc +P01nt 9 7385 7436 7383
11 74.08 | 74.55 | 74.35
B 7 74.09 | 74.42 | 74.63
+Point 9 7442 | 73.60 | 71.21
11 7421 | 72.96 | 74.29
Baseline - 71.66
A B C
. 9 7044 | 72.07 | 61.37
Cityscapes | oIt 11 70.96 | 55.04 | 67.01
13 7271 | 66.61 | 72.22
., 9 7239 | 71.50 | 68.25
+Point 11 7093 | 73.25 | 73.07
13 71.02 | 64.72 | 71.78

TABLE XII: Detailed performance comparisons of the Point
loss on Pascal Voc 2012 and Cityscapes validation set. The
superscript of “+Point” denotes the norm type, and A, B,C'
columns indicate that performances are obtained using the
corresponding splitter.

Dataset Method | Kernel mloU (%)
Baseline - 73.52
A B C
Pascal Voc _ 7 7415 | 73.50 | 73.94
+Line 9 73.47 73.33 73.73
11 74.05 | 73.74 | 73.62
Baseline - 71.66
, A B C
Cityscapes , 9 7178 | 72.03 | 71.19
+Line 11 73.26 | 66.80 | 71.35
13 72.11 60.42 | 66.96

TABLE XIII: Detailed performance comparison of the equipo-
tential line loss on Pascal Voc 2012 and Cityscapes validation

set.
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