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Towards Comprehensive Monocular Depth
Estimation: Multiple Heads Are Better Than One

Shuwei Shao†, Ran Li†, Zhongcai Pei, Zhong Liu, Weihai Chen∗,
Wentao Zhu, Xingming Wu and Baochang Zhang∗

Abstract—Depth estimation attracts widespread attention in
the computer vision community. However, it is still quite difficult
to recover an accurate depth map using only one RGB image.
We observe a phenomenon that existing methods tend to fail in
different cases, caused by differences in network architecture,
loss function and so on. In this work, we investigate into the
phenomenon and propose to integrate the strengths of multiple
weak depth predictor to build a comprehensive and accurate
depth predictor, which is critical for many real-world applica-
tions, e.g., 3D reconstruction. Specifically, we construct multiple
base (weak) depth predictors by utilizing different Transformer-
based and convolutional neural network (CNN)-based architec-
tures. Transformer establishes long-range correlation while CNN
preserves local information ignored by Transformer due to the
spatial inductive bias. Therefore, the coupling of Transformer
and CNN contributes to the generation of complementary depth
estimates, which are essential to achieve a comprehensive depth
predictor. Then, we design mixers to learn from multiple weak
predictions and adaptively fuse them into a strong depth estimate.
The resultant model, which we refer to as Transformer-assisted
depth ensembles (TEDepth). On the standard NYU-Depth-v2 and
KITTI datasets, we thoroughly explore how the neural ensembles
affect the depth estimation and demonstrate that our TEDepth
achieves better results than previous state-of-the-art approaches.
To validate the generalizability across cameras, we directly apply
the models trained on NYU-Depth-v2 to the SUN RGB-D dataset
without any fine-tuning, and the superior results emphasize its
strong generalizability.

Index Terms—Monocular Depth Estimation, Ensemble Learn-
ing, Deep Learning, Transformer, Convolutional Neural Network

I. INTRODUCTION

Estimating depth map from single RGB image has been
a longstanding research topic and proved to be a practical
technology, with applications ranging from scene understand-
ing [3], augmented reality [4] through to minimally invasive
surgery [5]. Saxena et al. [6] proposed one of the first learning-
based studies in this area, and significant advancements have
been made followed by the explosion of deep learning [7]–
[13]. Nonetheless, their depth estimation performance is still
unsatisfactory.
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Fig. 1. Illustration of the failure cases in BTS [1] and TransDepth [2], which
are highlighted by white and green boxes. By contrast, our TEDepth is capable
of achieving more comprehensive and accurate depth estimates.

The motivation for this work stems from the asymmetric
depth error. To elaborate on it, we present several failure cases
of the state-of-the-art monocular depth estimation methods on
the NYU-Depth-v2 dataset [14] in Fig. 1. BTS and TransDepth
fail on different regions of the same input image, as can be
shown. For example, in the first column, BTS predicts the clear
boundary of black box, which however fades in the estimate of
TransDepth. BTS predicts the depth of chair armrest wrongly
as the background depth, but TransDepth succeeds. To allevi-
ate their failure cases, we intuitively design a depth estimator
based on the strengths of each depth prediction, achieving a
comprehensive and accurate depth estimation.

Ensemble learning [15] is an efficacious machine learning
paradigm, which combines predictions from individual models
to produce superior results. Ensembles of neural networks, or
neural ensembles for short, are now playing an essential role
in ensemble learning owing to the dominance of deep learning.
For instance, neural ensembles have been successfully applied
to improve the classification accuracy [16], [17] and robustness
of object detection [18]. Despite the steady progress in other
fields of neural ensemble, the utility and impact of neural en-
sembles for monocular depth estimation still remains unknown
and to be explored.

We delve into neural ensembles for monocular depth esti-
mation and introduce a two-level ensemble scheme, TEDepth.
An overview is demonstrated in Fig. 2, where the base (weak)
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Fig. 2. Overview of the proposed TEDepth, which consists of multiple base predictors and a mixer. The weights of decoder are not shared, and the details
of local planar guidance and atrous spatial pyramid pooling are in [1] and [19], respectively. We illustrate the GRU-based fusion and fuse the feature maps
of the penultimate layer instead of the final depth maps, because multi-channel feature maps include more exploitable information than single-channel depth
maps.

predictors produce asymmetric bottom-level predictions, and
the mixer integrates them into a comprehensive depth estimate
at the top level. As indicated in recent studies [1], [20], the
encoder is more pivotal than the decoder in an encoder-decoder
based architecture for monocular depth estimation. Therefore,
we focus on the encoder design and use the decoder of BTS
for simplicity to construct multiple base predictors. We adopt
different Transformer-based architectures e.g., [21]–[23] and
CNN-based architectures e.g., [24]–[26] as encoders in parallel
and prohibit the flow of information among them. It should
be noted that the TEDepth is agnostic to the specific selection
of network architectures and other choices are feasible. The
principle of coupling Transformer and CNN lies in the fact
that Transformer establishes the long-range correlation while
CNN preserves the local information, which contributes to
the generation of complementary depth estimates. In addition,
four types of mixers are devised, namely, uniformly weighted
fusion, confidence-guided fusion, concatenation-based fusion
and ranking-based fusion, to learn from multiple weak predic-
tions and adaptively merge them into a strong depth estimate.

Extensive experiments are conducted on challenging bench-
marks including NYU-Depth-v2 [14], SUN RGB-D [27] and
KITTI [28], which involve comparison to preceding state-of-
the-art depth competitors and ensemble scheme competitors,
number of base predictors, mixer types, diversity among base
predictors and fusion locations. Besides, we verify its gener-
alizability by applying the models trained on NYU-Depth-v2
to the SUN RGB-D without any finetuning.

To summarize, the contributions of this work are threefold:

• Taking inspiration from the asymmetric depth error, we
introduce an efficacious framework, termed TEDepth, to
achieve a comprehensive and accurate depth predictor by
integrating the strengths of weak depth predictors, which
provides a novel perspective in model design.

• We propose to combine CNN and Transformer to acquire
asymmetric base predictors, which contribute to deliver
complementary depth estimates. Besides, we perform an
in-depth investigation regarding how the neural ensem-
bles impact the monocular depth estimation.

• We conduct extensive experiments on three challenging
datasets, including NYU-Depth-v2, SUN RGB-D and
KITTI, demonstrating that our TEDepth outperforms pre-
vious methods by a significant margin and achieves a new
state-of-the-art.

II. RELATED WORK

1) Monocular depth estimation: As one of the first
learning-based studies, Saxena et al. [6] introduced a Markov
Random Field to regress depth map from single RGB image.
After that, Eigen et al. [29] proposed multi-scale networks
and a scale invariant loss. Since then, many follow-up studies
have been developed to steadily improve the accuracy. Laina et
al. [8] used a fully convolutional model involving four up-
projection modules. Cao et al. [30] and Fu et al. [10] framed
the depth estimation as a classification problem. Qi et al. [31]
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built a network named GeoNet to enforce geometrically con-
sistent depth map and surface normal. Lee et al. [1] designed
local planar guidance layers to recover depth map resolution.
Yin et al. [32] suggested an idea of incorporating virtual sur-
face normal into the loss calculation, which allowed exploiting
geometry information. Yang et al. [2] leveraged Transformer
to capture the long-distance dependencies. Vaishakh et al. [33]
proposed to leverage information from coplanar pixels.

Our work significantly departs from the described methods.
Instead, we draw inspiration from the asymmetric depth error
and introduce Transformer-assisted depth ensembles to build
a comprehensively effective depth estimator.

2) Visual transformers: Transformer has received extensive
attention as its effectiveness in natural language processing
(NLP) tasks [34]. Recently, Dosovitskiy et al. [23] developed
the first attempt to indicate the feasibility of Transformer archi-
tectures for image classification. Then, the visual transformers
were further advanced in [21], [22], [35], for example and
introduced to more generic tasks, such as semantic segmen-
tation [36], depth estimation [2], weakly supervised object
localization [37] and image generation [38]. We are inspired
by the recent success of Transformer and propose to couple
CNN with Transformer to acquire the diverse base predictors
in TEDepth.

3) Ensemble learning: It can be traced back to the 1990s,
and is an efficacious machine learning paradigm that creates a
collection of models and utilizes predictions from individual
models to perform a superior estimation [15]. Bagging and
Boosting [39] are one of the seminal works in the early stage
of this field. The branch neural ensembles [40], particularly
ensembles of CNNs [16], [17], hold an essential position
in modern ensemble learning. A fundamental problem for
neural ensembles is to ensure the diversity among base pre-
dictors. The sources of diversity involve using random initial-
izations [41], different hyperparameters [42] and additional
constraint loss terms [43].

In contrast to the prior ensemble methods, we explore the
ensembles of visual transformers and utilize the complemen-
tarity of CNN and Transformer to enforce the diversity among
base predictors. Despite the substantial research, neural ensem-
bles for monocular depth estimation remain to be explored.
The utility and impact are thoroughly evaluated in this work.

III. TRANSFORMER-ASSISTED DEPTH ENSEMBLES

A. Problem setup

Let D = {(rn,dn)}N1 define a training set containing N
pairs of RGB images and ground-truth depth maps. In the pre-
vious supervised learning paradigm, a DepthNet parameterized
by θ is trained to learn a mapping function

fθ : rn → d̂n, (1)

which converts a RGB image rn into the corresponding depth
map d̂n. Unlike prior works, we propose to (1) learn a col-
lection of asymmetric mapping functions {fθi}K1 through K
diverse base predictors, where K denotes the number of base
predictors, and (2) leverage the complementary information
encoded in each predictions via the mixer.

B. Base Predictors
1) Network architectures: To construct multiple base pre-

dictors, we leverage CNN-based architectures ResNet [24],
DenseNet [25] and ResNext [26] and Transformer-based ar-
chitectures Conformer [22], Volo [21] and R50+ViT-B/16 [23]
as encoders in parallel, and adopt the decoder of BTS [1]. The
Transformer-based predictors capture the complicated spatial
transformation and long-range dependencies that comprise a
global representation. Local feature details, on the other hand,
are prone to be ignored. The CNN-based predictors are able
to collect local features through convolutional operations. Be-
sides, we find that in practice, random initialization of network
parameters, random data shuffling and random augmentation,
also enforce the diversity among base predictors.

2) Training schedules: There are roughly three schedules
used to train base predictors: independent training, simultane-
ous training and sequential training [44].

In the independent training, each base predictor is trained
separately. Most ensemble models adopt the independent train-
ing schedule because of its simplicity and memory savings,
in [45], [46], for example. For the simultaneous training, the
parameters of all base predictors are updated together in each
training iteration. The simultaneous training schedule allows
involving interaction such as mutual learning [47] of base
predictors in the ensemble. However, this comes at a cost of
huge memory consumption. The sequential training schedule
can be viewed as a compromise between the independent and
simultaneous training schedules, where the base predictors are
trained sequentially. In other words, the parameters of the
trained base predictors are frozen before training the next base
predictor, enabling unidirectional interaction.

The training schedules are primarily explored on the image
classification and may not be entirely suitable for depth esti-
mation because its network typically consists of a complicated
encoder-decoder architecture. In addition, the numerous matrix
multiplication operations in the Transformer determine the
massive memory demand. Hence, we employ the independent
training schedule. Since the base predictors do not interact
with one another, they are more likely to fall into distinct local
optimums. Inconsistencies in the base predictors contribute to
the generation of asymmetric predictions.

To avoid biasing the estimation performance, base predictors
are only trained on a subset of the whole training set. Con-
cretely, we divide the completed training set into Dtrain base

and Dtrain mixer at a 7:1 (empirical setting) ratio, and the
base predictors are trained on Dtrain base. The predictions on
Dtrain mixer made by base predictors can then be used to
train the mixer. Algorithm 1 summarizes the overall training
procedure.

3) Loss function: We use a scaled scale-invariant (SSI) loss
introduced by Lee et al. [1],

LSSI = α

√√√√√ 1

|T|
∑
j

(gj)2 − η

|T|2

∑
j

gj

2

, (2)

where gj = log d̂
j
− logdj , d is the ground-truth depth map,

and T stands for a set of pixels with valid ground-truth values.
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Algorithm 1 The TEDepth training procedure

Input: Training set D = {(rn,dn)}N1 ; randomly split D into
Dtrain base and Dtrain mixer at a 7:1 ratio;
Level-0 base predictors: {fθi}K1 ;
Level-1 mixer: Mθ.

Output: Trained base predictors {fθi}K1 and mixer Mθ.
/* Train level-0 base predictors on the Dtrain base. */

1: Initialization: Randomly initialize
{
θi
}K

1
;

2: for i = 1, . . . ,K do
3: Compute depth predictions of base predictor fθi ;
4: Calculate the loss function in Eq. 2;
5: Update the model parameters

{
θi
}

by AdamW [48].
6: end for

/* Train level-1 mixer on the Dtrain mixer. */
7: Initialization: Randomly initialize θ;
8: Freeze network parameters of base predictors {fθi}K1 ;
9: Compute feature predictions of {fθi}K1 ;

10: Compute depth predictions of mixer Mθ;
11: Calculate the loss function in Eq. 2;
12: Update the model parameters θ by AdamW.

The α and η are set to 10 and 0.85 based on [1].

C. Ensemble fusion

The mixer Mθ is leveraged for integrating the complemen-
tary predictions from base predictors. Formally,

d̂ = Mθ

(
{fθi (r)}K1

)
. (3)

We did not fuse the final depth maps, but rather the feature
maps of the penultimate layer, because multi-channel feature
maps contain more exploitable information than single-channel
depth maps.

The mixer contains four different types, uniformly weighted
fusion, confidence-guided fusion, concatenation-based fusion
and ranking-based fusion. After that, a convolutional layer can
be added to generate the final depth estimate.

1) Uniformly weighted fusion: The predictions from base
predictors are combined with uniform weight,

F =

K∑
i=1

fθi (r), (4)

where F denotes the fused feature map.
2) Confidence-guided fusion: The predictions are integrated

using confidence maps,

F =

K∑
i=1

Ci ⊙ fθi (r), (5)

with
Ci = σ1 (Conv3×3 (fθi (r))) , (6)

where C stands for the confidence map, ⊙ stands for the
element-wise multiplication and σ1 (·) denotes the sigmoid
activation.

3) Concatenation-based fusion: The predictions are fused
by the concatenation operation and convolutional layer,

F = σ2

(
Conv3×3

([
{fθi (r)}K1

]))
, (7)

where [·] stands for the concatenation operation and σ2 (·) is
the ELU activation [49].

4) Ranking-based fusion: The predictions are integrated
via a gated activation unit based on the GRU network, with
convolutions in place of fully connected layers,

zi = σ1

(
Conv3×3

([
hi−1, fθi (rn)

]))
, (8)

si = σ1

(
Conv3×3

([
hi−1, fθi (rn)

]))
, (9)

h̃
i
= tanh

(
Conv3×3

([
si ⊙ hi−1, fθi (rn)

]))
, (10)

hi =
(
1− zi

)
⊙ hi−1 + zi ⊙ h̃

i
, (11)

F =
[{

hi
}K

1

]
, (12)

where z denotes the update gate, s denotes the reset gate, and
h denotes the hidden state. With the deepening of fusion, the
accuracy of hidden state in ConvGRU gradually increases. At
this point, feeding lower-accuracy feature maps into the Con-
vGRU may deteriorate the hidden state. Hence, the ConvGRU
receives feature maps in the order of accuracy from low to
high.

Finally, we use a layer of convolution to convert the fused
feature map into the final comprehensive depth map,

d̂ = κσ1 (Conv3×3 (F)) , (13)

where κ denotes the scale factor, and is set to 10 for the NYU-
Depth-v2 and SUN RGB-D datasets, and 80 for the KITTI
dataset, following the settings in [1].

IV. EXPERIMENT

We conduct an extensive set of experiments on three stan-
dard benchmarks for indoor and outdoor scenarios, including
NYU-Depth-v2, KITTI and SUN RGB-D. In the following, we
first present a description of the relevant datasets, evaluation
metrics and implementation details. Then, we provide quan-
titative and qualitative comparison results to previous state-
of-the-art competitors. Finally, we demonstrate generalization
and ablation studies to discuss a detailed analysis of TEDepth.

A. Datasets

NYU-Depth-v2 dataset [14] contains 120K RGB and depth
samples from 464 indoor scenes, which are captured at a
resolution of 640 × 480 pixels. We adopt the official split as
previous works and the dataset processed by Lee et al. [1],
resulting in 24231 and 654 image-depth pairs for training and
testing, respectively.

KITTI is an outdoor dataset [28] acquired from 61 scenes
using equipment placed on a moving vehicle. The resolution
of RGB images is around 1241×376 pixels. To compare with
existing works, we follow the commonly used Eigen split [29],
which includes 29 scenes of 697 images for the test set, and
23488 images covering 32 scenes for the training set.
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Method Cap Abs Rel ↓ RMSE ↓ log10 ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

Eigen et al. [29] 0-10m 0.158 0.641 - 0.769 0.950 0.988
Fu et al. [10] 0-10m 0.115 0.509 0.051 0.828 0.965 0.992
Qi et al. [31] 0-10m 0.128 0.569 0.057 0.834 0.960 0.990

VNL [32] 0-10m 0.108 0.416 0.048 0.875 0.976 0.994
BTS [1] 0-10m 0.113 0.407 0.049 0.871 0.977 0.995

Chen et al. [50] 0-10m 0.111 0.514 0.048 0.878 0.977 0.994
Zhang et al. [51] 0-10m 0.112 0.447 0.048 0.881 0.979 0.996

DAV [52] 0-10m 0.108 0.412 - 0.882 0.980 0.996
Long et al. [53] 0-10m 0.101 0.377 0.044 0.890 0.982 0.996
TransDepth [2] 0-10m 0.106 0.365 0.045 0.900 0.983 0.996
P3Depth [33] 0-10m 0.104 0.356 0.043 0.898 0.981 0.996

TEDepth (ours) 0-10m 0.100 0.349 0.043 0.907 0.987 0.998

TABLE I
QUANTITATIVE DEPTH COMPARISON AGAINST PREVIOUS STATE-OF-THE-ART APPROACHES ON THE NYU-DEPTH-V2 DATASET. “-” MEANS NOT

APPLICABLE. THE BEST RESULTS ARE INDICATED IN BOLD.

Method Cap Abs Rel ↓ Sq Rel ↓ RMSE ↓ RMSE log ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

Eigen et al. [7] 0-80m 0.203 1.548 6.307 0.282 0.702 0.898 0.967
Fu et al. [10] 0-80m 0.072 0.307 2.727 0.120 0.932 0.984 0.994

VNL [32] 0-80m 0.072 - 3.258 0.117 0.938 0.990 0.998
BTS [1] 0-80m 0.061 0.261 2.834 0.099 0.954 0.992 0.998

Chen et al. [50] 0-80m 0.090 0.546 3.802 0.151 0.902 0.972 0.990
Zhang et al. [51] 0-80m 0.064 0.265 3.084 0.106 0.952 0.993 0.998
TransDepth [2] 0-80m 0.064 0.252 2.755 0.098 0.956 0.994 0.999
P3Depth [33] 0-80m 0.071 0.270 2.842 0.103 0.953 0.993 0.998

TEDepth (ours) 0-80m 0.056 0.174 2.223 0.084 0.968 0.996 0.999

Fu et al. [10] 0-50m 0.071 0.268 2.271 0.116 0.936 0.985 0.995
BTS [1] 0-50m 0.058 0.183 1.995 0.090 0.962 0.994 0.999

Chen et al. [50] 0-50m 0.087 0.440 2.907 0.143 0.913 0.976 0.991
Zhang et al. [51] 0-50m 0.061 0.200 2.283 0.099 0.960 0.995 0.999
TransDepth [2] 0-50m 0.061 0.185 1.992 0.091 0.963 0.995 0.999

TEDepth (ours) 0-50m 0.054 0.135 1.664 0.080 0.972 0.997 0.999

TABLE II
QUANTITATIVE DEPTH COMPARISON ON THE KITTI DATASET. THE BEST RESULTS ARE INDICATED IN BOLD.

SUN RGB-D is an indoor dataset [27] with roughly 10K
images captured with four sensors and a wide range of scene
diversity. To validate the generalization ability of models, we
randomly collect 500 images.

B. Evaluation metrics

In line with previous works, we use the standard evaluation
metrics in our experiments:

• Abs Rel: 1
|T|

∑
d̂∈T

∣∣∣d̂− d
∣∣∣/d;

• Sq Rel: 1
|T|

∑
d̂∈T

∥∥∥d̂− d
∥∥∥2/d;

• RMSE:

√
1

|T|
∑

d̂∈T

∥∥∥d̂− d
∥∥∥2;

• log10: 1
|T|

∑
d̂∈T

∥∥∥log10d̂− log10d
∥∥∥2;

• δ < t: % of d satisfies
(
max

(
d̂
d ,

d

d̂

)
= δ < t

)
for t =

1.25, 1.252, 1.253.

C. Implementation Details

The TEDepth is implemented in the PyTorch library [54]
and trained on four NVIDIA RTX A5000 GPUs. We use the
AdamW optimizer [48] where β1 = 0.9, β2 = 0.999 and ϵ =
1e-6, and a batch size of 4. The learning rate is scheduled via
polynomial decay from a base value of 1e-4 with power p =
0.9. The total number of epochs is set to 50.

To further increase the diversity among base predictors, we
perform random horizontal flips and rotations in the ranges
[-1, 1] and [-2.5, 2.5] for KITTI and NYU-Depth-v2 datasets,
respectively, as well as the following augmentations at 50%
chance: random contrast, brightness, and color adjustment with
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Input GT Bts VNL TransDepth TEDepth (ours)Bts VNL TransDepth TEDepth (ours)Chen et al.

Fig. 3. Qualitative depth comparison with previous state-of-the-art approaches on the NYU-Depth-v2 dataset. The red boxes show the regions to focus on.
Our TEDepth can derive depth maps with finer-grained details and more clear object boundaries.

Bts TransDepth TEDepth (ours)VNLInput

Fig. 4. Qualitative depth comparison on the KITTI dataset. The red boxes indicate the areas to emphasize. Our TEDepth demonstrates a better performance
on thinner structures signs and posts, for example and performs better to delineate difficult object boundaries.

ranges of ± 0.1. Based on the random crop, the resolutions
of the input are 352 × 704 pixels for KITTI and 416 × 544
pixels for NYU-Depth-v2.

D. Comparison to previous state-of-the-art competitors
1) Depth estimation: Table I summarizes the comparison

results on the NYU-Depth-v2 dataset, and TEDepth exceeds
existing monocular depth estimation methods by a large mar-
gin. To demonstrate the competitiveness of our TEDepth in
the outdoor scenario, we also present the comparison results
on the KITTI dataset in Table II. Compared to several recent
competing methods such as P3Depth [33] and TransDepth [2],
our approach is superior.

It is worth noting that TEDepth achieves improvements on
almost all metrics in both scenarios. The metrics Abs Rel, Sq
Rel, RMSE, RMSE log and log10 show the errors between the
predicted depth and ground-truth, and the metrics δ < 1.25,
δ < 1.252 and δ < 1.253 describe the number of estimated
outliers. The consistent advances in reducing errors and the
number of outliers support our standpoint that integrating the
unique strengths of multiple weak predictor results in a more
comprehensive and accurate depth predictor.

Fig. 3 and Fig. 4 display the qualitative depth comparisons.
As presented in Fig. 3, the depth maps of TEDepth deliver
finer-grained details and sharper object boundaries. In Fig. 4,
the compared methods struggle with thinner structures (e.g.,
signs and posts) and difficult object boundaries such as trees
that overlap with foliage, while ours accurately estimates the
depth of these smaller details. In addition, we visualize the
reconstructed 3D scenes in Fig. 5 and Fig. 6. Thanks to the
comprehensive depth predictions, the point clouds of TEDepth
demonstrate few distortions and preserve prominent geometric
features.

Fig. 7 and Fig. 8 show the errors and corresponding standard
deviations on the important metric RMSE at different capped
depth ranges. As we can see, TransDepth is more accurate
than BTS, but it appears to be less stable. By contrast, our
TEDepth is able to maintain both high accuracy and stability
at close, middle and distant distances.

In general, the excellent quantitative and qualitative results
on NYU-Depth-v2 and KITTI datasets verify the effectiveness
of the TEDepth for monocular depth estimation.

2) Ensemble scheme: To further demonstrate the strengths
of TEDepth, we compare it with two state-of-the-art ensemble
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Input Bts TransDepth TEDepth (ours)

Fig. 5. Visualization of reconstructed 3D scenes on the NYU-Depth-v2 dataset.

Input Bts TransDepth TEDepth (ours)

Fig. 6. Visualization of reconstructed 3D scenes on the KITTI dataset.

Fig. 7. Illustration of the errors and corresponding standard deviations on
RMSE for TransDepth, BTS, VNL and TEDepth at different capped depths
on the NYU-Depth-v2 dataset. We obtain the results by clipping the predicted
depth map and ground-truth within each specific depth range.

schemes Snapshot [16] and Balaji et al. [41] in Table III.
Except for differences in the ensemble scheme, other config-
urations remain the same. We also report results of the non-
ensemble method TransDepth. As can be seen, our TEDepth is
able to achieve higher accuracy with fewer parameters than the
compared ensemble schemes, indicating that coupling of CNN
and Transformer contributes significantly to neural ensembles
in monocular depth estimation. Even compared to TransDepth,
TEDepth has advantages not only in terms of accuracy but also
in terms of quantity of parameters, e.g., in the NYU-Depth-v2
dataset.

Fig. 8. Illustration of the errors and corresponding standard deviations on
RMSE for TransDepth, BTS, VNL and TEDepth at different capped depths
on the KITTI dataset. We obtain the results by clipping the predicted depth
map and ground-truth within each specific depth range.

E. Generalization on the SUN RGB-D dataset

We also study the generalizability of TEDepth, as evidence
that TEDepth does learn transferable features rather than
simply memorize training data. To verify this, we evaluate the
models trained by NYU-Depth-v2 on the SUN RGB-D dataset
without any fine-tuning. As shown in Table IV, TransDepth
achieves a significant reduction in root mean square error and
the number of estimated outliers compared to BTS, but a larger
error on the Abs Rel, which is susceptible to the close-range
errors. In contrast, TEDepth generalizes well on all metrics
across different cameras.
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Method Cap Abs Rel ↓ Sq Rel ↓ RMSE ↓ δ < 1.25 ↑ δ < 1.252 ↑ Parameters FLOPs

NYU-Depth-v2

TransDepth8 [2] 0-10m 0.106 - 0.365 0.900 0.983 247M 148G

Snapshot [16] 0-10m 0.105 0.057 0.367 0.895 0.985 303M 210G
Balaji et al. [41] 0-10m 0.105 0.058 0.367 0.895 0.984 303M 210G

TEDepth (ours) 0-10m 0.103 0.054 0.360 0.900 0.985 199M 170G

KITTI

TransDepth8 [2] 0-80m 0.064 0.252 2.755 0.956 0.994 247M 207G

Snapshot [16] 0-80m 0.058 0.195 2.350 0.964 0.995 303M 293G
Balaji et al. [41] 0-80m 0.059 0.201 2.378 0.965 0.995 303M 293G

TEDepth (ours) 0-80m 0.056 0.178 2.257 0.966 0.996 253M 335G

TABLE III
COMPARISON OF ENSEMBLE SCHEME ON KITTI AND NYU-DEPTH-V2 DATASETS. NOTE THAT ONLY TWO BASE PREDICTORS ARE USED IN EACH

ENSEMBLE SCHEME. RESULTS OF THE NON-ENSEMBLE METHOD TRANSDEPTH ARE ALSO REPORTED, HIGHLIGHTED BY “8”. “-” MEANS NOT
APPLICABLE. THE BEST RESULTS ARE INDICATED IN BOLD.

Method Cap Abs Rel ↓ RMSE ↓ log10 ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

BTS [1] 0-10m 0.141 0.500 0.059 0.833 0.965 0.991
TransDepth [2] 0-10m 0.149 0.472 0.059 0.875 0.981 0.995

TEDepth (ours) 0-10m 0.135 0.446 0.054 0.879 0.981 0.996

TABLE IV
GENERALIZATION ON THE SUN RGB-D DATASET. ALL METHODS ARE TRAINED ON THE NYU-DEPTH-V2 DATASET. THE BEST RESULTS ARE

INDICATED IN BOLD.

Encoder CNN Transformer

RMSE ↓ top1 top2 top3 top1 top2 top3

TEDepth-RBF (2) ✓ − − ✓ − −
TEDepth-RBF (3) ✓ −/✓ − ✓ ✓/− −
TEDepth-RBF (4) ✓ ✓ − ✓ ✓ −
TEDepth-RBF (5) ✓ ✓ −/✓ ✓ ✓ ✓/−
TEDepth-RBF (6) ✓ ✓ ✓ ✓ ✓ ✓

TABLE V
ILLUSTRATION OF THE ALTERNATIVE FUSING STRATEGY. THE NUMBER IN

PARENTHESES STANDS FOR THE NUMBER OF BASE PREDICTORS, WITH
THE CNN-BASED AND TRANSFORMER-BASED PREDICTORS FUSED

ALTERNATELY BASED ON ACCURACY. “✓” AND “−” DENOTES THE BASE
PREDICTORS SELECTED AND NOT SELECTED IN THE FUSION,

RESPECTIVELY.

Method Abs Rel ↓ RMSE ↓ log10 ↓ δ < 1.25 ↑ δ < 1.252 ↑

BP-ResNet101 0.115 0.401 0.049 0.872 0.979
BP-DenseNet161 0.111 0.392 0.047 0.879 0.981

BP-R50+ViT-B/16 0.108 0.375 0.046 0.890 0.983
BP-Conformer 0.109 0.382 0.046 0.889 0.981

BP-Volo 0.108 0.376 0.046 0.896 0.983

TEDepth-UWF (5) 0.102 0.357 0.044 0.902 0.987
TEDepth-CGF (5) 0.102 0.356 0.043 0.903 0.987
TEDepth-CBF (5) 0.100 0.349 0.043 0.907 0.987
TEDepth-RBF (5) 0.101 0.355 0.043 0.903 0.986

TABLE VI
COMPARISON OF DIFFERENT MIXER TYPES ON THE NYU-DEPTH-V2

DATASET. UWF: UNIFORMLY WEIGHTED FUSION; CGF:
CONFIDENCE-GUIDED FUSION; CBF: CONCATENATION-BASED FUSION;

RBF: RANKING-BASED FUSION.

Method Abs Rel ↓ Sq Rel ↓ RMSE ↓ δ < 1.25 ↑ δ < 1.252 ↑

BP-ResNext101 0.058 0.197 2.336 0.963 0.994
BP-Conformer 0.063 0.206 2.366 0.961 0.995

BP-Volo 0.069 0.219 2.378 0.959 0.995

TEDepth-UWF (3) 0.057 0.184 2.291 0.967 0.996
TEDepth-CGF (3) 0.056 0.182 2.293 0.967 0.996
TEDepth-CBF (3) 0.057 0.179 2.236 0.968 0.996
TEDepth-RBF (3) 0.056 0.174 2.223 0.968 0.996

TABLE VII
COMPARISON OF DIFFERENT DESIGN CHOICES FOR MIXERS ON THE

KITTI DATASET.

Method Abs Rel ↓ Sq Rel ↓ RMSE ↓ δ < 1.25 ↑ δ < 1.252 ↑

NYU-Depth-v2

BP-ResNet101&BP-DenseNet161 0.108 0.060 0.381 0.887 0.983
(BP-R50+ViT-B/16)&BP-Volo 0.104 0.056 0.363 0.897 0.985

(BP-R50+ViT-B/16)×2 0.105 0.058 0.367 0.895 0.984
TEDepth-RBF (2) 0.103 0.054 0.360 0.900 0.985

KITTI

BP-ResNext101&BP-DenseNet161 0.055 0.184 2.313 0.965 0.995
BP-Conformer&BP-Volo 0.058 0.191 2.317 0.964 0.995

(BP-ResNext101)×2 0.058 0.198 2.363 0.963 0.994
TEDepth-RBF (2) 0.056 0.178 2.257 0.966 0.996

TABLE VIII
EFFECT OF DIVERSITY AMONG BASE PREDICTORS. ALL VARIANTS ADOPT

THE SAME MIXER RBF.

F. Ablation studies

To better understand how the different elements in TEDepth
impair the overall performance, we perform a series of ablation
studies, involving the number of base predictors, mixer types,
diversity among base predictors and fusion locations.
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Method Abs Rel ↓ RMSE ↓ log10 ↓ δ < 1.25 ↑ δ < 1.252 ↑ Parameters FLOPs

BP-ResNet101 0.115 0.401 0.049 0.872 0.979 69M 66G
BP-DenseNet161 0.111 0.392 0.047 0.879 0.981 47M 61G
BP-ResNext101 0.114 0.402 0.049 0.873 0.977 113M 93G

BP-R50+ViT-B/16 0.108 0.375 0.046 0.890 0.983 152M 101G
BP-Conformer 0.109 0.382 0.046 0.889 0.981 141M 139G

BP-Volo 0.108 0.376 0.046 0.896 0.983 128M 117G

TEDepth-RBF (2) 0.103 0.360 0.044 0.900 0.985 199M 170G
TEDepth-RBF (3) 0.102 0.358 0.044 0.901 0.986 326M 291G
TEDepth-RBF (4) 0.102 0.355 0.044 0.903 0.986 395M 362G
TEDepth-RBF (5) 0.101 0.355 0.043 0.903 0.986 535M 505G
TEDepth-RBF (6) 0.101 0.355 0.043 0.902 0.986 648M 602G

TABLE IX
EFFECT OF THE NUMBER OF BASE PREDICTORS ON THE NYU-DEPTH-V2 DATASET. BP: BASE PREDICTOR; RBF: RANKING-BASED FUSION. THE

DETAILED EXPLANATIONS FROM TEDEPTH-RBF (2) TO TEDEPTH-RBF (6) ARE IN TABLE V.

Method Abs Rel ↓ Sq Rel ↓ RMSE ↓ δ < 1.25 ↑ δ < 1.252 ↑ Parameters FLOPs

BP-ResNet101 0.061 0.213 2.420 0.961 0.994 69M 92G
BP-DenseNet161 0.058 0.201 2.420 0.962 0.994 47M 85G
BP-ResNext101 0.058 0.197 2.336 0.963 0.994 113M 129G

BP-R50+ViT-B/16 0.061 0.213 2.409 0.962 0.995 152M 140G
BP-Conformer 0.063 0.206 2.366 0.961 0.995 141M 194G

BP-Volo 0.069 0.219 2.378 0.959 0.995 128M 163G

TEDepth-RBF (2) 0.056 0.178 2.257 0.966 0.996 254M 335G
TEDepth-RBF (3) 0.056 0.174 2.223 0.968 0.996 382M 503G
TEDepth-RBF (4) 0.057 0.185 2.271 0.967 0.996 429M 594G
TEDepth-RBF (5) 0.056 0.182 2.265 0.968 0.996 676M 740G
TEDepth-RBF (6) 0.057 0.183 2.254 0.968 0.996 745M 838G

TABLE X
EFFECT OF THE NUMBER OF BASE PREDICTORS ON THE KITTI DATASET.

Dataset NYU-Depth-v2 KITTI

Variant FL-RBF (5) PL-RBF (5) FL-RBF (3) PL-RBF (3)

Abs Rel ↓ 0.116 0.101 0.068 0.056
Sq Rel ↓ 0.067 0.052 0.237 0.174
RMSE ↓ 0.403 0.355 2.534 2.223
log10 ↓ 0.050 0.043 0.030 0.024

δ < 1.25 ↑ 0.868 0.903 0.956 0.968
δ < 1.252↑ 0.979 0.986 0.993 0.996
δ < 1.253↑ 0.996 0.998 0.993 0.999

TABLE XI
COMPARISON OF FUSING AT PENULTIMATE AND FINAL LAYERS. FL: FINAL

LAYER, PL: PENULTIMATE LAYER.

1) Number of base predictors: Tables IX and X demon-
strate the impact of number of base predictors on accuracy,
parameters and FLOPs. We adopt the ranking-based fusion
as mixer. It is interesting that after a certain number of base
predictors fused, ensemble accuracy stops improving or even
declines on some metrics. The phenomenon is consistent with

the findings in [40] that many could be better than all. In
addition, we notice that when the two base predictors are
integrated, the accuracy improvement is the greatest, while the
parameters and FLOPs of TEDepth are smallest. The increase
in accuracy becomes smaller and smaller as the base predictors
are fused further. Therefore, for new datasets, we advocate
integrating two or three base predictors to get a good trade-
off between performance and efficiency.

2) Mixer types: In Tables VI and VII, we investigate the
influence of different mixer types. It is clear that, regardless
of the deployment type, TEDepth can significantly improve
accuracy over base predictors. As a result, in the case of ensur-
ing diversity among base predictors, the ensemble operation
determines the approximate range of accuracy. Besides, the
uniformly weighted fusion mixer performs the worst out of the
four types of mixers, and the concatenation-based and ranking-
based fusions perform the best on NYU-Depth-v2 and KITTI,
respectively.

3) Diversity among base predictors: Table VIII summarizes
the effect of diversity among base predictors. We compare



IEEE TRANSACTIONS ON MULTIMEDIA, VOL. XX, NO. XX, XXXX 2022 10

RGB BP-ResNet101 BP-DenseNet161 BP-Conformer BP-Volo BP-R50+ViT-B/16 TEDepth (ours)

Fig. 9. Visualization of the penultimate layer feature maps on the NYU-Depth-v2 dataset, achieved by choosing one principle channel via PCA decomposition
and then displaying the feature map as a heat map.

RGB BP-Volo BP-Conformer BP-ResNext101 TEDepth (ours)

Fig. 10. Visualization of the penultimate layer feature maps from BP-Volo, BP-Conformer, BP-ResNext101 and TEDepth on the KITTI dataset.

TEDepth-RBF (2) with the best two Transformer-based fusion
model, the best two CNN-based fusion model and the best two
identical base predictors fusion model. Thanks to the comple-
mentarity of CNN and visual transformer, our TEDepth-RBF
(2) performs better on two datasets.

4) Fusion locations: As shown in Table XI, we present the
comparison of fusing at penultimate and final layers. Given
that the multi-channel feature maps contain more exploitable
information than the single-channel depth maps, the results
verify the deduction.

In Fig. 9 and Fig. 10, we show the penultimate layer feature
maps from base predictors to assess their contribution towards
the asymmetric depth errors and the feature maps of TEDepth
to highlight how fusing multiple predictors handles asymmet-
ric depth errors. We find that the chosen base predictors indeed
provide asymmetric feature maps, and the TEDepth is able to
inherit the strengths of each base predictor to alleviate their
catastrophic errors.

In Fig. 11, we present the performance comparison of base
predictors. An interesting phenomenon is that Transformer-
based predictors perform better on NYU-Depth-v2, whereas
CNN-based predictors perform better on KITTI. One reason
for this could be the ground-truth type. NYU-Depth-v2 has
dense ground-truth depth maps. On the other hand, the ground-
truth depth maps of KITTI are relatively sparse. By captur-
ing long-range dependencies, visual transformer can improve
accuracy at pixels without ground-truth supervision. It may,
however, degrade the depth accuracy at pixels supervised by

(a) (b)

Fig. 11. Comparison of performance with respect to the base predictors. It
should be noted that the larger the shadow area, the smaller the model errors.
(a) Comparison on the NYU-Depth-v2 dataset. (b) Comparison on the KITTI
dataset.

ground-truth. Because of the dense ground-truth depth maps in
the NYU-Depth-v2 dataset, it is easier to obtain more accurate
depth maps through long-range dependencies. In the case of
the KITTI dataset, the opposite is true.

V. CONCLUSION

In this work, we open up a new avenue for model design by
introducing ensemble learning and thoroughly investigate its
utility for monocular depth estimation. Besides, we develop an
effective and easy-to-implement framework, TEDepth, based
on two levels to deliver asymmetric bottom-level predictions
and adaptively merge them at the top level, enabling a compre-
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hensive and accurate depth estimation. Extensive experiments
are carried out on three challenging datasets, including NYU-
Depth-v2, KITTI and SUN RGB-D datasets. The experimental
results emphasize the effectiveness and strong generalizability
of TEDepth. We hope our study can encourage more works ap-
plying the neural ensembles into monocular depth estimation
and enlighten the framework design of other closely related
tasks, e.g., surface normal prediction.
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