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Abstract— Convolutional neural networks (CNNs) are commonly 

employed for image emotion recognition owing to their ability to 

extract local features; however, they have difficulty capturing the 

global representations of images. In contrast, self-attention 

modules in a visual transformer network can capture long-range 

dependencies as global features. Some studies have shown that an 

image’s local and global features determine the emotions of the 

image and that some local regions can generate an emotional 

prioritization effect. Therefore, we proposed combining global 

self-attention features and a local multiscale features network 

(CGLF-Net) to recognize an image’s emotion, extracting image 

features from global and local perspectives. Specifically, the cross-

scale transformer network is employed instead of convolution 

operations in the global feature branch to enhance its model 

feature representation. In the local feature branch, the improved 

feature pyramid module is applied to extract features from 

different sensory fields, thereby combining semantic information 

with different scales. Furthermore, the local attention module 

based on class activation maps guides the network to focus on 

locally salient regions. In addition, using multibranch loss 

functions, local and global feature branches are combined to 

enhance the ability to capture a comprehensive set of features. 

Consequently, the proposed network achieves recognition 

accuracies of 75.61% and 65.01% on the FI-8 benchmark dataset 

and Emotion-6 benchmark dataset, respectively. These results 

show that the proposed CGLF-Net reliably address the difficulty 

of extracting global features using CNNs, representing the 

classification performance of the state-of-the-art. 

  
Index Terms—class activation map, global and local features, 

image emotion recognition, local attention, multibranch loss 

function, multiscale, self-attention.  

 

I. INTRODUCTION 

ITH the development of social media, a growing 

number of people are expressing their emotions by 

sharing pictures on the internet, which has led to a 

research focus on image emotion recognition. Psychological 

studies have shown that visual stimuli can influence human 

emotions [1-4]. It is important to enable machines to recognize 

and understand emotions in imagery for image retrieval [5, 6], 

opinion mining [7-10], and aesthetic classification [11]. 
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Unlike traditional image classification and segmentation 

tasks, image emotion recognition is challenging because it 

considers people's reactions to visual content. Although the 

various features of an image may arouse different emotions, the 

complexity of the content increases the difficulty of image 

emotion recognition [12]. Moreover, images with a multitude 

of content may express multiple similar emotions, implying a 

large intraclass gap between two images of the same category 

[13, 14]. 

Early image emotion recognition studies attempted to 

perform emotion recognition using low-level visual features, 

such as image color and texture [15]. However, it is difficult to 

accurately relate these features to emotions, and manually 

designed features have considerable limitations. Therefore, 

with the development of deep learning, many studies have 

begun using related models for image emotion recognition. One 

common method is the use of convolutional neural networks 

(CNNs) to extract image features [16]. Relevant experimental 

results have shown that end-to-end classification methods that 

rely on CNNs are more effective than manually designed 

feature classification methods in image emotion recognition 

tasks [17]. 

In early studies, each region of an image was treated equally 

during learning, with different features extracted for different 

tasks. Subsequently, psychological studies showed that 

different regions and varied content contribute differently to 

emotional arousal [18]. Some local regions in an image may 

contain more discriminative information regarding emotions 

than other parts. Zhao et al. [19] found that using both local 

features and global features improves results, suggesting that 

image emotion recognition should combine local and global 

feature extraction to obtain more discriminative representations. 

Consequently, obtaining appropriate features from images is 

essential to image emotion recognition. In previous studies, 

single visual features were considered global representations; 

thus, they disregarded the emotional responses evoked by local 

areas of an image [13, 20]. Some recent studies have attempted 

to combine local and global features using CNNs to extract 
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global features [21]. However, it is difficult to obtain global 

representations because convolutional operations are effective 

only at extracting local feature information; thus, the extracted 

features cannot adequately summarize the global information 

[22-24]. 

Recently, Vaswani et al. [25] proposed a transformer 

structure instead of a convolution operation for global image 

feature extraction. The Vision Transformer (ViT) method 

divides an image into a fixed number of patches with location 

information to construct a sequence of tokens and extract the 

parameter vector as a visual representation. Furthermore, 

sophisticated spatial transformations and long-distance feature 

reliance are adopted as global representations via a self-

attention mechanism and multilayer perceptron (MLP) 

structure. Liu et al. [26] subsequently proposed the Swin 

Transformer algorithm, which applies a pyramid structure 

window attention method and establishes a cross-window 

relationship using shifted windows. Thus far, the transformer 

structure has been widely utilized in image classification tasks 

and has achieved encouraging results by obtaining global 

representations from images for classification. Fig. 1 shows the 

attention graphs of traditional CNNs and transformer networks. 

CNNs focus on local image regions during classification, 

whereas transformer networks weigh multiple regions. 

Moreover, research in image emotion recognition using the 

combination of convolutional and self-attention features to 

extract local and global features is not available. Consequently, 

owing to the excellent global feature extraction capability of 

transformers, this study attempts to combine the advantages of 

transformer networks with CNNs to enhance image sentiment 

recognition performance, which will explore its feasibility with 

regard to image emotion recognition. 

To combine the local and global information of images, this 

study proposes a two-branch network structure, which is 

referred to as the combining global self-attention features and 

local multiscale features network (CGLF-Net), which enhances 

the network's representation of image sentiment as a function 

containing both local features and global features. The network 

consists of a local feature branch based on a CNN structure and 

a global feature branch based on a transformer network. The 

local feature branch obtains local features that are highly 

correlated with sentiment labels to avoid the influence of noise 

in nonsentiment regions. In the local feature branch, the class 

activation technique is applied to guide the extraction of local 

features. Specifically, global feature branching combines the 

information of different sentiment regions to prevent the feature 

information from being excessively homogeneous. A new loss 

function is also proposed to render the output distributions of 

the two branches consistent, and a class activation map (CAM) 

loss term is added to the loss function to improve accuracy. 

The main contributions of this work are summarized as 

follows: 

1) We propose a two-branch network named CGLF-Net. In 

the local feature branch, we extract local multiscale features of 

an image via a modified feature pyramid network and CAM 

weighted local attention module (CW-LAM). Moreover, we 

obtain global self-attention features by a cross-scale 

transformer network in the global feature extraction branch. 

The results indicate that the combination of global self-attention 

features and local multiscale features can have a 

complementary effect, resulting in richer emotional features. 

2) Kullback–Leibler divergence is introduced to the loss 

function to maintain consistency in the output distributions of 

both network branches. A CAM loss term is also added to the 

loss function to further improve performance. The results of the 

ablation experiments show that the emotion recognition rate of 

the two-branch network can be improved by the loss function 

we designed. 

3) The proposed CGLF-Net for image emotion recognition is 

experimentally validated by the FI-8, Emotion-6 and WEBEmo 

datasets. The results show that the network achieved promising 

performance compared to state-of-the-art models. In particular, 

the accuracy on Emotion-6 was significantly improved by 5% 

compared to existing methods, which reached the highest level. 

II. RELATED WORK 

This study focuses on the image emotion recognition 

problem, and the approach used is highly relevant to 

transformer networks. In this section, we review existing 

methods in terms of the two aspects mentioned above. 

A. Image Emotion Recognition 
Image emotion recognition, which is also referred to as 

emotional content analysis, is an important field of artificial 

intelligence research that is aimed at recognizing or generating 

emotions such as those generated by humans after viewing 

images. Currently, the main categories of image emotion 

recognition are categorical emotion states (CESs) [27-30] and 

dimensional emotion spaces (DESs) [31, 32]. DES models 

provide flexible descriptions of emotions by defining them in 

2D, 3D, or higher-dimensional Cal systems in continuous space, 

and typical DES models include the valence–arousal space [33]. 

In contrast, in the CES model, emotions are directly defined as 

several discrete feelings, such as anger, fear, and sadness. 

Compared with the DES model, the CES model is more 

intuitive; therefore, most studies use the CES model. The CES 

model divides emotions into two categories––positive and 

negative––using strict psychological theory. Ekman [28] 

further classified emotions into six categories (i.e., anger, 

Fig. 1 Images labeled as “sad:” (a) Original images, (b) ResNet-

50 attention map, (c) Swin-based network attention map. 
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disgust, fear, happiness, sadness, and surprise), whereas Mikel 

et al. [30] classified emotions into four positive emotions (i.e., 

amusement, awe, contentment, and excitement) and four 

negative emotions (i.e., anger, disgust, fear, and sadness). To 

allow for cross-sectional comparisons, this study is based 

primarily on the CES model. 
In previous studies, different combinations of low-level 

visual features were extracted for emotion recognition, with 

color and texture being the most representative. Lee et al. [32] 

proposed MPEG-7, a complex combination of features 

consisting of color and texture. Machajdik et al. [34] used 

features extracted from aesthetic art concepts, which included 

color, texture, composition, and content. Based on primary 

visual features, such as color and texture, some studies have 

attempted to obtain more complex features using histograms 

[35, 36]. Because low-level features can only provide basic and 

local information in an image, the features lack the 

representation of semantic information in the image. 

Furthermore, low-level features are susceptible to interference 

from environmental factors such as lighting and noise, which 

leads to a decrease in emotion recognition accuracy. 

Because the relationship between low-level visual features 

and image emotion is difficult to understand, some studies have 

extracted mid-level features to bridge the gap between low-

level visual features and high-level emotions. Mid-level image 

features primarily include attributes, sentributes, constructs, 

and compositions. Yuan et al. [37] proposed Sentribute, an 

image emotion recognition algorithm that uses detected facial 

expression features to determine emotional polarity. The 

features designed by Wang et al. [38] provide a map 

comparison and have better interpretability and 

comprehensibility than traditional features. Rao et al. [39] 

found that the use of bag-of-visual words can effectively model 

the emotional information contained in local regions of an 

image while avoiding false recognition caused by extracting 

features from the entire image. According to different artistic 

principles, Zhao et al. [12] proposed principles-of-art-based 

emotion features, a comprehensive representation based on 

balance, emphasis, harmony, change, hierarchy, and 

movement. Lu et al. [40] proposed three 1D visual feature 

scalars (i.e., roundness, angularity, and visual complexity) that 

were effective for practical image emotion recognition. 

Although mid-level features contain some of the abstract 

information in images, they still cannot accurately represent the 

complexity and diversity of emotions. Simultaneously, the 

associations and patterns among features are difficult to 

interpret and understand, thus limiting the effectiveness and 

reliability of emotion recognition. There are certain differences 

in the performance of intermediate features in different images, 

leading to a low accuracy of emotion recognition. 

High-level image features refer to semantic information, 

which is easy to understand. These features are more closely 

related to image emotions than low- and mid-level features. 

Borth et al. [41] developed SentiBank, a large visual emotion 

ontology consisting of 1,200 adjective–noun pairs (ANPs), by 

combining psychology and taxonomy (folksonomy) features 

extracted from social multimedia. Based on SentiBank, Jou et 

al. [42] proposed a large-scale multilingual visual emotion 

Fig. 2. Structure of CGLF-Net, consisting of two branches: (a) local features extraction branch and (b) global features extraction 

branch. The entire network was trained using a multitask loss function. 
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ontology. To bridge the emotional gap between image content 

and evoked emotions, Ali et al. [43] introduced high-level 

concepts (HLCs), which contain objects and places as features 

for image emotion recognition. The diversity and complexity of 

semantic information in images makes it difficult to accurately 

describe images based on hand-designed high-level features. 

Additionally, for some images, such as abstract paintings, 

features may not be sufficient to serve as emotional 

representations. 

With advancements in deep learning, CNNs have achieved 

breakthroughs in various fields. Learning-based features have 

shown outstanding performance in affective image content 

analysis (AICA), and CNN-based methods have been applied 

to image emotion recognition tasks. Peng et al. [13] were the 

first researchers to apply CNN models to image emotion 

recognition tasks, and their experimental results demonstrated 

that the CNN-based approach outperformed the hand-designed 

feature approach. Chen et al. [44] trained the classification of 

1,200 ANPs using a CNN based on SentiBank, and the resulting 

deep model, DeepSentiBank, outperformed its predecessor. 

You et al. [45] used a progressive CNN pretrained on 500,000 

weakly labeled images from SentiBank to obtain a pretrained 

model, discovering that the trained model was robust against 

small-scale labeled datasets. Chen et al. [21] employed a 

pretrained CNN and pretrained AlexNet to obtain image 

features for image emotion recognition. Rao et al. [39] utilized 

a multilevel network structure to fuse low-level features 

obtained from different CNN learning layers with high-level 

features to achieve image emotion recognition. 

In these previous studies, each region of an image was 

treated equally, and different global features were extracted for 

different tasks. According to psychological theory, emotional 

content is associated with certain important regions in an image; 

therefore, an increasing number of studies have investigated 

ways to extract local features to enhance image emotion 

recognition. Rao et al. [46] proposed the extraction of a 

multilevel depth representation using a feature pyramid 

network (FPN), which generated suitable local regions using 

emotion region suggestion methods to remove redundant 

nonemotion regions. You et al. [47] used an attention model to 

identify local areas that triggered certain emotions in observers 

and extracted their features to improve visual emotion 

classification. Moreover, Yang et al. [48] used a pretrained 

target detection tool to extract targets in images and remove the 

influences of redundant information on classification. Zhao et 

al. [49] proposed a CNN framework that contains detection and 

classification branches. In the detection branch, soft emotion 

maps are generated by classifying features, and global features 

are combined with soft emotion maps to obtain comprehensive 

local feature information. She et al. [50] introduced a weakly 

supervised coupled convolutional network (WSCNet) 

dedicated to the automatic selection of relevant weak 

annotations when provided, thereby significantly reducing the 

annotation burden. Zhang et al. [51] proposed an end-to-end 

deep neural network for image emotion recognition using 

emotion intensity learning and succeeded by leveraging 

emotion intensity maps as additional supervisory information 

for the network. Most recent studies have designed networks for 

correlating image emotions with local image features and 

directly applied convolutional neural networks to extract global 

features of images. However, CNNs are more adept at 

extracting local features of images, and the global information 

of images cannot be well characterized using only CNNs. 

B. Vision Transformers (ViTs) 

Transformer is a deep learning model that is widely utilized 

in many fields, such as natural language processing and 

computer vision. Transformer networks were first used as a 

sequence-to-sequence model for machine translation, and later, 

Dosovitskity et al. [25] proposed the vision transformer (ViT) 

network, which favored a pure transformer network instead of 

the traditional CNN structure for direct image classification. 

ViT networks decompose images into sequences of tokens with 

fixed lengths and relationally model these token sequences 

through multiple transformer layers. ViT networks indicate that 

pure Transformer networks are very effective in computer 

vision tasks while having significant advantages over CNN 

networks on large-scale datasets [25]. However, ViT networks 

require the computation of global attention of images, resulting 

in network models that must be pretrained on large-scale 

datasets (e.g., ImageNet-22K, JFT-300 M, etc.) to be 

comparable to CNN networks. Additionally, ViT networks 

suffer from excessive computational overhead for high-

resolution image inputs [52]. 

To address the problem that ViT networks are difficult and 

ineffective to train on small-scale datasets, DeiT [52] proposes 

a training strategy on smaller datasets (e.g., ImageNet1K) that 

focuses on introducing distillation means and setting superior 

hyperparameters during the training process. The experimental 

results show that the training strategy used with DeiT makes the 

ViT model outperform the CNN network on small-scale 

datasets. The computational complexity of the ViT network is 

quadratic to the image size, resulting in a high computational 

overhead of the model. To address this problem, Wang et al. 

[53] proposed the pyramid vision transformer network (PVT), 

which introduces a pyramid structure in the ViT network, 

gradually decreases the resolution of the feature map, and 

increases the number of feature channels as the network 

deepens. The experimental results show that the PVT network 

has lower model parameters and higher classification accuracy. 

Liu et al. [26] proposed the Swin Transformer network, which 

replaces the fixed window segmentation in the original ViT 

network with sliding window segmentation, thus achieving a 

balance of speed and accuracy in image classification. 

III. METHODOLOGY 

The purpose of this study is to improve image emotion 

recognition by combining local image features with global 

features. Unlike previous studies in which CNNs were used to 

extract global image features, the proposed method used 

transformer networks instead of CNNs as the image global feature 

extraction method. The network structure is shown in Fig. 2. The 
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network comprises local and global feature extraction branches. 

A. Local Feature Extraction Branch 

As mentioned in Section 1, the emotion of an image is 

highly correlated with local features. In the local feature 

extraction branch, this study uses a CNN as the base stem 

network to collect local features in layers using convolutional 

operations and retain local cues as features. CNNs capture local 

feature information more effectively than the self-attention 

modules of a transformer. 
1) Multiscale Module 

In the local feature extraction branch, this study uses a CNN 

as the base stem network to collect local features in layers using 

convolutional operations and to retain local cues as features. 

CNNs capture local feature information more effectively than 

the self-attention modules of a transformer. 

Previous studies have demonstrated that the use of multiscale 

features can significantly improve image emotion recognition 

performance [39, 54]. However, in the original feature pyramid 

network, each scale feature has different resolution and 

semantic information, and direct fusion will lead to the loss of 

the original semantic information. To improve the performance 

of multiscale information extraction, this study uses an 

improved FPN to extract multiscale image information. The 

detailed structure, which is shown in Fig. 3, consists of three 

parts (i.e., bottom-up path, top-down path, and lateral 

connection) and generates features at different scales through 

the bottom-up paths, where features generated at higher levels 

have smaller scales [55]. The features generated by extracting 

the bottleneck layers of the four convolutional blocks in the 

CNN serve as feature pyramid inputs {C2, C3, C4, C5}. Owing 

to the large feature scale generated by the first convolutional 

layer, it is omitted to reduce network overhead. 

In the top-down process, the feature fusion process is 

improved to reduce the semantic information loss of features at 

each scale in the feature pyramid network. The specific 

implementation process is described as follows: First, the top-

level feature 1

H H D

iC  

+   is feature-dimensioned by a 1 × 1 

convolution to obtain the feature 1

H H D

iM
 

+  , where D  

and D  indicate the number of channels. The number of 

channels of this feature is aligned with the number of channels 

of the next layer of features. Subsequently, the semantic vector 
1 1

1

D

iVector
 

+   is extracted for the feature 1iM + , which 

represents the key semantic information in the feature. The 
feature H H D

iS
   is obtained by feature fusion on feature iC  

using the semantic vector 1iVector + . To maintain the semantic 

information in the original features, we extract the key 

information vector 1 1 D

iI
   for the features and use this 

vector for semantic reinforcement of the original features iC . 
Feature iS  is fused with feature iC  for feature fusion. The 

overall computational process is presented as follows: 

1 1( ), 5
,
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i

i
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 =
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      (1) 
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
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Re ( ), 2,3,4,
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i C C

C
I LU i

h h
= =




  (4) 

where  denotes elementwise multiplication, Mh  denote 

the height and width of feature 1iM + , m denotes the thm  row 

of feature 1iM + , n denotes the thn  column of feature 1iM + , 
Ch denote the height and width of feature iC , x denotes the 
thx  row of feature iC , and y denotes the thy  column of 

feature iC . 

In the lateral connections, the features iM  at each scale must 

be downscaled by 1 × 1 convolution so that the number of 

channels of all multiscale features iP  remains the same. In our 

experiments, the number of feature channels was set to 128, and 

the calculation procedure is shown below. 

1 1Re ( ( )), 2,3,4,5,i iP LU Conv M i= =     (5) 

With the feature pyramid network, the feature maps {P2, P3, 

P4, P5} fuse features of different scales and semantic strengths 

to enhance network access to detailed information. 

Fig. 4. Structure of image emotion class activation graph 

subnetwork. W1–WN = Activation maps 1–N; 𝑊ഥ = Local 

attention map; c1–c5 = Convolutional blocks 1–5; CNN = 

Convolutional neural network; Conv = Convolution; GAP = 

Global average pooling; v1–vN = Pooling layers 1–N; y1–yN = 

Softmax output 1–N. 

Fig. 3. Feature pyramid network structure. c2–c5 = 

Convolutional blocks 2–5; Conv = Convolution; ReLU = 

Activation layer; GAP = Global average pooling; M2–M5 = 

Middle features 2–5; P2–P5 = Pooling layers 2–5. 
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2) Local Attention Module 

In psychological theory, emotional images are defined as 

human responses to visual inputs [2, 56]. The role of the 

attention mechanism is to precisely determine salient regions in 

the image. This study’s goal is to increase performance by using 

attention mechanisms while focusing on important features and 

suppressing unnecessary features. Thus, the network is allowed 

to autonomously focus on locally salient features using a local 

attention mechanism. 

To further enhance the network for local feature extraction, 

most previous studies used a CAM to obtain image-like 

activation maps to guide the network to extract local features. 

However, a CAM must be obtained by multiplying the 

parameters of the fully connected layer with the last layer’s 

feature map, which cannot be directly obtained via forward 

propagation. In this study, the class activation map (CAM) is 

directly obtained from the forward propagation of the network, 

and based on it, the local attention maps of the images are 

obtained. Eventually, the local attention weights combined with 

the convolutional block attention module (CBAM) constitute 

the new local attention module, which is referred to as the class 

activation graph weighted local attention module (CW-LAM). 

The ResNet network is employed as the base stem network, 

and C5 features are extracted using one layer of convolution and 

four convolution blocks. The channels of the 𝐶5 ∈ ℝ𝐻×𝐻×𝑁 

features are converted to emotion category numbers using 1×1 

convolutions, and the global average pooling (GAP) layer 

output is mapped to the final emotion category. 

1

,

0

, 0,1,2,..., ,
K

i k i k

k

W A F i N
−

=

=  =         (6) 

where 𝐴𝑘,𝑖 denotes the value of the kth row and i-th column in 

the weight matrix 𝐴 and 𝐹𝑘 denotes the feature matrix of the 

kth channel in feature 𝐹. After obtaining the feature matrix 𝐹, 

it is input to the global average pooling layer to obtain the vector 

𝑉 = {𝑣𝑛}, 𝑛 = 0,1,2, … , 𝑁 . The calculation formula is 

expressed as follows: 

,,
( )

, 0,1,2, , ,
n i ji j

n

F
v n N

H H
= =




        (7) 

where (𝐹𝑛)𝑖,𝑗 denotes the value of the i-th row and j-th column 

of the n-th channel of the feature map 𝐹. The weight vector 

𝑉 = {𝑣𝑛}, 𝑛 = 0,1,2, … , 𝑁  is input to the softmax layer to 

obtain the final classification weight 𝑃 = {𝑝𝑛}, 𝑛 =
0,1,2, … , 𝑁 . To obtain the local attention weight 𝑊ഥ  of the 

image, we weight and fuse all class activation maps of the 

image and choose the classification weight 𝑃 as the weight of 

the weighted fusion. The calculation procedure is expressed as 

follows: 

0

,
N

i i

i

W y W
=

=                 (8) 

The local attention map 𝑊ഥ  is used to obtain the significant 

regions in the image that are related to the emotion. The value 

in the local attention map 𝑊ഥ  represents the degree of 

relevance of a region to the emotion. The local attention map 

𝑊ഥ  provides local information that can be applied to improve 

the performance of emotion recognition. To ensure that the 

model can be properly trained, we normalize the values of the 

local attention map to [0, 1]. 

After obtaining the image local attention map 𝑊ഥ , the size 

of the local attention map is changed to the corresponding size 

of each multiscale feature extracted by the FPN via upsampling. 

Here, nearest neighbor interpolation was selected as the 

upsampling method. The image local attention map is weighted 

Fig. 5. Structure of the CAMs weighting local attention module 

(CW-LAM). BN = Batch normalization; CBAM = 

Convolutional block attention module; Conv = Convolution 

layer; P2–P5 = Multiscale features 2–5; L2–W5 = Local 

features 2–5; 𝑊ഥ = Local attention map; Upsampling = 

Nearest neighbor interpolation. 

Fig. 6. Structure of the global feature extraction network. The 

network is divided into four stages, and the output sizes of the 

stages are  ,  ,  , 

and . GAP = Global average pooling layer; 

BN = Batch normalization layer; T1–T4 = Global features 1-4; 

H = Height; W = Width. 
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and fused with features of the same size, and the calculation 

procedure is expressed as follows: 

, 2,3,4,5,i i iP W P P i= + =        (9) 

where 𝑃𝑖  denotes the i-th multiscale feature map and 𝑃𝑖
′ 

denotes the i-th scale feature map after local attention weighting. 

The number of channels of all multiscale features is set to 128. 

To further combine the channel information and spatial 

information of local features, a CBAM is used to refine the local 

features in this study. A CBAM is a lightweight general-

purpose module that can be applied to any CNN framework 

while disregarding module overhead [57]. CBAM separately 

computes attention maps in both spatial dimensions and 

channel dimensions and multiplies them with the feature maps 

for adaptive feature refinement. The size of the CBAM feature 

map is the same as that of the original feature map. 

In the proposed network structure, the input of the attention 

module is the multiscale feature 𝑃𝑖
′, the CBAM output is the 

channel attention map 𝑀𝑐 ∈ ℝ1×1×𝐶 , and the spatial attention 

map is 𝑀𝑠 ∈ ℝ𝐻×𝑊×1 . Ultimately, the attention graph 

corresponding to each scale feature is defined as: 

( ) ( ( ) ), 2,3,4,5i s i c i iAttn M F M F F i= = , (10) 

where  denotes elementwise multiplication. Channel 

attention information is propagated along the spatial dimension 

by multiplying the channel attention with the original feature 

map. The result is then multiplied by spatial attention so that the 

spatial attention values are propagated along the channel 

dimension. Attni represents the final fusion output results 

corresponding to features at each scale. 

The input of the CW-LAM comprises four scales of features 

extracted by the FPN structure. Their sizes are 7×7×128, 

14×14×128, 28×28×128, and 56×56×128, and the output size 

of the local attention module is the same as the input. The four 

outputs of the CW-LAM are passed through the GAP layer to 

obtain a 128-dimensional feature vector, and the four local 

feature vectors are concatenated to form a 512-dimensional 

feature vector. This feature vector is fed into the fully connected 

layer to achieve emotion recognition. 
B. Global Feature Extraction Branch 

In the field of deep learning, CNNs can be considered 

hierarchical sets of local features with different perceptual 

domains [22]. Therefore, they are efficient at extracting local 

features but lack the ability to acquire global features [23]. In 

contrast, the Vision Transformer network constructs a sequence 

of markers by segmenting an image into small blocks with 

positional embeddings and by extracting the parameterized 

vectors as a visual representation through the transformer 

module. After the self-attention mechanism and MLP structure 

are employed, the ViT networks obtain complex spatial 

transformations and long-range feature dependencies; therefore, 

these networks have excellent global feature representation 

capabilities. 

Furthermore, Liu et al. [26] proposed a Swin Transformer 

network based on ViT, which increases the efficiency of the 

conventional Swin Transformer  network by restricting self-

attention to local windows and allowing cross-window 

connections. Moreover, a hierarchical network structure is 

employed, resulting in the ability to model at multiple scales. In 

this study, a Swin Transformer serves as the base stem network 

for the global feature extraction branch. To retain more 

underlying information in the global features, we design a 

cross-scale feature fusion module for emotion recognition by 

extracting features from different stages in the Swin 

Transformer. The structure of the global feature extraction 

network is shown in Figure 6. 

The Swin Transformer network uses the patch partition 

module to split the input red–green–blue channel image into 

multiple nonoverlapping patches. In this study, the size of each 

patch is set to 4 × 4 so that the feature dimension of each patch 

is 4 × 4 × 3. Therefore, after segmentation, the original image 

of size H × W × 3 is 4 4 48H W  . 

The linear embedding and Swin Transformer blocks are 

combined into one stage, and the entire Swin Transformer 

network contains four stages. First, the patch is mapped to an 

arbitrary dimension, C, after passing through the linear 

embedding module, where the obtained feature size is

4 4H W C  . Subsequently, each patch is fed to the Swin 

Transformer block to calculate the self-attention value. 

The Swin Transformer block includes a moving-window-

based multihead attention module as well as an MLP module. 

LayerNorm layers are applied before each multihead self-

attentive (MSA) mechanism and MLP for normalization, and a 

residual module is attached after each. 

The multiheaded attention module is shown in Figure 7. In the 

multiheaded attention module, the multihead self-attention is 

calculated similarly to the ViT algorithm but with the addition 

of a relative position bias to the self-attention. The calculation 

formula is presented as follows: 

 

( , , ) ( ) ,TAttention Q K V SoftMax QK d B V= + (11) 

 

Fig. 7. Structure of two consecutive swin-transformer blocks. 

LN = Layer normalization layer; MLP = Multilayer perceptron; 

MSA = Self-attention module; SW-MSA = Shifted-window 

MSA; W-MSA = Regular window MSA; 𝑍መ = MSA output. 

This article has been accepted for publication in IEEE Transactions on Multimedia. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMM.2023.3289762

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Auckland. Downloaded on December 05,2023 at 02:47:48 UTC from IEEE Xplore.  Restrictions apply. 



8 

> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

where 𝑄,𝐾, 𝑉 ∈ ℝ𝑔2×𝑑  include the query, key, and value 

matrices, respectively; d is the query/key dimension; and g2 is 

the number of patches in a window. Because the relative 

position along each axis lies in the range [-g+1, g-1], a smaller-

sized bias matrix, (2 1) (2 1)ˆ g gB −  − , is parameterized, and values in 

𝐵 are obtained from 𝐵̂. 

After the feature of size 4 4 48H W   is input to the first 

stage, the output size is 4 4H W C  . Then, for each 

subsequent stage, the feature size is halved, and the number of 

channels is doubled. Therefore, the outputs of the four stages 

are 4 4
1

H W CT   , 8 8 2
2

H W CT   , 3

16 16 4H W CT   , and 
32 32 8

4
H W CT   . 

We input the four features 1T ~ 4T  into the global average 

pooling layer to obtain the feature vector 1T  ~ 4T  . The 

dimensions of the feature vectors are 1 1 C  , 1 1 2C  , 

1 1 4C  , and 1 1 8C  . By flattening all the feature vectors 1T 

~ 4T  , the dimensionality of the feature vectors becomes C , 

2C , 4C , and 8C . For the stability of training, all the feature 

vectors are normalized by the BatchNorm layer. All the feature 

vectors 1T ~ 4T   are spliced to obtain a global feature vector of 

dimension 15C , which is fed into the softmax layer for emotion 

recognition. 

C. Loss Function 

Considering both local feature branches and global feature 

branches, the multibranch loss function Lmulti contains two 

terms: 

 

 1 1(1 ) ,multi local globalL L L = −  +     (12) 

 

where 𝐿𝑙𝑜𝑐𝑎𝑙  denotes the loss function of the local feature 

branch and 𝐿𝑔𝑙𝑜𝑏𝑎𝑙  denotes the loss function of the global 

feature branch. 𝜎1 was set to 0.8 in the experiment. Both loss 

functions use label-smoothing cross-entropy, and the 

calculation process is presented as follows: 

1

log ,
K

i i

i

Loss y p
=

= −            (13) 

(1 ) ( )

( )
1

i

if i y

y
if i y

K





− =


= 


 −

，           (14) 

1

exp( )
,

exp( )

i
i K

jj

z
p

z
=

=


            (15) 

 

where K denotes the total number of categories, 𝜀 is a small 

hyperparameter, pi denotes the prediction result (obtained by 

performing softmax calculations on the output vector), yi 

denotes the true label value, and 𝑦𝑖 = 0,1,2,⋯ , 𝐾 denotes the 

true image category. 

To ensure that the output distribution of the local feature 

branch is consistent with that of the global feature branch, a 

constraint term is added between the two branches in the loss 

function. The formula is presented as follows: 

2 _ _ 2 _ _(1 ) ,dis local to global global to localL L L = −  +  (16) 

where 𝐿𝑙𝑜𝑐𝑎𝑙_𝑡𝑜_𝑔𝑙𝑜𝑏𝑎𝑙  denotes the distribution loss to which 

the global feature branch output is targeted and the local feature 

branch output is fitted. 𝐿𝑔𝑙𝑜𝑏𝑎𝑙_𝑡𝑜_𝑙𝑜𝑐𝑎𝑙  denotes the distribution 

loss to which the global feature branch output is fitted, with the 

local feature branch output as the target. 𝜎1 was set to 0.8 in 

the experiment. The corresponding formulas are presented as 

follows: 

_ _

1

log( ),
localK
i

local to global i global
i i

p
L y

p=

=        (17) 

_ _

1

log( ),
globalK
i

global to local i local
i i

p
L y

p=

=        (18) 

where 𝑝𝑖
𝑙𝑜𝑐𝑎𝑙  denotes the probability of the ith class of the 

affective output from the local feature branch and 𝑝𝑖
𝑔𝑙𝑜𝑏𝑎𝑙

 

denotes the probability of the ith class of the affective output 

from the global feature branch. 

To ensure the accuracy of the class activation map, the image 

class activation map loss, 𝐿𝐶𝐴𝑀  is introduced to the loss 

function to guide the generation of the emotional class 

activation map. The calculation is presented as follows: 

( )1 1
log( ) log( ) ,

cam
K Kcam i

CAM i i i globali i
i

p
L y p y

p= =

 
= − +  

 
   

 (19) 

where 𝑝𝑖
𝑐𝑎𝑚  denotes the probability of the ith class of the 

emotion output from the image emotion class activation map 

branch. The network is branched to obtain more accurate maps 

by learning global features to extract branch outputs and true 

labels. 

The loss function of the entire network consists of 𝐿𝑚𝑢𝑙𝑡𝑖 , 

𝐿𝑑𝑖𝑠 and 𝐿𝐶𝐴𝑀  components, which are expressed as 

1 2 3cls multi dis CAML L L L  =  +  +      (20) 

The entire network is trained in an end-to-end manner. Local 

feature branches work in tandem with global feature branches. 

The use of image emotion activation map branches improves 

recognition performance with additional supervisory 

information. As the performance improves, the accuracy of the 

image emotion activation map also improves, which improves 

the recognition performance of the network. 

VI. EXPERIMENTS 

Using an image emotion recognition task, this study 

demonstrated that the proposed network is effective for image 

emotion recognition. 

A. Experimental Setup 

1) Datasets 

The experiments were based on three datasets. 

This article has been accepted for publication in IEEE Transactions on Multimedia. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMM.2023.3289762

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Auckland. Downloaded on December 05,2023 at 02:47:48 UTC from IEEE Xplore.  Restrictions apply. 



9 

> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 
a)  The Emotion-6 dataset [58] consists of 8,350 images 

culled from 150K images crawled by Google and Flickr. 

According to the basic human emotion theory proposed by 

Ekman, the images in this dataset were labeled as six 

emotions: anger, fear, joy, sadness, love, and surprise. As 

in [51], 80% of the images in the dataset were randomly 

selected for training, and the remainder were used for 

testing. 

b)  The FI-8 dataset [17] is a collection of images from Flickr 

and Instagram. In total, 23,308 images were separately 

labeled using up to eight emotional tags [51]. In total, 

80%, 15%, and 5% of the images were randomly selected 

for training, testing, and validation. 

c) The WEBEmo dataset [58] consists of 268K images 

collected from the web; it is the largest public dataset 

available for image emotion detection. According to 

Parrott’s emotion hierarchy model, the dataset was 

divided into 25 emotion categories and 6 emotion 

categories, named WEBEmo-25 and WEBEmo-6, 

respectively. In total, 80% of the images were selected for 

training, and the remainder were selected for testing. 

2) Implementation Details 

Experiments were conducted in a PyTorch1.10 environment, 

and all parameters in the network were initialized using the 

model pretrained with ImageNet. 𝜆1, 𝜆2, and 𝜆3 were set to 

0.8, 0.1, and 0.1, respectively. Stochastic gradient descent was 

employed for network training. The initial learning rate was set 

to 0.01, and its decay was determined using cosine annealing. 

The batch size was set to 16, and all experiments were 

conducted on four NVIDIA GTX TITAN V blocks with 12-GB 

video memory per GPU. All short edges of the training images 

were resized to 256, and the original aspect ratio was kept 

constant. Subsequently, the cropped images served as input to 

the network. Each channel of all input images was normalized 

so that both its mean and variance were zero. 

B. Results 

1) Results for FI-8  

This study conducted two- and eight-class experiments with 

the FI-8 dataset. The models using Swin-small and Swin-base 

as the backbone networks are named CGLF-Net (small) and 

CGLF-Net (base), respectively. 

In Table I, the results of the proposed algorithm are compared 

with those of the current common networks on the FI-8 dataset. 

As shown, the proposed CGLF-Net (base) algorithm worked 

best on the 2-class FI dataset, with an accuracy of 95.24%. 

Moreover, on the 8-class FI dataset, the proposed CGLF-Net 

(base) algorithm had an accuracy of 75.61%, which is 

substantially better than the traditional CNN. 

Fig. 8 shows the confusion matrix of the proposed network 

structure for the FI-8 dataset. In the confusion matrix, the most 

confusing category was disgust. The proposed algorithm had 

the highest recognition rate of 84% for amusement. Only 

disgust had a recognition rate below 55% among the eight 

categories, and the recognition rate of the sad category was not 

high. 

 

TABLE Ⅰ 

RECOGNITION ACCURACY OF THE PROPOSED 

NETWORK AND NETWORKS FROM THE LITERATURE 

WITH THE FI-8 DATASET 

Model (Proper Name) #params 

Recognition 

Accuracy 

(%) 

FI-2 FI-8 

SentiBank [41] - 56.47 44.49 

Zhao et al. [12] - - 46.52 

DeepSentiBank [44] - 64.39 53.16 

PCNN - 75.34 56.16 

AlexNet 61.10 M 72.43 58.30 

ResNet-50 23.52 M 85.43 64.74 

ResNet-101 42.52 M 85.92 64.53 

ResNet-152 58.12 M - 68.64 

ViT-base [25] 86 M 89.65 69.74 

Swin-base [26] 88 M 85.50 70.80 

WSCNet [50] - - 70.07 

Zhu et al. [54] - - 73.03 

Rao et al. + clsL  [46] 48.80 M - 73.05 

Rao et al. + multiL  [46] 48.80 M 87.51 75.46 

Zhang et al. + ResNet-50 (1-crop) 
[51] 

31.29 M 
89.83 73.80 

Zhang et al. + ResNet-50 (10-

crop) [51] 
31.29 M 

90.58 74.80 

Zhang et al. + ResNet-101 (1-

crop) [51] 
50.29 M 

90.35 75.05 

Zhang et al. + ResNet-101 (10-

crop) [51] 
50.29 M 

90.97 75.91 

CGLF-Net (small) 59.53 M 94.48 74.13 

CGLF-Net (Base) 96.68 M 95.24 75.61 

 

Rao et al. [46] proposed a multilevel region-based CNN 

framework for image emotion classification recognition. Their 

proposed method uses loss to train the ResNet101 network, 

achieving a recognition rate of 75.46% for the 8-class FI dataset 

and 87.51% for the 2-class FI dataset. The proposed CGLF-Net 

(Base) approach improved performance by 2.56 and 7.73%. 

Moreover, the model proposed in [46] must first be trained on 

a dataset containing region annotations to detect emotionally  

Fig. 8. Confusion matrix of the performance of the proposed 

CGLF-Net (base) with the FI-8 dataset. 
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TABLE Ⅱ 

RECOGNITION ACCURACY OF THE PROPOSED NETWORK 

WITH THE WEBEMO-6 AND WEBEMO-25 DATASETS 

Model (Proper Name) #params 

Recognition 

Accuracy (%) 
WEBEmo-

6 
WEBEmo-

25 

ResNet-50 23.52 M 50.38 30.61 
ResNet-101 42.52 M 50.71 30.95 
ResNet-152 58.12 M 51.15 31.07 
ViT-base [25] 86 M 53.68 31.43 

Swin-base 88 M 55.32 34.28 

Zhang et al. + ResNet-50 (1-
crop) [51] 

31.29 M 51.90 32.53 

Zhang et al. + ResNet-50 (10-

crop) [51] 
31.29 M 53.06 32.54 

Zhang et al. + ResNet-101 (1-
crop) [51] 

50.29 M 52.86 30.05 

Zhang et al. + ResNet-101 

(10-crop) [51] 
50.29 M 53.88 33.01 

CGLF-Net (small) 59.53 M 56.13 36.30 

CGLF-Net (Base) 96.68 M 56.70 36.61 

 

significant regions. However, most current datasets are not 

labeled with emotionally significant regions. The network in 

[51] achieved accuracies of 75.05 and 90.35% for the 8-class FI 

dataset and 2-class FI dataset, respectively, when training the 

ResNet101 model using the 1-crop approach. By comparison, 

the proposed network improved accuracy by 0.56 and 4.89% 

for the 8-class FI dataset and 2-class FI dataset, respectively, 

when the same 1-crop approach was employed for model 

training. All features of the model in [51] were directly obtained 

from the ResNet network, which caused the model to 

excessively focus on local regions and disregard global feature  

TABLE Ⅲ 

RECOGNITION ACCURACY OF THE PROPOSED NETWORK WITH 

THE EMOTION-6 DATASET. 

Model (Proper Name) #params 
Recognition 

Accuracy (%) 
ResNet-50 23.51 M 53.97 

ResNet-101 42.52 M 56.16 

ResNet-152 58.16 M 58.72 

ViT-Base [25] 86 M 57.74 

Swin-small 50 M 55.04 

Swin-based 88 M 54.68 

Zhang et al. + ResNet-50 (1-

crop) [51] 
31.29 M 58.86 

CGLF-Net (small) 59.53 M 63.27 

CGLF-Net (Base) 96.68 M 65.01 

 

information, owing to the focus of CNNs on local features 

during extraction. In this study, the model uses a Swin 

Transformer to extract the global features of the image, and the 

transformer structure enables it to obtain a more robust image 

feature representation. 

As shown in Table Ⅳ, we additionally compare the precision, 

recall and F1 scores of different algorithms on the FI-8 dataset. 

Compared with the traditional methods, our proposed algorithm 

is substantially ahead in all three metrics. Compared with the 

work of Zhang et al. [51], the precision of our designed 

algorithm is slightly lower because the 10-crop technique 

utilized by Zhang et al. [51] expands the dataset by a factor of  

 

Fig. 9. Confusion matrix of the performance of the proposed CGLF-Net (base) with the WEBEmo-25 dataset. 
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TABLE Ⅳ 

PRECISION, RECALL AND F1 SCORES OF THE PROPOSED NETWORK AND NETWORKS FROM THE 

LITERATURE WITH THE EMOTION-6, FI-8 AND WEBEMO-25 DATASET 

Model #params 
Emotion-6 FI-8 WEBEmo-25 

precision recall F1 precision recall F1 precision recall F1 

Resnet-18 11.7 M 0.356 0.350 0.353 0.395 0.410 0.402 - - - 

Resnet-101 42.52 M 0.373 0.360 0.366 0.466 0.431 0.448 - - - 

Inception-v4 [59] 163 M 0.368 0.352 0.360 0.479 0.417 0.446    

Yang et al. [60] - 0.327 0.327 0.327 0.450 0.428 0.439    

AlexNet 61.10 M 0.302 0.304 0.303 0.5201 0.5050 0.5124 - - - 

MldrNet [39] - - - - 0.5964 0.5829 0.5896 - - - 

MG [61] - - - - 0.5738 0.5749 0.5842    

DMN-HS [62] - 0.447 0.454 0.450 0.497 0.556 0.525 - - - 

Zhu et al. [54] - - - - 0.6514 0.6495 0.6504 - - - 

Rao et al.[46] 48.80 M - - - 0.6952 0.6788 0.6856 - - - 

Zhang et al. [51] 50.29 M 0.6041 0.5639 0.5833 0.7208 0.6939 0.7071 0.0781 0.0843 0.0811 

CGLF-Net (Base) 96.68 M 0.6351 0.5879 0.6106 0.7198 0.7082 0.7140 0.238 0.3227 0.2740 

 

10, but the recall and F1 score are still improved by 1.43% and 

0.69%, respectively. 

2) Results for WEBEmo 

On the WEBEmo-6 and WEBEmo-25 datasets, the proposed 

algorithm was compared to contemporary algorithms. The 

results are presented in Table II. Compared with ResNet-50, the 

proposed CGLF-Net (base) algorithm improved the recognition 

rate by 6.32 and 6.00% with the respective datasets when using 

ResNet-50 as a local feature branch. Without the 10-crop 

approach, the accuracy of the algorithm proposed in [51] was 

52.86 and 30.05% for the WEBEmo-6 dataset and WEBEmo-

25 dataset, respectively. The proposed algorithm improved its 

accuracy by 3.84 and 6.56%. Furthermore, the proposed CGLF-

Net (Base) algorithms improved the recognition rates by 2.82 

and 3.60%, compared with the work of Zhang et al. [51] using 

the 10-crop approach. 

Fig. 9 shows the confusion matrix of the proposed CGLF-Net 

(base) algorithms using the WEBEmo25 dataset. These 

categories were most easily confused with the irritability 

category. The emotions with the highest recognition rates were 

cheerfulness and affection (60%). Among the 25 categories, six 

had recognition rates below 10%. Of these, four categories had  

TABLE Ⅴ 

IMPACT OF DIFFERENT CONFIGURATIONS OF THE LOCAL 

FEATURE EXTRACTION BRANCH ON RECOGNITION ACCURACY: 

RESNET-50 BASELINE 

Method 

Recognition 

Accuracy (%) 

FI-8 
Emotion-

6 

Baseline 64.74 53.97 
Baseline + Multiscale 65.65 55.64 
Baseline + Multiscale + CAM 66.34 56.96 
Baseline + Multiscale + CAM + Local 

attention 
68.00 58.22 

Note: CAM = Class activation map. 

 

TABLE Ⅵ 

IMPACT OF DIFFERENT NETWORK STRUCTURES ON THE 

RECOGNITION ACCURACY WITH THE EMOTION-6 AND FI-8 

DATASETS 

Method 

Recognition 

Accuracy (%) 

FI-8 
Emotion-

6 

ResNet-50 64.74 53.97 

Only global feature branch (Swin-based) 70.80 54.68 

ResNet-50 + Global feature branch 

(Swin-based) 

72.76 60.74 

Our local feature branch + Global 

feature branch (Swin-based) 

75.61 65.01 

 

zero recognition: pride, relief, suffering, and sympathy. 

The proposed method is better than the work of Zhang et al. 

[51] in terms of precision, recall, and F1 scores across the board, 

and the results are shown in Table IV. This finding may be 

attributed to the stronger performance of the transformer 

network compared to the CNN network on large-scale datasets. 

3) Results on Emotion-6 

The experimental results on the Emotion-6 dataset are listed 

in Table III. Compared with the conventional ResNet-50 and 

ResNet-101 networks, the proposed CGLF-Net (small) 

improved accuracy by 9.3 and 7.11%, respectively. However, 

the proposed CGLF-Net (base) architectures improved  

Fig. 10. Confusion matrix of the performance of the proposed 

CGLF-Net (base) with the Emotion-6 dataset. 
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TABLE Ⅶ 

IMPACT OF INTENSITY LOSS FUNCTION ON RECOGNITION 

ACCURACY WITH THE EMOTION-6 AND FI-8 DATASETS; 

RESNET-50 AND SWIN-BASED BACKBONES 

Loss function 

Recognition 

Accuracy (%) 

FI-8 
Emotion-

6 

multiL  73.32 61.36 

1 2multi disL L  +   75.08 64.08 

1 3multi CAML L  +   74.04 61.96 

1 2 3multi dis CAML L L   +  +   75.61 65.01 

 

accuracy by 11.04, 8.85, and 6.29% compared to the 

conventional ResNet-50, ResNet-101, and ResNet-152 

networks, respectively. Moreover, the results of the proposed 

algorithms were all better than those of a single transformer 

network. In particular, the proposed CGLF-Net (base) achieved 

an accuracy improvement of 10.33% compared to the Swin-

base algorithm. 

The confusion matrix based on the CGLF-Net (base) 

algorithms is shown in Fig. 10. The surprise category was the 

most confusing of the six categories, with a recognition rate of 

36%. The recognition rates for the remaining categories 

exceeded 50%, with the highest rate for the joy category (82%). 

We compared the precision, recall, and F1 scores of the 

current common methods on the Emotion-6 dataset. As shown 

by the results in Table Ⅳ, our method achieves the highest 

precision, recall, and F1 scores, with 3.1%, 2.4%, and 2.73% 

improvements in the corresponding values compared to the 

work of Zhang et al. [51] This finding shows that our algorithm 

performs equally well on a small dataset. 

4) Ablation Experiment  

To validate the efficacy of the proposed method, an ablation 

analysis was performed on two datasets: FI-8 and Emotion-6. 

In the experiments, the effects of different network structures 

and the proposed loss functions on the recognition results were 

separately investigated. The results are shown in Tables V, VI, 

and VII. 

First, an ablation analysis was performed on the multiscale, 

CAM, and LAM modules in the local feature branch of the 

network model. ResNet-50 was selected as the baseline 

network, and its performance on the FI-8 and Emotion-6 

datasets was considered the baseline. The results are presented 

in Table Ⅴ. Notably, the architecture with all modules achieved 

the best performance. 

The idea of the emotion CAM module was inspired by the 

work of [63], which indicated that the module could 

automatically localize the overall object of semantic interest. 

The LAM computes attention from spatial and channel aspects, 

and the module enables the network to focus on the emotion 

information in the image. The experimental results 

demonstrated that the individual modules employed in the local 

feature branch are effective for the final image emotion 

recognition. 

Moreover, this study analyzed the performance of different 

network structures on the FI-8 and Emotion-6 datasets, the 

results of which are presented in Table Ⅵ. As shown, the results 

were not satisfactory when only ResNet-50 was used for image 

sentiment recognition on both datasets. On the FI-8 dataset, the 

Swin-based network improved accuracy by 6.06% compared 

with the ResNet-50 network. However, on the Emotion-6 

dataset, the accuracy improvement was only 0.71% because the 

Swin-based network with a transformer structure is more 

sensitive to the sample size and performs worse on smaller 

datasets. Furthermore, the results show that the recognition 

accuracy of the structure combining the ResNet-50 and Swin-

based networks was higher than that of the structure using only 

a single network. This finding demonstrates that the method of 

combining the local features extracted by ResNet-50 with the 

global features extracted by the Swin-base model is effective. 

Image sentiment recognition was improved after replacing 

the ResNet-50 network with the proposed local feature 

extraction branch (Table Ⅵ). This finding indicates that the 

local feature extraction branch designed in this study can be 

used to more effectively extract the local features of images 

than ResNet-50. 

To determine the impact of the loss function on recognition 

accuracy, ResNet-50 and Swin-base models were selected as 

the baseline, following the network structure proposed in this 

study. The results are presented in Table Ⅶ. 

The main reason for the poor recognition performance when 

𝐿𝑚𝑢𝑙𝑡𝑖  serves as the loss function is that only the respective 

losses of the local and global feature branches are considered, 

and the relationship between the two branches is disregarded. 

The addition of 𝐿𝑑𝑖𝑠  to the loss function significantly 

improved recognition performance, which demonstrates that 

the relationship between two different branches should be 

considered in a two-branch network. Notably, 𝐿𝐶𝐴𝑀  as 

additional supervision information further improved 

recognition accuracy. These results demonstrate that the 

proposed loss function effectively improves algorithm 

performance. 

5) Visualization  

Fig. 11 presents a few samples of the attention maps generated 

with different network structures. Traditional CNNs clearly 

focus more on local regions when recognizing emotions; thus, 

their network attention is mainly focused on certain local 

Fig. 11. Attention graph samples generated by different 

networks: (a) ResNet-50, (b) swin-based network, and (c)  

proposed model. 
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regions. In contrast, the attention of transformer networks is 

more decentralized. By comparison, the attention of the 

proposed model covers most regions of an image as well as the 

prominent objects and the image background. This finding 

shows that in our proposed network, local and global regions 

significantly contribute to emotion recognition. This finding 

indicates that the network meets our original design intention of 

combining local and global features of images for emotion 

recognition. 

V. CONCLUSION 

In this paper, we proposed a novel CGLF-Net model that 

combines global self-attention and local multiscale feature 

extraction based on CNNs and transformers to explore the 

integration of global and local features for achieving superior 

image emotion recognition. The CGLF-Net network consists of 

two branches: a local emotional feature branch and a global 

emotional feature branch. In the local emotional feature branch, 

multiscale features of an image are obtained using a modified 

feature pyramid, and local features are enhanced by CAMs that 

weight the local attention module based on the composition of 

CAMs and CBAMs, which makes the attention of the network 

focus on local image details. In the global emotional feature 

branch, the global feature representation of the image is 

extracted by replacing the convolution operation with a self-

attention mechanism, where the global feature representation of 

the model is enhanced by using a cross-scale feature fusion 

module. Eventually, the network was trained using the 

multibranch loss function proposed in this paper, which 

facilitates the combination of local and global emotional feature 

branches to obtain a comprehensive image emotion feature 

representation. The results of ablation experiments show that, 

compared with the features extracted by traditional CNNs, the 

local multiscale features effectively improve the emotion 

recognition rate of CGLF-Net. Moreover, the results 

demonstrate that the model that uses a combination of global 

and local features outperforms the model using only one type 

of feature. Compared with existing state-of-the-art algorithms, 

the CGLF-Net framework designed in this paper achieves 

promising results on multiple benchmark datasets. In particular, 

the performance on the Emotion-6 dataset reaches the highest 

level. 

However, the proposed algorithm needs to compute all 

regions of the image based on the self-attention mechanism in 

the global feature branch, which results in a significant increase 

in the number of network parameters compared to the 

traditional CNN model. In future works on image emotion 

recognition, attempts will be made to more efficiently fuse the 

various features. 
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