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Abstract—

Human pose estimation and tracking are fundamental tasks
for understanding human behaviors in videos. Existing top-
down framework-based methods usually perform three-stage
tasks: human detection, pose estimation and tracking. Although
promising results have been achieved, these methods rely heavily
on high-performance detectors and may fail to track persons
who are occluded or miss-detected. To overcome these problems,
in this paper, we develop a novel keypoint confidence network
and a tracking pipeline to improve human detection and pose
estimation in top-down approaches. Specifically, the keypoint
confidence network is designed to determine whether each key-
point is occluded, and it is incorporated into the pose estimation
module. In the tracking pipeline, we propose the Bbox-revision
module to reduce missing detection and the ID-retrieve module
to correct lost trajectories, improving the performance of the
detection stage. Experimental results show that our approach
is universal in human detection and pose estimation, achieving
state-of-the-art performance on both PoseTrack 2017 and 2018
datasets.

Index Terms—Multi-person Pose Tracking, Keypoint confi-
dence network, Pose estimation, Bbox-revision.

I. INTRODUCTION

Multi-person pose tracking, which intends to detect the
body joints of all persons in the video frames and output
the pose trajectories over time consistently, is a fundamental
task for human-centered video understanding. It is widely
used in human-computer interaction, video surveillance, and
action recognition [1]]-[4]], etc. Multi-person pose tracking
tasks serve as integral components in multimedia applications,
facilitating advances in domains such as video analysis, ges-
ture recognition, gaming and interactive experiences. These
tasks allow precise interpretation and assessment of human
movements, thus increasing user interaction, immersion, and
comprehensiveness in multimedia contexts. The multi-person
pose tracking can be categorized into bottom-up [5] and top-
down [6]-[9] methods. The former one estimates all joints
in each frame and associates each person’s joints over time
in a spatio-temporal optimization manner without detecting
human bounding boxes. While the latter pipeline first detects
the bounding box of each person and then estimates his/her
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Fig. 1: The Baseline is a top-down multi-person pose tracking
method based on HRNet. The baseline may cause the detector
failure in occlusion (Frame 33), which results in loss of track-
ing trajectory (Frame 40). Although using the same detector as
the baseline, our approach overcomes this limitation through
the Bbox-revision module in the pose tracking pipeline.

pose. In the final stage, a multi-person tracking methodology
is applied to retrieve the trajectories of joints. Thanks to the
advancement of object detectors in recent years [[10]—[[19]], the
top-down pipeline has made great progress and has surpassed
the bottom-up pipeline to become the mainstream. However,
there are two barriers that prevent these methods from being
perfect: occlusion and fast motion (e.g., Figure [1|). Top-down
methods filter keypoints based on heatmaps that are predicted
by pose estimators optimized for images instead of video
frames. The estimators suffer from motion blurs, and thus it is
hard to produce accurate keypoints. Furthermore, occlusions
between adjacent persons may fool estimators into making
wrong predictions. Finally, occlusions and motion blurs may
also degrade person detectors, eventually leading to tracking
failure.

In this paper, we attack these two problems with a novel
confidence estimation and temporal correction strategy. Specif-
ically, we design a confidence network measuring the visibility
of the keypoints in addition to the location probabilities in the
heatmap. Then, we build an online tracking pipeline to perform
multi-person pose tracking, which consists of three modules,
including an association module, an ID-retrieve module, and
a Bbox-revision module. Similarly to previous work [20], the
association module assigns a unique identification number to
each pose in frames. We follow [20]] and employ the Hungarian
algorithm to achieve this. However, due to challenges such as
motion blurs and occlusions, there exist non-matched poses



JOURNAL OF KX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021

in both sets. We solve this problem using the following two
modules. The ID-retrieve module assigns the ID of a person
in the current frame who has no matched ID in the previous
frame but may be matched in history. The Bbox-revision
module serves as an assistant to the detector. It helps to
repair missing detections by leveraging the motion of persons.
We also introduce a pose filtering operation to improve the
overlapping poses caused by error detections.

Research conducted by Yang et al. [21] addresses the same
issue as our proposed Bbox-revision module, namely the
missed detection in the current frame on challenging scenes
such as occlusion and fast motion. Both work [21]] and ours
aggregate the pose of the current frame ¢ from the estimator
and the predictor. Work [21]] predicts the pose of the current
frame ¢t from n historical poses using GNN (Graph Neural
Network), while ours predicts the pose of the current frame ¢
from the ¢t — 1 pose using optical flow. Considering that poses
in the current frame and historical frames may not be correct,
there are two main differences between work [21] and ours.
First, we filter the wrong detections, namely bounding boxes
without objects with the score calculated from the proposed
keypoint confidence. Second, we proposed a novel similarity
matrix based on our keypoint confidence for one-to-one map-
ping to remove redundant detections. Thus, we improve the
tracking on missed detection with a novel keypoint confidence.
Besides, we also propose an ID-retrieve module to correct lost
trajectories, which further improves the tracking performance.

To summarize, the main contributions of this study are as
follows:

o We design a keypoint confidence network to measure the
visibilities of keypoints, which is helpful to improve the
pose estimator’s performance on occluded joints; we also
propose a tracking pipeline that corrects lost trajectories
and miss-detections.

o The keypoint confidence network and pose tracking
pipeline are universal and can be used with different pose
estimation networks and human detectors.

o The proposed method achieves MOTAs of 69.2%, 72.2%,
and 63.5% on the 2018 validation set, the 2017 validation
set, and the 2017 test set of the PoseTrack dataset,
respectively, achieving state-of-the-art performance.

II. RELATED WORK

We briefly review the following two related topics, including
multi-person pose estimation and multi-person pose tracking.

A. Multi-person Pose Estimation in Image

Human pose estimation, which aims to locate the keypoint
of the human body in images, can be classified into single-
person [22]-[25] and multi-person pose estimation [26]—
[31]. The multi-person pose estimation is more realistic and
challenging. It has received increased attention and made
significant progress in recent years [24], [25]], [32]-[43]. Multi-
person pose estimation is generally classified into top-down
methods [27], [31], [44]-[47] and bottom-up methods [30],
[48]1-[53].

The two most important components of top-down methods
are the human detector and the single-person pose estimator.
Top-down methods first detect persons and generate the person
bounding boxes. Then, pose estimation is conducted to detect
the human pose for each bounding box. Unlike top-down
methods, bottom-up methods do not rely on human detectors.
Bottom-up methods first detect all body joints of every person
and then group them by some fitting algorithms to form
human poses. In this work, we mainly focus on the top-down
method. To verify the effectiveness of our method, we will
conduct experiments on Hourglass [24], SimpleBaselinet [47]]
and HRNet [31].

B. Multi-person Pose Tracking

Recently, multi-person pose tracking has received significant
attention since the topic was first introduced by the PoseTrack
dataset. Pose estimation in images can be extended to pose
tracking in the video by running independently on each frame
and then using data association to correctly link the continuous
trajectory of each person over time. Bottom-up methods [54],
[55] estimate all joints in each frame and associate the joints in
a spatio-temporal optimization manner without detecting hu-
man bounding boxes. For example, Spatio-Temporal Affinity
Fields (STAF) [54]] build upon Part Affinity Fields represen-
tation [26] and propose an architecture that can encode and
predict spatio-temporal affinity fields across a video sequence.

Top-down methods [2f, [9]], [21], [S6] are based on top-
down pose estimation and exploiting spatio-temporal context
for tracking. CombDet [6]] extended HRNet [31]] from 2D to
3D to build a tracking pipeline to alleviate missed detection,
but the approach is limited by the size of clip lengths.
TKMRNet [7]] proposes refinement networks to improve pose
precision and design new keypoint similarity metrics in the
association module. Existing top-down methods treat pose es-
timation and pose tracking as two relatively independent tasks
designed and optimized separately. Thus, the pose tracking
network directly utilizes the estimated pose from the pose
estimation network. In this work, we try to boost the tracking
performance by leveraging the additional information output
from the pose estimation network, i.e., the proposed keypoint
confidence.

III. METHODOLOGY

In this section, we introduce the Keypoint Confidence Net-
work (KCN) and the Pose Tracking Pipeline (PTP) for multi-
person pose tracking. Our method works by first detecting all
persons in the current frame and then estimating the keypoints
and their confidence for each person by KCN. In the tracking
stage, we use two modules to correct the tracking: we retrieve
the lost trajectories in previous frames using the ID-retrieve
module and revise the bounding boxes of persons with the
aid of optical flows using the Bbox-revision module. In what
follows, we introduce each component of the proposed method
in detail.
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Fig. 2: Tllustrating the architecture of the Keypoint Confidence Network (KCN). It consists of a keypoint prediction module and
a keypoint availability module. [Fy, F5, F5, Fy] is the high-resolution representation after multiple-scale fusion with exchange

units.

A. Keypoint Confidence Network

In the process of pose tracking, interactive occlusions can
lead to the unavailability of some keypoints, necessitating
filtering. Existing research employs keypoint location prob-
ability, namely, the probability of each keypoint at its current
location, as the basis for filtering. However, this approach may
lead to several issues: on the one hand, occluded keypoints
that are mistakenly assigned to other individuals maintain
high location probabilities and are erroneously retained; on
the other hand, under conditions of frame blurring, location
probabilities for each keypoint are generally low, causing
inaccurate filtering. The occurrence of these errors complicates
the setting of keypoint thresholds, undermines keypoint recog-
nition accuracy, and directly impacts tracking performance. To
address these issues, we exploit the global spatial structure
information of the human body for modeling the availability
probability of each keypoint. And then introduce a Keypoint
Confidence Network (KCN). By combining keypoint location
probability and availability probability, we effectively alleviate
the aforementioned issues and subsequently improve tracking
performance.

The architecture of our proposed KCN is shown in Figure 2]
Our proposed KCN consists of a backbone for extracting
features and two parallel branches for pose estimation: the
Keypoint Prediction Module (KPM) for predicting keypoint
location as well as the location probability and the Keypoint
Availability Module (KAM) for estimating the probability of
keypoint availability. We use HRNet as the backbone for

feature extraction.

Keypoint Prediction Module. The keypoint prediction
module consists of three 3 x 3 deconvolution layers and gener-
ates K heatmaps, where K is the number of keypoints for each
person. For each heatmap M, we obtain the keypoint location
[ from the highest response in the heatmap and use its response
value as keypoint location probability p'°c. Following [El],
we convert point-wise annotations into heatmaps using 2D
Gaussian convolutions and consider them as ground truths of
keypoints during training. The loss function of this module is
defined as

1 K W H ,

L= KWHZZZHMMJ' = Grijll; (1)
k % 7

where W and H represent the width and height of heatmaps.

M and G represent the predicted heatmaps and the ground

truth maps.

Keypoint Availability Module. The keypoint availability
module is composed of a bottleneck layer and K classifier
heads to obtain the keypoint availability probability p®*!. The
bottleneck layer consists of three convolution layers with sizes
of 1 x 1, 3 x 3, and 1 x 1, respectively. Each layer has a
channel size of 384. The classifier heads predict the availability
probabilities of keypoints. For each head, there are a 1 x 1
convolution layer, a global max-pooling layer, and a fully
connected layer followed by a softmax layer. The convolution
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Fig. 3: Mllustration of the proposed pose tracking pipeline. In the first stage, we detect persons and estimate their poses using
our keypoint confidence network. Then, in the tracking stage, (1) performs the identity association between frames and (2)
generates the bounding boxes from the previous frame for the unmatched trajectories. Finally, (3) identifies a person in the
current frame who has no matched ID in the previous frame but may be matched in history.

layer has 384 channels as input and outputs 512 channels. The
fully connected layer has 512 input units and 2 output units.

During training, we use an a-balanced variant of the focal
loss L for optimization

L, — J—a(l—p)7log(p)
d —(1—a)p?log(1l—p)

where p is the keypoint availability probability of p°¢, and y
is the label of keypoint availability. We use the default settings
where v = 2, a = 0.25.

Keypoint Confidence. Through KCN, we obtain both
keypoint location probability p'°¢ and keypoint availability
probability p®!. By combining them, we can calculate the
keypoint confidence p°°"/ of the i-th body joint as follows

yy=1

=0 2)

pgonf — p;wl % péoc (3)

B. Pose Tracking Pipeline

The illustration of our proposed pose tracking pipeline is
shown in Figure [3] In the tracking stage, we first use a
human association module to match persons. Two things may
happen: 1) a person is lost in previous frames but shows
up again in the current frame; 2) the detector may miss
detecting persons due to occlusion or fast motion. We propose
the following two modules, the ID-retrieve module and the
Bbox-revision module, to solve the above two challenges.
The ID-retrieve module retrieves lost IDs using a person re-
identification technique. We use the Bbox-revision module to

generate bounding boxes that are missed by the detector in the
current frame. The details of each module are given below.

Human Association Module. During tracking, we first
analyze the detection and pose estimation results in the current
frame and then associate them with the existing trajectories
by assigning a unique identification number. The Human
Association Module in our approach addresses the weighted
bipartite graph matching problem, aiming to establish an opti-
mal one-to-one correspondence between the trajectory from
the previous frame, and the detection and pose estimation
results from the current frame. To accomplish this, we utilized
the Hungarian algorithm, which requires the construction of
a weight matrix. Specifically, to measure the similarity of a
person across frames, we employ the Object Keypoint Simi-
larity (OKS) [59], an evaluation metric in multi-person pose
tracking commonly used in the COCO keypoints challenge
and PoseTrack challenge. Consider both pose similarity and
distance, ensuring only poses that are similar and close poses
receive higher weights.

Bbox-revision Module. The Bbox-revision module is used
to reduce missing detection in the current frame. As shown
in Figure [3] (2), the person detected in the previous frame
failed to be detected in the current frame, resulting in the
unmatched trajectory. To address this issue, we first use the
optical flow sub-module to generate bounding boxes from
the previous frame and verify their correctness by a pose
filtering sub-module. The verified bounding boxes are reserved
and identified with the ID of the corresponding unmatched
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trajectories.

For the optical flow sub-module, we apply the RAFT
(Recurrent All-Pairs Field Transforms) [60] method to get the
offset of each pixel in the previous frame. Thus, the position
of each pixel in the unmatched pose trajectory in the current
frame is provided and the minimum bounding rectangle is used
as the bounding box.

After bounding boxes are generated, the pose filtering sub-
module is used to verify their correctness in two steps. First,
KCN is applied to estimate human poses, and the average
keypoint confidence is used as the score of each bounding box
for filtering. Then, we propose a novel similarity metric that
evaluates the overlap between the bounding boxes generated
by optical flow and those detected in the current frame. This
approach addresses the challenge of sub-region overlapping
of bounding boxes generated by optical flow. The optical flow
sub-module may produce wrong trajectories due to the disap-
pearance of the person or missing detection in the previous
stage. Therefore, in the scene where the human is interlaced
and occluded, the Non-Maximum Suppression (NMS) algo-
rithm based on the Intersection over Union (IoU) and OKS
cannot filter out the overlapping box, which ultimately affects
the final performance. To address this issue, we propose a
new similarity metric that calculates the overlap of poses by
focusing on the shared keypoint regions within both boxes,
allowing a more efficient filtering process for overlapping
bounding boxes. It is defined as

a2

Sye TS (o > 60) 8 (8 > 0)

5(10Up,q > 01) Z 5 (p(?onf > 9) § (qgonf > 0)

“)
where the d? is the euclidean distance between person p and
person ¢. § is an indicator function. qfonf and pfonf are the
i-th keypoint confidences of person p and person q. s is the
object scale, and k; is a per-keypoint constant that controls
falloff. 0 is the confidence threshold. IoU,, , computes the IoU
metric between person p and person ¢, dealing with special
cases where two persons do not overlap.

ID-retrieve Module. The OKS-based human association
may fail when occlusion and persons walk out of sight. As
shown in Figure |3| (3), to remedy such matching failures, we
propose the ID-retrieve module to improve the robustness of
pose tracking.

For the input of this module, we reuse the features of the
KCN backbone to perform matching followed by adaptive av-
erage pooling operations to obtain compact pedestrian features.
Meanwhile, we maintain a feature set for lost persons. For a
new detection in the current frame, we first perform feature
matching with historical persons. If the similarity score reaches
the threshold, we assign its historical person ID; otherwise, we
assign a new ID.

IV. EXPERIMENTS
A. Datasets and Evaluation Metrics

We evaluate the proposed method on PoseTrack, which is
a large-scale benchmark for multi-person pose estimation and
pose tracking in videos. It contains several video sequences
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Fig. 4: Illustration of body joints in PoseTrack 2017 and
PoseTrack 2018 datasets.

TABLE I: The description of PoseTrack 2017 Dataset.

Num Poses Num Trajectories Num Videos
Training set 61178 2437 292
Validation set 18996 695 50
Test set 73471 2334 208
Total 153615 5446 550

with a lot of annotated poses with various activities being
performed. PoseTrack has the 2017 and 2018 versions of
this benchmark. Each dataset has a publicly available training
set and validation set, as well as an evaluation server for
benchmarking on a held-out test set. PoseTrack 2017 annotates
15 body parts for each body pose, including the head, nose,
neck, shoulders, elbows, wrists, hips, knees, and ankles; while
PoseTrack 2018 annotates two more ears, as shown in Fig-
ure ] For our experiments, only the original 15 body joints are
used for both training and inference. We conduct experiments
on both PoseTrack 2017 and PoseTrack 2018. Especially,
PoseTrack 2017 includes 250 videos for training, 50 videos
for validation, and 214 videos for tests, as shown in Table [}
PoseTrack 2018 is expanded on the basis of PoseTrack2017,
including 593 videos for training, 170 videos for validation,
and 375 videos for the test. This is more than double the
amount of data from PoseTrack 2017. In the training set, the
videos are densely annotated 30 frames from the center of
frames. In the validation and testing set, the videos are densely
annotated 30 frames of the middle, and afterward annotated
every fourth frame. In addition, we use the COCO dataset to
pre-train the multi-person pose estimation model used in our
experiments.

TABLE II: The Pose Tracking performance in MOTA (%) with
the different confidence threshold on PoseTrack validation
datasets.

Threshold Value
Dataset | Method 555535635 040 045 050 0355
PoseTrack | Baseline | 61.2 63.0 645 656 662 665 65.3
2017 Ours 69.2 69.5 69.5 69.0 683 67.1 654
PoseTrack | Baseline | 554 57.7 59.6 613 625 63.1 625
2018 Ours 659 66.5 66.6 66.1 656 64.8 63.1
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Fig. 5: The impact of the different confidence thresholds on
PoseTrack validation datasets. The numbers in the figure refer
to MOTA (%).

TABLE III: Effectiveness analysis of KCN by pose tracking
performance (MOTA) on PoseTrack validation datasets.

Dataset | Method
PoseTrack | Baseline
2017 Ours
PoseTrack | Baseline
2018 Ours

Head Shou ElIb Wri Hip Knee Ankl|Total
73.6 764 61.1 55 63.6 64.8 52.7 645
76.5 77.8 70.0 63.2 66.2 68.9 60.5 |69.5(+5.0)
68.0 71.7 55.7 51.6 58.5 582 49.4|59.6
69.8 747 69.7 623 639 64.7 59.2|66.6(+7.0)

The performance of our method is evaluated from two
aspects. We evaluate the accuracy of multi-person pose es-
timation using the mean Average Precision (mAP). We use
Multiple Object Tracking Accuracy (MOTA) to evaluate the
performance of trackers at keeping trajectories, including
the performance of false positives, misses, and mismatches.
MOTA is the main evaluation metric for PoseTrack Bench-
mark, which is defined as

> (FP,+FN,+1DS,)
Zt gt

where the subscript ¢ refers that current values are computed

at the t-th frame. F'P;, F'IN;, and I DS; denote the number of

false positives, missed targets, and identity switches, respec-
tively, at time ¢. g; stands for ground truth.

MOTA =1 — ®)

B. Implementation Details

In the human detection stage, we use an HTC detector [[61]]
to detect all the person instances in frames and extract crops of
size 384x288 around detected person instances as input to our
proposed keypoint confidence network. We use the pre-trained
model trained on the COCO dataset in mmdetection [[62]. Note
that no additional fine-tuning of the detectors on the PoseTrack
dataset is performed. In Non-Maximum Suppresion (NMS)
operation for human detection, we changed the metric from
IoU to OKS metric and set the threshold to 0.6.

TABLE IV: Keypoint statistical analysis of wrong detection
and missing detection performed on the validation set of
PoseTrack 2018.

Dataset |Method | Wrong Detection Missing Detection | Total
PoseTrack | Baseline | 22249 42099 64348

2017  |Ours 19940(-10.4%) 38270(-9.1%) 58210(-9.5%)
PoseTrack | Baseline | 74353 97297 171650

2018  |Ours 66058(-11.6%) 88565(-9.0%) 154623(-9.9%)

In the pose estimation stage, our keypoint confidence net-
work used HRNet [31] as the backbone. In the training phase,
we first train the keypoint prediction module and then attach
the point confidence module to refine the two modules to-
gether. Different from other methods, we combine the training
set and the validation set of COCO dataset and the training
set of the PoseTrack dataset for model training. The COCO
dataset and the PoseTrack dataset do not agree on two joint
types. The PoseTrack dataset contains the Head top and Head
bottom joint points, while the COCO dataset contains the left
ear and right ear joint points. Since the two different types of
joint points between these two datasets are similar in position
and both belong to the joint points of the face, we directly use
the visibility of the ear instead of the visibility of the head for
training. In particular, we use the default parameters of the
HRNet in the pose estimation task for training. When training
the point confidence module, we trained a total of 20 epochs
to fine-tune the model.

To train the ID-retrieve module of the proposed pose track-
ing pipeline, we built a dataset based on PoseTrack 2018,
which contains 119656 images with 4613 person tags. We
use the Euclidean distance to measure the similarity between
two features. When the similarity is less than the threshold
value (e.g. 100), we consider it to be a person.

C. Ablation Study

In this section, we provide ablation experiments and analysis
to demonstrate the effectiveness of our proposed framework
and the strength of the key components. For clarity, we denote
the Keypoint Confidence Network as KCN and the Pose
Tracking Pipeline as PTP.

Analysis of Confidence Threshold. For top-down methods,
the keypoint confidence threshold significantly impacts the
final permanence. For a fair comparison, our baseline network
only replaces the HRNet-based keypoint confidence network
with an HRNet-based pose estimation method. As shown in
Table with the confidence threshold ranging from 0.25 to
0.55, we compare the multi-person pose tracking performance
variations of our KCN and the baselines on PoseTrack 2017
and PoseTrack 2018, respectively. We also visualize the result
in Figure E} As can be observed, the performance variation
curves of KCN are much flatter between the two, implying
that our KCN reduces the impact of the confidence threshold
compared to our baseline. Meanwhile, our KCN outperforms
the baseline method stably as the threshold changes. We
observe that the performance of KCN begins to decline when
the confidence threshold is greater than 0.35. It may be caused
by the mistaken filtration of correct keypoints. The confidence
threshold is set to 0.35 for the rest of the experiments.

Analysis of Keypoint Confidence Network. In this part,
we first evaluate the effectiveness of the proposed Keypoint
Confidence Network (KCN) on the validation set of PoseTrack
datasets. Our baseline network is the same as in the previous
experiment. As shown in Table [T, we compare our KCN
with the baseline on the multi-person pose estimation and
tracking task, where the performance is evaluated as MOTA
and all joints are counted. As can be seen, after applying KCN,
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TABLE V: Generalization of KCN across three top-down multi-person pose estimation networks by pose tracking performance

in MOTA (%).

Dataset Method KCN Head Shou Elb Wri Hip Knee Ankl Total
Hourglass 71.6 71.8 57.6 49.2 52.6 54.2 435 58.2
Hourglass v 73.8 733 62.6 53.1 54.2 55.6 49.9 61.2(+3.0)

PoseTrack 2017 POSC_ReSNCt 72.5 71.8 57.7 48.4 58.7 60.3 49.2 60.6
Pose_ResNet v 73.5 72.6 63.4 53.1 59.3 62.6 55.5 63.6(+3.0)
HRNet 73.6 76.4 61.1 55.0 63.6 64.8 52.7 64.5
HRNet v 76.5 77.8 70.0 63.2 66.2 68.9 60.5 69.5(+5.0)
Hourglass 65.6 66.5 52.6 45.5 50.9 51.0 42.4 54.3
Hourglass v 67.7 68.0 58.9 50.1 53.3 53.6 48.5 57.9(+3.6)

PoseTrack 2018 Pose_ResNet 66.4 68.2 52.4 46.1 56.3 55.5 47.0 56.7
Pose_ResNet v 67.9 69.3 61.6 523 59.2 59.8 54.4 61.1(+4.4)
HRNet 68.0 71.7 55.7 51.6 58.5 58.2 49.4 59.6
HRNet 4 69.8 74.7 69.7 62.3 63.9 64.7 59.2 66.6(+7.0)

TABLE VI: Generalization of the proposed pose tracking
pipeline with different backbones on PoseTrack 2018 valida-
tion set. Performance is evaluated by mAP (%) and MOTA (%)
for pose estimation and pose tracking in the multi-person pose
estimation and tracking task, respectively.

Detector ID-retrieve | Bbox-revision | mAP MOTA
76.6 66.6
v 78.1(+1.5) | 68.5(+1.9)
v v 78.1(+1.5) | 69.2(+2.6)
763 66.9
YOLOVS [63] v 76.3 67.7(+0.8)
v 77.1(+0.8) | 68.0(+1.1)
v v 77.1(+0.8) | 68.8(+1.9)

TABLE VII: Effectiveness analysis of each component in Pose
Tracking Pipeline by pose estimation performance in mAP (%)
and pose tracking performance in MOTA (%) in multi-person
pose estimation and tracking task on the validation set of
PoseTrack datasets.

Dataset ID-retrieve  Bbox-revision | mAP MOTA

80.0 645
PoseTrack 2017 v 80.0 65.4(+0.9)
v 81.8(+1.8) | 67.4(+2.9)
v v 81.8(+1.8) | 67.8(+3.3)

783 59.6
PoseTrack 2018 v 78.3 60.5(+0.9)
v 80.1(+1.8) | 62.4(+2.8)
v v 80.1(+1.8) | 62.7(+3.1)

the overall MOTA metrics improve significantly by 5.0% and
7.0% on PoseTrack 2017 and PoseTrack 2018, respectively.
Besides, our KCN outperforms the baseline model on all
joints, especially for joints at the elbow and ankle on Pose-
Track 2018 dataset, where the MOTA metrics improved by
14.0% and 9.8%, respectively. We also observed that on more
challenging tracking areas, such as elbows, ankles, and wrists,
the performance gets impressive improvement with our KCN.
To further demonstrate the effectiveness of KCN, we count the
keypoint numbers of wrong detection and missing detection
on PoseTrack 2018 dataset, as shown in Table m Compared
to the baseline method, our KCN shows an 11.6% reduction
in false detection and a 9.0% reduction in missed detection,
for a total reduction of 9.9%. We believe the reason is that

the baseline method only uses location probability, which
may cause failure when filtering keypoints. For example,
obscured keypoints may get high location probabilities as they
are incorrectly labeled to other persons, thus they will be
incorrectly detected; in the case of frame blurring, keypoints
will get low location probabilities, thus they will be incorrectly
filtered, resulting in missed detection.

We also verify the generalisability of KCN with three
different top-down multi-person pose estimation networks,
namely HRNet [31]], Hourglass [24] and Pose_ResNet [47]]
on both PoseTrack 2017 and PoseTrack 2018 validation sets,
as shown in Table [V] The experimental results indicate that
our method can stably improve the performance with different
pose estimation networks and has strong generality. Our KCN
can be plugged into top-down framework-based multi-person
pose tracking methods to improve the performance of multi-
person pose tracking.

Analysis of Pose Tracking Pipeline. With two detectors,
HTC [61] and YOLOVS [63]], built on top of our proposed
pose estimation network KCN, we first evaluate the different
components of our pose tracking pipeline and quantify how
much each of them contributes to the final performance of
our proposed method on the validation set of PoseTrack
2018, as shown in Table As we can see, the ID-retrieve
module does not enhance performance in multi-person pose
estimation, while the Bbox-revision module effectively boosts
the performance in both multi-person pose estimation and
pose tracking tasks. We also observe that the ID-retrieve
module improves comparable performance in MOTA with
both detectors. Meanwhile, the improvement brought by Bbox-
revision with HTC detector is significantly surpassing that with
YOLOVS detector in both mAP and MOTA. The reason may
be that YOLOVS detector has more missing detections than
HTC detector.

Besides, we also evaluate the effectiveness of each compo-
nent in PTP with our baseline pose estimation network. As
shown in Table similarly, both ID-retrieve and Bbox-
revision modules boost the pose tracking performance on
PoseTrack 2017 and PoseTrack 2018 validation sets. This
amply demonstrates the effectiveness of our proposed ID-
retrieve module and Bbox-revision.

Effectiveness of KCN and PTP. In this part, we evaluate
the contribution of two components, the Keypoints Confi-
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TABLE VIII: Ablation study of components KCN and PTP on pose tracking. Trackers are evaluated by MOTA metric (%).

Dataset KCN PTP Head Shou Elb Wri Hip Knee Ankl Total
73.6 764 61.1 55 63.6 64.8 52.7 645
PoseTrack 2017 v 76.5 77.8 70.0 63.2 66.2 68.9 60.5 69.5(+5.0)
v 76.7 79.7 64.8 59.4 67.0 67.3 55.5 67.8(+3.4)
v v 79.5 81.2 72.8 66 69.5 70.8 61.8 72.2(+1.7)
68.0 71.7 55.7 516 58.5 582 494 59.6
PoseTrack 2018 v 69.8 74.7 69.7 62.3 63.9 64.7 59.2 66.6(+7.0)
v 70.3 745 59.6 55.8 61.3 61.2 526 62.7(+3.1)
v v 722 77.4 72.4 64.7 66.1 67.2 61.3 69.2(+9.6)

TABLE IX: Comparison with state-of-the-art methods on multi-person pose estimation (with keypoint filtering) on the Validation

L]

sets of PoseTrack dataset in terms of mAP metric (%).

indicates that the result is not provided in the referred paper.

Dataset Method Head Shou Elb Wri Hip Knee Ankl Total
BUTD [64] 79.1 71.3 69.9 58.3 66.2 63.5 54.9 67.8
RPAF [65]] 83.8 84.9 76.2 64 72.2 64.5 56.6 72.6
ArtTrack [5] 78.7 76.2 70.4 62.3 68.1 66.7 58.4 68.7
PoseFlow [66] 66.7 73.3 68.3 61.1 67.5 67.0 61.3 66.5
STAF [54] - - - 65.0 - - 62.7 72.6

PoseTrack 2017 ST-Embed [55] 83.8 81.6 77.1 70.0 77.4 74.5 70.8 77
DAT [20] 67.5 70.2 62.0 51.7 60.7 58.7 49.8 60.6
FlowTrack [47] 81.7 83.4 80.0 72.4 753 74.8 67.1 76.9
TKMRNet [[7] 85.3 88.2 79.5 71.6 76.9 76.9 73.1 79.5
LDGNNTrack [21] 88.4 88.4 82.0 74.5 79.1 78.3 73.1 81.1
Ours 86.6 87 80.1 75.5 77.3 78.6 71.6 80.0
STAF [54] - - - 64.7 - - 62 70.4
TML++ [67] - - - - - - - 74.6
TKMRNet [7] - - - - - - - 76.7

PoseTrack 2018 LightTrack [68] - - - - - - - 71.3
LDGNNTrack [21] 80.6 84.5 80.6 74.4 75.0 76.7 71.9 71.9
SKCTrack [69] - - - - - - - 79.2
Ours 80.6 85.3 80.7 74.3 76.1 76.7 71.9 78.1

TABLE X: Comparison with state-of-the-art methods on pure multi-person pose estimation (without keypoint filtering) on the

validation sets of PoseTrack dataset in terms of mAP (%).

Dataset Method Head Shou Elb Wri Hip Knee Ankl Total
SKCTrack [69] 86.1 87.0 83.4 76.4 71.3 79.2 73.3 80.8
PoseWarper [70] 81.4 88.3 83.9 78.0 82.4 80.5 73.6 81.2
PoseTrack 2017 CombDet [6] 89.4 89.7 85.5 79.5 82.4 80.8 76.4 83.8
LDGNNTrack [21] 90.9 90.7 86.0 79.2 83.8 82.7 78.0 84.9
Ours 89.5 90.9 87.6 81.8 81.1 82.6 76.1 84.6
SKCTrack [69] 86.0 78.3 84.8 78.3 79.1 81.1 75.6 82.0
KeyTrack [9] 84.1 87.2 85.3 79.2 77.1 80.6 76.5 81.6
PoseTrack 2018 CombDet [0] 84.9 87.4 84.8 79.2 77.6 79.7 75.3 81.5
LDGNNTrack [21] 85.1 87.7 85.3 80.0 81.1 81.6 71.2 82.7
Ours 85.1 88.9 86.4 80.7 80.9 81.5 77.0 83.1

dence Network (KCN) and Pose Tracking Pipeline (PTP),
to the final performance of our method on both PoseTrack
2017 and 2018 datasets, as shown in Table It can
be observed that the results improve substantially on both
two datasets with our proposed KCN and PTP. In particular,
KCN delivers significantly higher performance improvement
compared to PTP. The model incorporating KCN and PTP
obtain 12.0%~16.1% performance gains over our baseline,
which proves the effectiveness of our design.

D. Comparison with State-of-the-art Methods

We compare our proposed method with the state-of-the-art
methods in the multi-person pose estimation and tracking task
on PoseTrack 2017 and PoseTrack 2018 datasets.

Multi-person Pose Estimation. Table and Table [X]
and Table show the comparisons between our proposed
method and existing methods on multi-person pose estimation

task on the validation sets of PoseTrack 2017 and PoseTrack
2018 datasets. Table [[X]shows the results of multi-person pose
estimation with filtering the low confidence keypoints for pose
tracking. It can be observed that our approach outperforms the
most competitive top-down approach, TKMRNet, by 0.5 mAP
and outperforms the best bottom-up approach, ST-Embed, by
3.0 mAP on PoseTrack 2017 validation set. On PoseTrack
2018, our method achieves comparable results with the state-
of-the-art method TKMRNet. Table [X] shows the results of
multi-person pose estimation in videos where we evaluate
the poses without filtering the low confidence keypoints. Our
method can well recover the human instances that are missed
by the detector in videos for multi-person pose estimation.
It can be seen that our approach achieves the second best
performance on PoseTrack 2017 and the best performance on
PoseTrack 2018. Our method outperforms the most competi-
tive approach, LDGNNTrack, by 0.4 mAP on PoseTrack 2018
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TABLE XI: Comparison with state-of-the-art methods on multi-person pose tracking on the Validation sets of PoseTrack dataset
in terms of MOTA (%). ’-’ indicates that the result is not provided in the referred paper.

Dataset Method Head Shou Elb Wri Hip Knee Ankl Total
BUTD [64] 71.5 70.3 56.3 45.1 555 50.8 37.5 56.4
ST-Embed [55] 78.7 79.2 71.2 61.1 74.5 69.7 64.5 71.8
DAT [20] 61.7 65.5 57.3 45.7 54.3 53.1 45.7 55.2
FlowTrack [47] 73.9 75.9 63.7 56.1 65.5 65.1 535 65.4
PGPT [2] - - - - - - - 67.1
PoseTrack 2017 SKCTrack [69] ) ] ) ] ) ] ] 683
CombDet [06] 80.5 80.9 71.6 63.8 70.1 68.2 62.0 71.6
TKMRNet [7] 81.0 82.9 69.8 63.6 72 71.1 60.8 72.2
LDGNNTrack [21] 82.0 83.1 734 63.5 72.3 71.3 63.5 734
Ours 79.5 81.2 72.8 66.0 69.5 70.8 61.8 72.2
STAF [54] - - - - - - - 60.9
TMLA++ [67] 76.0 76.9 66.1 56.4 65.1 61.6 524 65.7
PT_CPN++ [8] 68.8 73.5 65.6 61.2 54.9 64.6 56.7 64.0
LightTrack [68] - - - - - - - 64.9
KeyTrack [9] - - - - - - - 66.6
PoseTrack 2018 PGPT [2] 75.4 71.3 69.4 71.5 65.8 67.2 59.0 68.4
CombDet [6] 74.2 76.4 71.2 64.1 64.5 65.8 61.9 68.7
TKMRNet [7] - - - - - - - 68.9
SKCTrack [|69] - - - - - - - 69.1
LDGNNTrack [21] 74.3 77.6 714 64.3 65.6 66.7 61.7 69.2
Ours 72.8 71.7 724 64.8 66.3 67.2 61.1 69.2

TABLE XII: Comparison with state-of-the-art multi-person
pose estimation and tracking methods on PoseTrack 2017 Test
set in terms of AP (%) and MOTA (%). Results are from
PoseTrack 2017 Test Leaderboard.

Method Wrists AP | Ankles AP | Total AP | Total MOTA
JointFlow [47] 53.1 50.4 63.4 53.1
TMLA++ [67]] 60.9 56.0 67.8 54.5
FlowTrack [47]] 71.5 65.7 74.6 57.8
HRNet [31] 72.0 67.0 75.0 57.9
POINet [71] 69.5 67.2 72.5 58.4
KeyTrack [9] 71.9 65.0 74.0 61.2
CombDet [6] 69.8 65.9 74.1 64.1
Ours 72.7 68.5 74.9 63.6

validation set.

Overall, excellence in performance on both PoseTrack 2017
and PoseTrack 2018 validation sets in two tasks, pose estima-
tion with keypoint filtering and multi-person pose estimation
without keypoint fully prove the effectiveness of our proposed
method.

Mulit-person Pose Tracking. We compare our method with
state-of-the-art multi-person pose tracking methods on both
PoseTrack validation sets and the test set. Since the PoseTrack
2018 test set is not available yet on the benchmark server, for
the test split we only provide the comparison on PoseTrack
2017 dataset. As shown in Table and Table our
approach outperforms other methods and achieves the best
performances on PoseTrack 2018 validation set. On PoseTrack
2017, our approach also achieves an excellent pose tracking
performance on both validation set and test set.

V. CONCLUSION

In this work, we present a confidence-based novel top-down
approach for multi-person pose estimation and tracking task.
Specifically, we propose a keypoint confidence network and
a pose tracking pipeline. Compared to the previous methods,
the proposed keypoint confidence network considers the avail-
ability probability when estimating keypoint confidence, while

others only use the location probability. We also design a
pose tracking pipeline with a Bbox-revision module and an
ID-retrieve module to improve the tracking performance. The
experimental results show that our approach achieves state-
of-the-art performance on both PoseTrack 2017 and 2018
datasets.
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