
1

Learning with Imbalanced Noisy Data by
Preventing Bias in Sample Selection

Huafeng Liu*, Mengmeng Sheng*, Zeren Sun, Yazhou Yao, Xian-Sheng Hua, and Heng-Tao Shen

Abstract—Learning with noisy labels has gained increasing
attention because the inevitable imperfect labels in real-world
scenarios can substantially hurt the deep model performance.
Recent studies tend to regard low-loss samples as clean ones
and discard high-loss ones to alleviate the negative impact
of noisy labels. However, real-world datasets contain not only
noisy labels but also class imbalance. The imbalance issue is
prone to causing failure in the loss-based sample selection since
the under-learning of tail classes also leans to produce high
losses. To this end, we propose a simple yet effective method
to address noisy labels in imbalanced datasets. Specifically, we
propose Class-Balance-based sample Selection (CBS) to prevent
the tail class samples from being neglected during training. We
propose Confidence-based Sample Augmentation (CSA) for the
chosen clean samples to enhance their reliability in the training
process. To exploit selected noisy samples, we resort to prediction
history to rectify labels of noisy samples. Moreover, we introduce
the Average Confidence Margin (ACM) metric to measure the
quality of corrected labels by leveraging the model’s evolving
training dynamics, thereby ensuring that low-quality corrected
noisy samples are appropriately masked out. Lastly, consistency
regularization is imposed on filtered label-corrected noisy samples
to boost model performance. Comprehensive experimental results
on synthetic and real-world datasets demonstrate the effective-
ness and superiority of our proposed method, especially in
imbalanced scenarios. The source code has been made available at
https://github.com/NUST-Machine-Intelligence-Laboratory/CBS.

Index Terms—Imbalanced label noise, class-balance-based
sample selection, confidence-based sample augmentation, consis-
tency regularization, average confidence margin.

I. INTRODUCTION

DEEP neural networks (DNNs) have obtained remarkable
achievements in various tasks (e.g., image classification

[1], [2], object detection [3], [4], face recognition [5], [6],
instance segmentation [7]–[10], natural language processing
[11]) in recent years. These successes are highly attributed to
large-scale accurately-labeled training datasets (e.g., ImageNet
[12]). Nevertheless, acquiring high-quality manual annotations
is expensive and time-consuming, especially for tasks requir-
ing expert knowledge for annotating (e.g., medical images
[13]). To obtain large-scale annotated data under a limited
budget, recent researchers have started to pay attention to using
crowd-sourcing platforms [14] or web image search engines
[15] for dataset construction. Despite reducing the cost of
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Fig. 1. The sample distribution (left) and the mean loss variation (right) on
noisy and imbalanced CIFAR100 (noise rate is 0.4 and imbalance factor is 20).
We can find: (1) both tail class samples and noisy samples exhibit large losses;
(2) losses of some clean samples belonging to tail classes are even larger than
losses of some noisy ones from head classes. Accordingly, existing low-loss-
based sample selection methods tend to fail when distinguishing clean and
noisy samples. This inspires us to develop a class-balanced sample selection
method to combat noisy and imbalanced labels.

data collection, these methods inevitably introduce low-quality
samples that are associated with noisy labels. Noisy labels
tend to result in inferior model performance due to the strong
learning ability of DNNs [16]. Therefore, it is significant to
develop robust methods for alleviating noisy labels.

Recently, some methods have been proposed to address the
label noise problem [17]–[31]. Existing approaches mainly
employ two kinds of strategies for tackling noisy labels:
loss/label correction [21], [32], [33] and sample selection [17],
[19], [34]. Loss/label correction methods typically attempt to
rectify labels by using the noise transition matrix [35]–[37]
or model predictions [18], [21], [33]. For example, methods
such as loss correction [35] attempt to first estimate the
noise transition matrix and then utilize forward and backward
correction to mitigate the impact of label noise. [37] pro-
poses a transition-revision (T-Revision) method to effectively
learn transition matrices, leading to better classifiers. Jo-
SRC [18] uses the temporally averaged model (i.e., mean-
teacher model) to generate reliable pseudo-label distributions
for training. PENCIL [33] proposes to directly learn label
distributions for corrupted samples in an end-to-end manner.
However, loss/label correction methods usually suffer from
error accumulation due to the imperfectness and unreliability
of the estimated noise transition matrix and model predictions.
Contrarily, sample selection methods primarily seek to divide
training samples into a “noisy” subset and a “clean” subset,
and then use the “clean” one for training [17], [18], [38], [39].
The effectiveness of recent sample-selection-based approaches
is mainly attributed to the Memorization Effect: DNNs first
fit clean samples and then gradually memorize noisy ones.
Accordingly, existing methods usually regard samples with
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small losses as clean ones. For example, Co-teaching [17]
cross-updates two networks using small-loss samples selected
by its peer networks. Jo-SRC [18] proposes to employ Jensen-
Shannon Divergence for selecting clean samples globally.
DivideMix [21] extracts the clean subset by fitting the loss
distribution with the Gaussian Mixture Model.

However, real-world scenarios contain not only noisy labels
but also class imbalance [12], [40], [41]. Most training data
tends to belong to the majority classes (i.e., head classes),
while some other classes (i.e., tail classes) may possess only a
few training samples. Class imbalance leans to mislead the op-
timization of DNNs to sub-optimal solutions, in which models
will predict most samples as head classes. Samples from tail
classes will be under-learned. Consequently, the generalization
performance and robustness of DNNs are inevitably degraded.
Existing approaches designed for noisy labels usually implic-
itly hypothesize that training samples are class-balanced and
thus tend to fail when noisy samples and class imbalance exist
simultaneously. Label correction methods cannot guarantee the
reliability of corrected labels since tail classes have far fewer
samples than head classes. Sample selection methods are prone
to suffering from learning bias. These methods mostly rely
on the low-loss criterion. Nevertheless, as shown in Fig. 1,
samples from tail classes will also have high losses due to
under-learning. Nevertheless, as shown in Fig. 1, (1) both
tail class samples and noisy samples exhibit large losses; (2)
losses of some clean samples belonging to tail classes are even
larger than losses of some noisy ones from head classes due
to under-learning.

To alleviate the aforementioned issues, we propose a simple
yet effective method to learn with noisy labels by balanced
sample selection. Our method ensures that tail class samples
are learned sufficiently by preventing head classes from pre-
vailing in the selected clean samples. Specifically, we propose
Class-Balance-based sample Selection (CBS) to divide train-
ing samples into a “clean” subset and a “noisy” subset in a
class-balanced manner. Subsequently, we propose Confidence-
based Sample Augmentation (CSA) to minimize the negative
effect caused by noisy tail class samples being grouped into
the “clean” subset. By fusing selected clean samples based
on confidence, CSA promotes the stability of model training
by assuring the reliability of samples fed into the model.
Moreover, to exploit selected noisy samples and avoid the
waste of data, we resort to prediction history to rectify labels
of noisy samples and feed them into the model afterward. In
order to alleviate the potential harm induced by low-confidence
corrected samples (i.e., presumably erroneous corrections), we
introduce the Average Confidence Margin (ACM) metric to
assess the quality of corrected labels. ACM estimates the con-
tribution of a corrected sample to the model by investigating
the gap between its confidence scores of the top-2 candidate
corrected labels. Additionally, ACM leverages the evolving
training dynamic, ensuring that low-quality corrected labels
are effectively masked out. Lastly, we design a consistency
regularization term to encourage sample-view-wise and epoch-
wise prediction consistency, maximizing data exploitation and
boosting model performance further. Comprehensive experi-
mental results have been provided to verify the effectiveness

and superiority of our proposed method.
Our main contributions are summarized as follows :
• We propose a simple yet effective approach to ad-

dress noisy and imbalanced labels. Our proposed class-
balanced sample selection assures class balance during
the sample selection process to alleviate the learning bias
induced by the data imbalance.

• We propose to employ confidence-based sample augmen-
tation to enhance the reliability of selected clean samples.
The exponential moving average (EMA) is leveraged to
correct labels for noisy samples by resorting to prediction
history. Moreover, consistency regularization is adopted
to achieve further model enhancement.

• We propose the average confidence margin metric to
measure the quality of corrected labels during training. It
quantifies the gap between the confidence scores corre-
sponding to the top-2 candidate corrected labels, thereby
ensuring that low-quality corrected noisy samples are
appropriately discarded from training.

• We provide comprehensive experimental results on syn-
thetic and real-world datasets to illustrate the superiority
of our approach. Extensive ablation studies are conducted
to verify the effectiveness of each proposed component.

II. RELATED WORK

A. Learning with Noisy Labels

Label noise in training data has been evidenced to have a
detrimental impact on the training of deep neural networks
[18], [38], [42]–[45]. Existing methods designed for noisy
labels can be primarily categorized into the following three
groups: label correction [33], [35], [36], sample selection [17]–
[19], and other methods [46]–[52].

1) Label or Loss Correction: To cope with label noise,
one intuitive idea is to correct sample losses or corrupted
labels. Methods such as loss correction [35] attempt to first
estimate the noise transition matrix and then utilize forward
and backward correction to mitigate the impact of label noise.
[37] proposes a transition-revision (T-Revision) method to ef-
fectively learn transition matrices, leading to better classifiers.
Goldberger et al. [36] proposes to use an additional layer to
estimate the noise transition matrix. Some other researchers
focus on correcting labels based on model predictions. For
instance, PENCIL [33] proposes to learn label distributions
according to model predictions. Tanaka et al. [53] proposes to
relabel samples by directly using pseudo-labels in an iterative
manner. However, the noise transition matrix is difficult to
estimate accurately, while prediction-based label correction
tends to suffer from error accumulation. Consequently, these
methods are prone to struggling with significant performance
drops under high noise settings due to the low quality of
corrected labels.

2) Sample Selection: Another straightforward idea for ad-
dressing noisy labels is to select clean samples and discard
selected noisy ones from training. For example, Co-teaching
[17] maintains two networks and lets each network select
small-loss samples as clean ones for its peer network. Co-
teaching+ [20] integrates Co-teaching and model disagreement
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to identify clean samples. JoCoR [19] exploits a joint loss
to select small-loss samples to encourage agreement between
models. Besides the popular low-loss-based sample selection,
some recent methods propose new selection criteria for finding
clean samples. For instance, PNP [22] simultaneously trains
two networks, in which one predicts the category label and the
other predicts the noise type. NCE [54] resorts to neighbor data
to identify clean and noisy samples. BARE [55] proposes a
data-dependent, adaptive sample selection strategy that relies
only on batch statistics of a given mini-batch to promote
the model robustness against label noise. Nevertheless, these
methods usually rely on the class-balanced hypothesis, ren-
dering them inadequate for addressing noisy and imbalanced
datasets in real-world scenarios. In this paper, we introduce
the class-balance-based sample selection strategy to simulta-
neously tackle label noise and class imbalance issues. Our
method is applied per class, mitigating the loss gap between
different classes.

3) Other Methods: Apart from the two types of methods
mentioned above, there are other attempts that have been estab-
lished to address noisy labels [46]–[51]. For example, AGCE
[47] proposes asymmetric loss functions to address discrete
and continuous noisy labels. ELR [49] aims to mitigate the im-
pact of noisy data by applying loss gradient regularization. SR
[56] introduces a sparse regularization approach that constrains
the network output to a permutation set within a one-hot vector
framework. Recently, some researchers have strived to take ad-
vantage of contrastive learning methods. TCL [57] proposes to
focus on learning discriminative representations aligned with
estimated labels through mixup and contrastive learning. Sel-
CL [51] introduces selective-supervised contrastive learning to
learn robust representations and handle noisy labels.

B. Class Imbalance

Real-world scenarios contain not only noisy labels but also
class imbalance, posing a more challenging problem. Prior
works mainly resort to the sample re-weighting strategy for
addressing class imbalance [58]–[61]. These methods usually
assign larger weights to tail classes while smaller weights to
head classes. For example, [58] proposes to assign different
weights to training samples based on gradient directions. [59]
proposes a sample weighting function based on meta-learning.
However, existing approaches are usually vulnerable when
training with noisy and imbalanced data. It should be noted
that noisy and tail class samples exhibit high losses. Noisy
samples require smaller weights, while tail class samples
require larger weights. CNLCU [62], CoDis [63], CurveNet
[60] and ULC [61] propose initial attempts to address noisy
labels and class imbalance simultaneously. CNLCU [62] ex-
tends time intervals and utilizes the mean of training losses
at different training iterations to reduce the uncertainty of
small-loss examples. CoDis [63] measures the discrepancy
by using the distance of prediction probabilities between two
networks. CurveNet [60] proposes to learn valuable priors
for sample weight assignment based on the loss curves.
ULC [61] performs epistemic uncertainty-aware class-specific
noise modeling to identify trustworthy clean samples and

refine/discard highly confident true/corrupted labels. In this
work, instead of following the re-weighting paradigm, we
propose a class-balanced sample selection method to ensure
that tail classes are sufficiently learned during training.

III. METHODS

To effectively mitigate the performance degradation caused
by noisy labels and class imbalance, we propose to learn from
noisy labels by employing balanced sample selection. Initially,
we partition the training dataset into two subsets (i.e., the
clean and noisy subsets) based on our proposed class-balance-
based sample selection (CBS) method. For samples in the
clean subset, we further enhance their reliability using the
proposed confidence-based sample augmentation (CSA). For
samples inside the noisy subset, we correct their given labels
based on the exponential moving average (EMA). Besides,
we introduce the average confidence margin (ACM) metric
to enhance the quality of corrected labels as the training
progresses. Lastly, we incorporate a consistency regularization
term to further boost the model performance by encouraging
sample-view-wise and epoch-wise prediction consistency. The
overall framework of our approach is shown in Figure 2.

A. Preliminaries

Let Dtrain = {(xi, yi)|i = 1, ..., N} be a noisy C-class
dataset containing N training samples, where xi denotes the
i-th image and yi ∈ {0, 1}C is its associated label (potentially
noisy). y∗i is the ground-truth label of xi. We denote F(·, θ) as
the neural network model parameterized by θ. Given an image-
label pair (x, y), we optimize the network by employing the
loss function L(F(x, θ), y) (e.g., cross-entropy loss) during
the training process. In the conventional training process, we
implicitly assume that the annotated labels of all training
samples are accurate (i.e., yi = y∗i ), and use the following
cross-entropy loss to optimize the model parameters.

L(F(x, θ), y) =
1

N

N∑
i=1

lce(xi, yi)

=− 1

N

N∑
i=1

C∑
c=1

yci log(p
c(xi, θ)), (1)

in which pc(xi, θ) denotes the predicted softmax probability
of the i-th training sample xi over its c-th class.

Due to the existence of label noise, the empirical risk
minimization based on the above loss L leads to an ill-suited
solution. Recent researchers [21], [54], [64] have attempted
to employ the semi-supervised learning (SSL) framework by
combining the sample selection and label correction methods.
First, the sample selection method is adopted to divide the
training set Dtrain into a clean subset Dc and a noisy subset
Dn. Then, the SSL-based method performs label correction
on the subset Dn and subsequently uses the corrected labels
for model training. This work also follows the SSL-based
paradigm for addressing noisy and imbalanced labels.
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Fig. 2. The overall framework of our proposed approach. We first divide the noisy training set into clean and noisy subsets in a class-balanced manner
based on the proposed class-balance-based sample selection (CBS) method. Then, for samples in the clean subset, we propose a confidence-based sample
augmentation (CSA) method to enhance the reliability of the selected clean samples. Subsequently, the exponential moving average (EMA) is adopted for
correcting labels of noisy samples. Thus, noisy samples are also used for model training. Besides, the average confidence margin (ACM) is proposed to
measure the quality of corrected labels as the training progresses. Finally, we employ consistency regularization to boost the model performance further. This
regularization term can not only enhance the extracted features but also stabilize training by encouraging epoch-wise prediction consistency.

B. Class-balance-based Sample Selection

Due to the memorization effect of deep neural networks,
previous studies [17]–[19], [21] usually select low-loss sam-
ples as clean ones in each mini-batch B. The conventional
low-loss sample selection strategy empirically performs well in
class-balanced datasets. However, these methods tend to suffer
from learning bias since the losses of simple class samples
tend to be lower than those of hard class samples. This learning
bias issue is amplified when the dataset is not only label-noisy
but also class-imbalanced. As mentioned above, losses of tail
classes tend to be higher than those of head classes. Clean
samples belonging to tail classes may even have higher losses
than noisy samples from head classes. The class imbalance
substantially prevents current sample selection methods from
distinguishing between clean samples and noisy ones.

To this end, we propose a class-balance-based sample
selection (CBS) strategy to address the concurrent label noise
and class imbalance issues. Specifically, we first normalize the
losses of all samples. The normalization is done on all samples
to map all losses to [0, 1], bringing them into a common scale
and making loss comparison more meaningful.

l(F(x, θ), y) =
lce −min{lce}

max{lce} −min{lce}
, (2)

in which

lce = lce(F(x, θ), y), (x, y) ∈ Dtrain. (3)

It should be noted that the loss-based sample selection is
done per class after normalization, thus mitigating the loss
gap between different classes. Let Dsubi denote the sample
set of the i-th class. We select the top ⌊ρ |Dtrain|

C ⌋ small-loss
samples from Dsubi as “clean” samples belonging to the i-th
class. ρ indicates the sample selection ratio, which is designed
to control the number of the selected “clean” samples. In
practice, we set the value of ρ based on the estimated noise
rate η (i.e., ρ = 1 − η). If |Dsubi | < ⌊ρ |Dtrain|

C ⌋, all samples

in Dsubi will be selected as “clean” ones. Thus, we can get
Dc and Dn as follows:

Dc =
⋃

i∈{1,...,C}

Dci , (4)

Dn = Dtrain −Dc, (5)

in which

Dci = argmin
D′

ci
⊆Dsubi

:|D′
ci
|=δ,(xj ,yj)∈Dsubi

lce(F(xj , θ), yj), (6)

δ = min(⌊ρ |Dtrain|
C

⌋, |Dsubi |). (7)

Our proposed class-balanced-based sample selection prevents
samples of tail classes from being neglected in the selection
procedure, ensuring their adequate participation in the training
process. Consequently, the network can sufficiently learn from
the tail class samples and correctly produce label predictions.

Discussion. Deep networks usually learn categories that
have more samples better than those having fewer ones.
Given that the cross-entropy loss is unbounded, losses of
samples from different categories tend to have different scales,
resulting in the class-wise loss gap. This loss gap is prone to
hampering sample selection and thereby downgrading model
performance. To address this issue, our method performs
sample selection per class using normalized losses. The loss
normalization brings selection metrics to a common scale,
making the comparison easier and more meaningful. Mean-
while, the class-wise sample selection strategy effectively
mitigates the negative impact caused by the loss gap between
different categories.

It is also worth noting that although our proposed class-
balanced-based sample selection is designed for imbalanced
noisy datasets, it is also beneficial for balanced noisy ones.
In balanced noisy datasets, the learning difficulties of various
categories are inconsistent. Samples from simple categories
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tend to yield smaller losses since they are better learned by the
network. Contrarily, samples from hard classes usually result
in larger losses. This issue leans to make the trained network
have biased and inferior recognition performance. By using
our proposed class-balanced-based sample selection method,
we can alleviate the imbalanced selection results caused by
the biased learning ability of the model, thus achieving better
model performance.

C. Confidence-based Sample Augmentation

Resorting to the proposed class-balance-based sample se-
lection strategy, we can effectively distinguish between clean
and noisy samples while ensuring that tail class samples are
selected sufficiently for the subsequent training. However, this
selection process will inevitably result in some noisy samples
from tail classes being misselected into the clean subset. This
issue may lead to a decrease in the model performance.

Therefore, we propose a confidence-based sample augmen-
tation (CSA) method for enhancing the reliability of selected
clean samples. To be specific, for each sample (xi, yi) ∈
Dc selected by CBS, we randomly choose another sample
(xj , yj) ∈ Dc and integrate them to obtain (x̃i, ỹi) for sample
enhancement. Samples with higher prediction confidence are
more likely to be truly clean. When integrating the selected
two samples, we assign a larger coefficient for the sample
whose prediction confidence is higher and a lower coefficient
for the sample with lower prediction confidence. Here, we use
the max predicted softmax probability to measure the predic-
tion confidence. Thus, the generated (x̃i, ỹi) is as follows:

x̃i =

{
lxi + (1− l)xj , p(xi)

max ≥ p(xj)
max,

(1− l)xi + lxj , p(xi)
max < p(xj)

max,
(8)

ỹi =

{
lyi + (1− l)yj , p(xi)

max ≥ p(xj)
max,

(1− l)yi + lyj , p(xi)
max < p(xj)

max.
(9)

l = max(l′, 1 − l′), in which l′ is sampled from a Beta
distribution B(Φ,Φ) (In our implementation, Φ is empirically
set to 4). p(xi)

max and p(xj)
max denote the max predicted

softmax probabilities of xi and xj , respectively.
By adopting the proposed confidence-based sample aug-

mentation, we reconstruct the selected clean subset as

D̃c = {(x̃, ỹ)|(x, y) ∈ Dc}. (10)

We accordingly enhance the reliability of selected clean sam-
ples. Then, based on Eq. (1), we calculate the loss on the
obtained clean subset D̃c as follows:

LDc
= − 1

|D̃c|

∑
(x̃,ỹ)∈D̃c

ỹ log p(x̃, θ). (11)

Discussion. It is worth noting that our CSA, inspired by
Mixup [48], is designed to minimize the negative effect of
selecting noisy samples as “clean”. However, unlike Mixup,
CSA integrates selected “clean” samples from the clean subset
and assigns larger coefficients to samples with higher predic-
tion confidence. High-confidence samples are more likely to

be truly clean. Accordingly, CSA maximizes data reliability by
ensuring augmented data contains at least some clean knowl-
edge, thus promoting generalization performance. Although
this is a rare occurrence, it is still possible that these two
samples are both noisy. When tackling this kind of extreme
case where two samples are both noisy, the combination of
y (Eq. (9)) smooths label distributions and thus slows down
the fitting on label noise, thereby effectively enhancing the
model’s generalization performance.

D. Label Correction & Average Confidence Margin
Discarding selected noisy samples directly leads to a waste

of data. Meanwhile, our proposed sample selection method
may introduce another issue: some clean samples belonging
to head classes may be mistakenly identified as noisy sam-
ples. Consequently, we follow semi-supervised learning and
conduct label correction for selected noisy samples before
feeding them to the network. Moreover, we propose to impose
the metric of average confidence margin (ACM) to measure
the quality of corrected labels by using the model’s training
dynamics. ACM ensures that low-quality corrected samples
are appropriately masked out during training.

Considering that the model is inevitable to fit noisy samples
in the later stage of training, we resort to the Exponential Mov-
ing Average (EMA) to achieve more reliable label correction.
The corrected labels for noisy samples are formulated as:

ŷt = αŷt−1 + (1− α)p(Aw(x), θ), (x, y) ∈ Dn. (12)

ŷt is the soft corrected label in the t-th epoch. α is the
EMA coefficient. Aw(x) represents the weakly augmented
view of the sample x. By introducing the prediction history to
alleviate the misguidance from erroneously predicted outputs,
the correction results are encouraged to be more robust.

Nevertheless, corrected labels with low confidence are not
beneficial for model training, as they are essentially akin to
noisy labels. Accordingly, inspired by [65]–[67], we introduce
the metric of Confidence Margin (CM) to measure the quality
of corrected labels as follows:

CM t
j (x) =

{
ŷtj −maxc ̸=j(ŷ

t
c), j = argmax(ŷt),

ŷtj −max(ŷt), j ̸= argmax(ŷt).
(13)

ŷtj is the confidence corresponding to the j-th class of the soft
corrected label ŷt. CM t

argmax(ŷt) quantifies the confidence
margin between classes with the largest and the second-
largest confidence scores in the corrected label distribution.
Consequently, a lower CM t

argmax(ŷt) value indicates greater
ambiguity in the model prediction, making the corresponding
label correction less reliable. We also compute CM t

j for the
remaining classes j ̸= argmax(ŷt), aiming to reflect how
these classes confuse the model prediction.

We find that CM only considers the model predictions at
the current epoch, making it potentially unstable. Thus, we
further propose average confidence margin (ACM) to average
all the margins with respect to the corrected label from the
beginning of training until the current epoch t as follows:

ACM t(x) =
1

t

t∑
k=1

CMk
argmax ŷt(x). (14)
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ACM implements an iterative estimation method for assessing
the contribution of corrected labels to model learning and gen-
eralization during training, providing a more stable measure
of confidence for corrected labels.

In practice, we maintain a vector of confidence margins
for all classes accumulated during training. We dynamically
retrieve the accumulated confidence margin of the predicted
class (i.e., argmax ŷt) at epoch t to obtain ACM t. Eq.13
illustrates that CM t

j is positive for j = argmax(ŷt) and
negative for j ̸= argmax(ŷt). Hence, when predictions of
the model frequently disagree across different epochs, the
confidence margins for argmax ŷt in previous epochs may
not consistently be positive, leading to a low ACM t. In cases
where the model predictions show uniformity and stability
across epochs in the corrected label, the confidence margins
for argmax ŷt in previous epochs are more likely to be
positive, resulting in a higher ACM t. Accordingly, ACM
is evidenced to dynamically capture the characteristics of
erroneously corrected labels that adversely affect the training
process. We take a linear interpolation of all corrected labels’
ACM at t-th epoch as a threshold T to mask out corrected
labels with low confidence.

T t = min(ACM)+(max(ACM)−min(ACM))∗τ, (15)

where τ is set to control the value of T (In our implementation,
τ is empirically set to 0.2).

After integrating our proposed ACM, we further enhance
the model performance through a consistency regularization
loss Lreg between the weakly and strongly augmented sample
views. Lreg ensures that reliable corrected noisy data is
effectively utilized as follows:

Lreg = − 1

|D′
n|

∑
(x,y)∈|D′

n|

ŷlog p(As(x), θ). (16)

D′
n = {(x, y)|ACM t(x) > T t, (x, y) ∈ Dn}. As(x) denotes

the strongly augmented view of the sample x. ACM t > T t

is used to mask out corrected labels with low confidence,
hindering their induced harm to the model training. It is worth
noting that the samples masked out are only a portion of the
samples in the noisy subset, whose corrected labels are deemed
unreliable. By employing this consistency regularization de-
sign, we achieve prediction consistency between different sam-
ple views, implicitly enhancing the feature extraction of the
network. Furthermore, we also attain epoch-wise prediction
consistency for noisy samples, strengthening the stability of
the model optimization. The epoch-wise label consistency is
implicitly realized by Eq. (12), which integrates historical
and current model prediction results. As noted in Eq. (12),
ŷ contains predictions from previous epochs to alleviate the
misguidance from error prediction, thereby enhancing model
stability and reliability.

E. Overall Framework

The learning procedure of our proposed method is illustrated
in Algorithm 1 and Fig. 2. The final objective loss function in
our method is:

L = LDc
+ αLreg. (17)

Algorithm 1: Our proposed algorithm
Input: The training set Dtrain, the test set Dtest, the
neural network F(·, θ), warm-up epochs Tw, total
epochs Ttotal, the sample selection ratio ρ, and the
batch size bs.

1: for epoch = 1, 2, . . . , Ttotal do
2: if epoch ≤ Tw then
3: for iteration = 1, 2, . . . do
4: Fetch B = {(xi, yi)}bs1 from Dtrain

5: Calculate Lce = −
∑bs

i=1 yilogp(xi, θ)

6: Calculate Lcp = −
∑bs

i=1 p(xi, θ)logp(xi, θ)
7: Calculate L = Lce + Lcp

8: Update θ by optimizing L
9: Obtain CM by Eq. (13)

10: Obtain ACM by Eq. (14)
11: end for
12: end if
13: if Tw < epoch ≤ Ttotal then
14: Obtain Dc and Dn based on Eqs. (4) and (5).
15: for iteration = 1, 2, . . . do
16: Fetch B = {(xi, yi)}bs1 from Dtrain

17: Obtain B̃c ⊆ B by Eqs. (8) and (9)
18: Obtain ŷ by Eq. (12)
19: Obtain CM by Eq. (13)
20: Obtain ACM by Eq. (14)
21: Obtain T t by Eq. (15)
22: Calculate LDc and Lreg using Eqs. (11) and (16)
23: Calculate L = LDc + Lreg

24: Update θ by optimizing L
25: end for
26: end if
27: end for

LDc
and Lreg denote the classification loss term and the

consistency regularization loss term, respectively. α is the
loss weighting factor

As presented in Algorithm 1, similar to existing methods
[17]–[19], our method starts from a warm-up stage. Besides
the cross-entropy loss Lce, we additionally leverage an entropy
loss Lcp in the warm-up. By minimizing Lce and Lcp during
warm-up, we enhance model prediction confidence. After
warm-up, our proposed method first divides the noisy training
set into clean and noisy subsets in a class-balanced manner
based on the proposed class-balance-based sample selection
(CBS) method. Then, for samples in the clean subset, we
employ confidence-based sample augmentation (CSA) to in-
crease the reliability of selected clean samples. Subsequently,
we correct the labels of noisy samples based on EMA. We
introduce the average confidence margin (ACM) to filter
noisy samples whose corrected labels are of low quality by
leveraging the model’s evolving training dynamics. Finally,
we impose consistency regularization from two perspectives:
(1) we encourage sample-view-wise prediction consistency to
improve the feature extraction ability; (2) we enforce epoch-
wise prediction consistency on noisy samples to stabilize the
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TABLE I
THE AVERAGE TEST ACCURACY (%) ON SYNTHETIC CIFAR10 WITH VARIOUS NOISE RATES AND IMBALANCE FACTORS OVER THE LAST TEN EPOCHS.

THE BEST AND SECOND-BEST RESULTS ARE BOLDED AND UNDERLINED, RESPECTIVELY.

Imbalance Factor Publication 1 10 50

Noise Rate 0% 20% 60% 0% 20% 60% 0% 20% 60%

Standard - 91.35 81.18 45.34 83.58 67.33 30.90 69.50 52.20 24.00
Decoupling [68] NeurIPS 2017 91.00 85.54 69.12 81.73 75.11 35.25 70.49 60.87 31.03
Co-teaching [17] NeurIPS 2018 91.68 88.82 75.43 82.94 76.91 32.46 68.91 55.47 21.34

Co-teaching+ [20] ICML 2019 91.20 89.04 74.07 81.65 72.94 24.33 66.91 48.79 18.87
JoCoR [19] CVPR 2020 91.95 89.09 77.19 83.14 77.17 30.22 68.24 59.38 19.48

DivideMix [21] ICLR 2020 92.96 91.63 79.27 87.43 79.49 50.61 68.51 62.79 30.88
CDR [69] ICLR 2021 94.11 89.02 81.27 85.55 75.11 47.28 73.44 59.69 31.81

Jo-SRC [18] CVPR 2021 93.88 90.57 82.47 87.79 76.02 40.20 78.10 60.75 28.67
Co-LDL [70] TMM 2022 92.40 90.49 79.14 82.86 75.83 41.44 73.77 53.71 25.72

AGCE [47] TPAMI 2023 92.79 90.09 82.68 86.08 78.95 52.57 74.12 57.77 29.53
TCL [57] CVPR 2023 93.06 89.47 85.66 83.10 82.20 52.79 72.35 66.41 35.61

Robust LR [71] AAAI 2023 94.88 91.06 84.25 87.74 82.44 56.94 73.82 64.25 31.71

Ours - 95.45 94.30 91.79 89.13 86.42 72.49 82.31 75.36 54.13

TABLE II
THE AVERAGE TEST ACCURACY (%) ON SYNTHETIC CIFAR100 WITH VARIOUS NOISE RATES AND IMBALANCE FACTORS OVER THE LAST TEN EPOCHS.

THE BEST AND SECOND-BEST RESULTS ARE BOLDED AND UNDERLINED, RESPECTIVELY.

Imbalance Factor Publication 1 10 50

Noise Rate 0% 20% 60% 0% 20% 60% 0% 20% 60%

Standard - 68.40 52.91 19.59 50.82 34.74 11.31 37.50 23.64 9.42
Decoupling [68] NeurIPS 2017 67.88 54.09 22.82 52.55 39.16 13.88 40.44 29.60 10.86
Co-teaching [17] NeurIPS 2018 67.94 61.33 47.10 50.75 43.41 18.13 38.30 28.44 11.21

Co-teaching+ [20] ICML 2019 67.57 56.97 35.74 51.28 38.59 14.24 39.83 26.64 9.68
JoCoR [19] CVPR 2020 68.98 61.63 44.34 50.87 42.37 20.10 37.73 28.68 13.79

DivideMix [21] ICLR 2020 75.86 69.46 39.38 58.33 48.66 16.12 44.51 30.51 10.26
CDR [69] ICLR 2021 74.86 63.68 42.66 57.11 41.42 20.10 42.25 28.38 12.94

Jo-SRC [18] CVPR 2021 75.05 67.95 48.71 57.12 50.91 23.21 46.96 37.86 12.61
Co-LDL [70] TMM 2022 71.02 65.01 40.07 46.06 37.24 17.72 31.54 25.78 12.17

AGCE [47] TPAMI 2023 72.49 67.07 47.37 57.37 44.04 22.38 43.09 31.86 11.91
TCL [57] CVPR 2023 74.12 63.52 50.20 56.53 47.36 24.47 45.84 29.71 18.58

Robust LR [71] AAAI 2023 76.87 68.91 48.07 54.44 46.06 33.34 39.05 29.52 14.39

Ours - 78.37 75.27 66.57 63.42 56.43 38.67 48.07 42.52 27.30

training process. The final objective loss integrates the classifi-
cation loss on clean samples and the consistency regularization
loss on noisy samples.

IV. EXPERIMENTS

This section focuses on experimental evaluations. We first
introduce our experimental setup, including datasets, imple-
mentation details, evaluation metrics, and baselines. After-
ward, we present experimental results on synthetic datasets
(i.e., CIFAR10 and CIFAR100 [72]) and real-world datasets
(i.e., Web-Aircraft, Web-Bird, and Web-Car [73]). These re-
sults firmly verify the effectiveness of our method in allevi-
ating noisy labels in class-imbalanced datasets. Moreover, we
conduct extensive ablation studies to investigate the effective-
ness of each component and hyper-parameters in our method.

A. Experimental Setup

Synthetic Datasets: Synthetic datasets are mainly derived
from CIFAR10 and CIFAR100 [72]. These two datasets con-
sist of 60,000 RGB images (50,000 for training and 10,000 for
testing). Images are equally distributed among 10 categories
and 100 categories. We randomly corrupt the sample labels
from their ground-truth categories to other categories using

0.6 0.1 0.1 0.1 0.1

0.1 0.6 0.1 0.1 0.1

0.1 0.1 0.6 0.1 0.1

0.1 0.1 0.1 0.6 0.1

0.1 0.1 0.1 0.1 0.6

Fig. 3. The number of samples belonging to each class in CIFAR100 under
various imbalance factor settings (left) and an example of the uniform noise
transition matrix (right).

a pre-defined noise rate (NR) η. In our experiments, we
adopt the uniform noise, which randomly corrupts labels
from their ground-truth classes to other ones with the pre-
defined noise rate η on CIFAR10 and CIFAR100. To construct
class-imbalanced datasets, we take an exponential function
ni = n0µ

i to reduce the number of samples per category,
where ni is the sample number of class i and µ ∈ (0, 1].
We use the class imbalance factor (IF), defined as max(ni)

min(ni)
,

to measure how imbalanced a dataset is. Fig. 3 (left) presents
the sample distribution of synthetic CIFAR100 under different
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TABLE III
COMPARISON WITH SOTA APPROACHES IN TEST ACCURACY (%) ON REAL-WORLD NOISY DATASETS: WEB-AIRCRAFT, WEB-BIRD, AND WEB-CAR.

THE BEST AND SECOND-BEST RESULTS ARE BOLDED AND UNDERLINED, RESPECTIVELY.

Methods Publication Backbone Performances(%)

Web-Aircraft Web-Bird Web-Car Average

Standard - ResNet50 60.80 64.40 60.60 61.93
Decoupling [68] NeurIPS 2017 ResNet50 75.91 71.61 79.41 75.64
Co-teaching [17] NeurIPS 2018 ResNet50 79.54 76.68 84.95 80.39

Co-teaching+ [20] ICML 2019 ResNet50 74.80 70.12 76.77 73.90
PENCIL [33] CVPR 2019 ResNet50 78.82 75.09 81.68 78.53

Hendrycks et al. [74] NeurIPS 2019 ResNet50 73.24 70.03 73.81 72.36
mCT-S2R [75] WACV 2020 ResNet50 79.33 77.67 82.92 79.97

JoCoR [19] CVPR 2020 ResNet50 80.11 79.19 85.10 81.47
AFM [76] ECCV 2020 ResNet50 81.04 76.35 83.48 80.29

DivideMix [21] ICLR 2020 ResNet50 82.48 74.40 84.27 80.38
Self-adaptive [77] NeurIPS 2020 ResNet50 77.92 78.49 78.19 78.20
Peer-learning [78] ICCV 2021 ResNet50 78.64 75.37 82.48 78.83

Co-LDL [70] TMM 2022 ResNet50 81.97 80.11 86.95 83.01
NCE [54] ECCV 2022 ResNet50 84.94 80.22 86.38 83.85
SOP [79] ICML 2022 ResNet50 84.06 79.40 85.71 83.06

SPRL [80] PR 2023 ResNet50 84.40 76.36 86.84 82.53
AGCE [47] TPAMI 2023 ResNet50 84.22 75.60 85.16 81.66

TCL [57] CVPR 2023 ResNet50 84.51 79.22 85.13 82.95
Robust LR [71] CVPR 2023 ResNet50 85.78 78.65 86.13 83.52

Ours - ResNet50 87.46 80.50 87.96 85.31
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Fig. 4. The test accuracy (%) vs.epochs on CIFAR100 with IF-1-NR-0% (a), IF-1-NR-20% (b), IF-10-NR-20% (c) and IF-50-NR-60% (d) during the training
process. (IF-X-NR-Y% means that the imbalance factor and the noise rate are X and Y%, respectively.)

imbalance factors (i.e., 10, 20, 50, etc.). Fig. 3 (right) shows
an example of the uniform noise transition matrix.

Real-world Datasets: To further verify the effectiveness
of our method in practical scenarios, we conduct experiments
on real-world noisy datasets: Web-Aircraft, Web-Bird, Web-
Car [73] and Clothing1M [41]. These three Web- datasets
are subsets of the web-image-based fine-grained image dataset
WebFG-496 [73]. Their training images are crawled from web
image search engines, making label noise inevitable. Web-
Aircraft is a fine-grained aircraft dataset containing 13,503
training images and 3,333 test images belonging to 100
different aircraft models. Web-Bird is a fine-grained bird
dataset containing 200 different classes. There are 18,388
noisy training instances, whereas the test set consists of 5794
accurately-labeled samples. Web-Car is a fine-grained car
dataset composed of 21,448 samples, and the test set consists
of 8,041 samples belonging to 196 car classes. Clothin1M
comprises 1M clothing images of 14 categories, which are
collected from several online shopping websites and include
many mislabelled samples. These real-world datasets contain
both corrupted labels and class imbalance.

Implementation Details: On synthetic datasets, we con-
duct experiments on CIFAR10 and CIFAR100 with various
imbalance factors and noise rates. We use ResNet18 as our
backbone. The network is trained using SGD with a mo-
mentum of 0.9 for 200 epochs. Our warm-up stage lasts
for 40 epochs. The initial learning rate and batch size are
0.01 and 128, respectively. During the robust learning stage,
we decay the learning rate in a cosine annealing manner.
We set ρ and τ as 1 − η and 0.2, respectively. On real-
world datasets (i.e., Web-Aircraft, Web-Bird, Web-Car, and
Clothing1M), we follow [70] and select ResNet50 pre-trained
on ImageNet as our backbone and SGD with a momentum of
0.9 as the optimizer. We set the initial learning rate as 0.001,
and adopt the cosine schedule to adjust the learning rate during
training. The training lasts for 100 epochs (including 10 warm-
up epochs). We use random cropping and horizontal flipping
as weak augmentation, and adopt AutoAugment [81] as strong
augmentation. AutoAugment designs a search space where a
policy consists of many sub-policies (i.e., translation, rotation,
or shearing), one of which is randomly chosen for each image
in each mini-batch.
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TABLE IV
PERFORMANCE COMPARISON WITH SOTA METHODS IN TEST ACCURACY

(%) ON CLOTHING1M.

Method Publications Performance

Standard - 68.94
Decoupling [68] NeurIPS 2017 69.84
Co-teaching [17] NeurIPS 2018 69.21

JoCoR [19] CVPR 2020 70.30
DivideMix [21] ICLR 2020 74.76

JNPL [82] CVPR 2021 74.15
UNICON [64] CVPR 2022 74.98

TCL [57] CVPR 2023 74.80

Ours - 74.99

Evaluation Metrics: We adopt test accuracy as the evalu-
ation metric. On synthetic CIFAR10 and CIFAR100 datasets,
we additionally employ the average test accuracy over the last
epochs to evaluate the performance more comprehensively.

Baselines: We compare our method with state-of-the-art
(SOTA) methods for evaluation. On synthetic CIFAR10 and
CIFAR100, we compare our method with Decoupling [68],
Co-teaching [17], Co-teaching+ [20], JoCoR [19], DivideMix
[21], Jo-SRC, CDR [69], [18], Co-LDL [70], AGCE [47],
TCL [57], and Robust LR [71]. On Web-Aircraft, Web-Bird,
and Web-Car, the following SOTA methods are adopted for
comparison: Decoupling [68], Co-teaching [17], PENCIL [33],
Hendrycks et al. [74], mCT-S2R [75], JoCoR [19], AFM [76],
DivideMix [21], Self-adaptive [77], Peer-learning [78], Co-
LDL [70], NCE [54], SOP [79], SPRL [80], AGCE [47],
TCL [57], and Robust LR [71]). On Clothing1M, We compare
the following methods: Decoupling [68], Co-teaching [17],
JoCoR [19], DivideMix [21], JNPL [82], UNICON [64] and
TCL [57]). Moreover, we perform conventional training using
the entire noisy dataset. The result is provided as a baseline
(denoted as “Standard”).

B. Experimental Results on Synthetic Datasets

For evaluating the performance of our proposed method in
learning with imbalanced noisy data, we conduct extensive
experiments on the synthetic CIFAR10 and CIFAR100 using
different imbalance factors (i.e., 1, 10, 50) and noise rates
(i.e., 0%, 20%, 60%). We compare our proposed method with
existing SOTA methods, which are re-implemented using their
open-sourced code and default hyper-parameters. Results are
shown in Table I, Table II and Fig.4.

Results presented in Table I and Table II illustrate: (1)
When the dataset contains only noisy labels (i.e., the imbalance
factor is 1), both existing SOTA methods and our method
achieve robust performance. Notably, our method achieves
the best performance. (2) When the dataset is noisy and
imbalanced, SOTA methods for learning with noisy labels
dreadfully degrade their performance when we increase the
imbalance factor and the noise rate. In particular, methods
employing the small-loss criterion (e.g., Co-teaching, Co-
teaching+, and JoCoR) generally exhibit inferior performance.
These methods erroneously discard samples from tail classes
due to their large loss values, thereby introducing a learning
bias against tail classes.
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Fig. 5. Some visualization results of clean and noisy samples selected by
our sample selection methods on Web-Aircraft, Web-Bird, and Web-Car. The
corresponding fine-grained class names are DHC-1, frigatebird, and Ferrari
458 Italia Coupe 2012.

Our method consistently sustains robust performance, sur-
passing all competing SOTA methods across all experimental
settings. Results from Table I and Table II clearly illustrate the
effectiveness and superiority of our proposed method. This is
mainly attributed to our proposed class-balanced sample selec-
tion approach. CBS ensures that the tail class samples suffi-
ciently participate in the model training. Fig. 4 presents the test
accuracy vs.epochs in four different scenarios on CIFAR100.
It further demonstrates that our proposed method consistently
performs better than competing approaches during the training
process. Especially in the most challenging situation (i.e., IF-
50-NR-60%), our method still performs superiorly throughout
the training process. These advances in performance validate
the superiority of our method.

C. Experimental Results on Real-World Datasets

In addition to evaluating our method on synthetic noisy
and imbalanced datasets (i.e., CIFAR10 and CIFAR100), we
also utilize three real-world web-image-based datasets (i.e.,
Web-Aircraft, Web-Bird, and Web-Car) to corroborate the
effectiveness and superiority of our method. Table III presents
the performance comparison on real-world datasets. These
datasets contain at least 25% of unknown noisy labels and do
not provide any label verification information, making them
practical and challenging label noise scenarios. It should be
emphasized that these three datasets are fine-grained ones,
which undoubtedly makes them more challenging. Results
of existing methods shown in Table III are obtained under
the same experimental settings. As shown in Table III, our
method consistently outperforms SOTA methods on the three
datasets. Our method achieves 87.46%, 80.50%, and 87.96%
accuracy on test sets of Web-Aircraft, Web-Bird, and Web-
Car, respectively. It achieves a significant performance boost
of +1.68% / +0.28% / +1.01% over the best SOTA method. In
the average test accuracy of these three datasets, our proposed
approach outperforms Co-LDL [70] and NCE [54] by 2.30%
and 1.46%, respectively. Table IV shows the additional ex-
perimental results on another real-world noisy and imbalanced
dataset Clothing1M. By comparing with SOTA methods in
Table IV, we can find that our method can achieve competitive
performance against SOTA approaches. It should be noted that
DivideMix, UNICON and TCL involve two simultaneously
trained networks, while our method trains only one network.
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TABLE V
EFFECTS OF DIFFERENT INGREDIENTS IN TEST ACCURACY (%) ON CIFAR10 AND CIFAR100 (20%-10 MEANS THAT NOISE RATE AND IMBALANCE

FACTOR ARE 20% AND 10, RESPECTIVELY). RESULTS AT THE BEST EPOCHS ARE PRESENTED.

Model CIFAR10 CIFAR100

20%-1 20%-10 20%-50 0%-10 20%-10 60%-10

Standard 81.18 67.33 52.20 50.82 34.74 11.31

Standard+CBS 90.95 75.31 60.71 54.84 42.51 22.47
Standard+CBS+CSA 91.11 82.58 68.94 56.96 50.60 34.72
Standard+CBS+CSA+CR 94.30 85.46 71.87 62.15 54.46 38.67
Standard+CBS+CSA+CR+ACM 94.82 86.42 75.36 63.42 56.43 39.70

In order to further visualize the performance of our method,
we provide qualitative analysis on three real-world datasets.
As shown in Fig. 5, we provide several visualization results
of clean and noisy samples selected by our sample selection
methods on three fine-grained categories (i.e., DHC-1, frigate-
bird, and Ferrari 458 Italia Coupe 2012). It is evident that our
proposed selection method can effectively distinguish clean
and noisy samples.

D. Ablation Studies

In this section, we study the influence of each proposed
component (CBS, CSA, CR, and CM) and each hyper-
parameter (ρ, τ and α) in our method. We conduct abla-
tion experiments on CIFAR10 and CIFAR100 with various
imbalance factors (i.e., 1, 10, 50) and noise rates (i.e., 0%,
20%, 60%). The results are provided in Table V and Fig. 6.
Standard represents the conventional forward training using
the cross-entropy loss. CBS denotes the class-balance-based
sample selection. CSA indicates the confidence-based sample
augmentation. CR means consistency regularization. ACM
denotes the proposed average confidence margin.

Effects of Class-Balance-based Sample Selection: Based
on the aforementioned analysis, loss-based sample selection
tends to cause learning bias in imbalanced datasets. In par-
ticular, tail class samples are prone to be identified as noise
because under-learning leans to result in large loss values.
Our class-balance-based sample selection method ensures that
the tail classes are not neglected during training. Accordingly,
the learning bias issue is effectively alleviated. As shown in
Table V, employing CBS achieves notable performance gains
compared to Standard in all experimental settings.

Effects of Confidence-based Sample Augmentation: The
sample selection process may inevitably cause some noisy
samples to be mistakenly selected into the clean subset. Thus,
we propose confidence-based sample augmentation to enhance
the reliability of selected clean samples. Table V illustrates that
adopting CSA boosts model performance, proving the effec-
tiveness of CSA. In particular, as the noise rate and imbalance
factor increase, the performance gain is more significant.

Effects of Consistency Regularization: Although we lever-
age EMA to re-assign labels for selected noisy samples,
the corrected labels may still be inaccurate. The imperfect
label correction is prone to causing performance degradation.
Accordingly, we propose consistency regularization to achieve
enhancement in both feature extraction and model prediction.
From Table V, we can find CR successfully boosts the model
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Fig. 6. Hyper-parameter sensitivities of ρ (left) and τ (right). Experiments
are conducted on CIFAR100 (imbalance factor is 50 and noise rate is 20%).

performance. For example, employing CR yields a 3.95% per-
formance gain on CIFAR100 when noise rate and imbalance
are 60% and 10.

Effects of Average Confidence Margin: In addition to
the employment of consistency regularization, we introduce
the average confidence margin to measure the confidence of
corrected labels, aiming to promote model robustness when
learning from label-corrected noisy samples. Our training
process uses a dynamic mechanism to continuously assess
the impact of corrected labels on learning and generalization,
rather than solely relying on model predictions at the current
epoch. Accordingly, we discard label-corrected noisy samples
with low confidence from training, alleviating their potential
damage to the model. As shown in Table V, employing ACM
achieves considerable performance gains.

Effects of Hyper-parameters: We investigate the effects
of hyper-parameters ρ, τ and α in our proposed method. We
take the ρ to control the proportion of selected clean samples
per class. τ and α are set to control the number of reliable
corrected labels and the loss weight in Eq.17, respectively. We
provide the model performance under different ρ and τ settings
in Fig. 6. We can observe that a properly selected ρ and τ can
boost the model performance further. When ρ is 0.8 (i.e., 1-η),
and τ is 0.2, our method achieves the highest performance on
the test set on synthetic noisy CIFAR100, whose noise rate
is 20% and imbalance factor is 10. Additionally, we further
demonstrate the performance of our CBS under different loss
weights α in Eq. 17. When the values of α are 0.5, 1.0, 1.5,
and 2.0, the test accuracy is 41.37%, 42.52%, 40.41%, and
39.81%, respectively. This further validates the effectiveness
of our loss function in Eq. (17).

V. CONCLUSION

In this paper, we focused on the challenge of learning with
noisy and imbalanced datasets. To address label noise and class
imbalance simultaneously, we proposed a simple yet effective
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method based on balanced sample selection. Our proposed
method followed the semi-supervised learning paradigm and
trained only one network in the training process. Specifically,
we proposed a class-balance-based sample selection strategy
to divide samples into clean and noisy subsets in a class-
balanced manner. We then performed confidence-based sample
augmentation to enhance the reliability of selected clean
samples. Afterward, we employed EMA to relabel selected
noisy samples and filtered those with low confidence based
on the average confidence margin metric. Finally, consistency
regularization was adopted on label-corrected noisy samples
with high confidence to improve the robustness and stability
of the model training. Extensive experiments and ablation
studies were conducted to substantiate the effectiveness and
superiority of our proposed method.
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