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Abstract—Commercial agreements drive the routing policies with that neighbor for the rest of its customers. Similarly,
used in today’s Internet. The two most extensively studied two physically co-located enterprise networks might dighb
commercial agreements ardransit and peering; however, they are 5 1y 131 backup agreement, where one provides transicservi
only two of many diverse and continuously evolving commereil L - . .
agreements that ISPs enter into. So far, the only knowipractical to t.he_ othe.r only when the oth.erslllnk to 'FS own prowdet_sfal
safe and robust routing p0||cy is Gao and Rexford’s p0||cy gide_ or IS In maintenance. By ente”ng Into various fOI‘mS Of Cﬁ?ﬁr
line, which is applicable to transit and peering agreementnly. commercial agreements, ASes can not only achieve cost sav-
It is, therefore, of importance to identify routing policies that are ings, they can also enhance service reliability and aviditiab
safe and robust and at the same time capable of accommodating  their customers. Furthermore, the economic structutbef
the diverse commercial agreements existing in the Internetin - . ’ . .
particular, this paper investigates the extent to which roding In.ter.ne.t IS Ilke_ly toevolvelln many directiong1]—{3], and.
po|icies can be devised to accommodate Comp|ex mutual traihs th|S n |tse|f W|" translate Intoa broader set Of CommerCIal
agreements. We propose a series of policy guidelines thatl@av  agreements.
mutual transit agreements with progressively broader sematics Yet, broadening the set of commercial agreements that
to be established. Those policy guidelines guaranteeuting safety can be accommodated in inter-domain routing is easier said

and robustnessas long as the AS graph satisfies a corresponding than d C ial ts dictate th tingiesli
set of precise topological constraints. An experimental @luation an aone. Lommercial agreements dictate the routngipslic

of the proposed policy guidelines demonstrates the benefithey adopted in each AS, and it is well known that the use of
would likely afford in terms of routing reliability, if adopted in  “arbitrary” routing policies can lead to routing oscillatis [4].

the current Internet. So far, the only knowpractical safe and robust routing policy

is Gao and Rexford’s policy guideline [5], which is applitab

only to transit and peering agreements, with extension to

the backup agreement [6]. Arbitrary agreements, such as an
The Internet consists of a large number of inter-connect@® transiting traffic between any two other ASes, have been

autonomous systems (ASes). Each AS enters into certaifbwn to possibly cause persistent routing oscillatioris [7

commercial agreements with a few other ASes so as to att@early, some caution is in order when contemplating more
global reachability across the Internet. These commercigdneral agreements.

agreements determine how and what traffic the ASes eXChang$he possib|e agreements between ASes can take many

and thereby dictate their inter-domain routing policiesioT different forms. This paper studies routing policies thaag
typical commerma_ll agreements are transit and peeringeagrgntee routing safety and robustness while accommodating a
men.ts. Commermgl agreements between ASes are, howeygt, of commercial agreements that offer additional ditgrsi
continuously evolving and commonly take many forms beyongle focus on the cases where two ASes are willing to provide
thg above two agreements. Their existence and evolution génectivity to each other to reach the rest of the Inteiireet,
driven by the business interests of ISPs and other playees, they transit traffic for each other, and therefore estahisa
competitive marketplace, and the constantly changingmete of the so-callednutual transit agreemen{8]. As we will see
structure. _ . later in the paper, such mutual transit agreements covey man
For example, one ISP may acquire or merge with anothggssible forms of complex agreements among ISPs. Some of
ISP. Since it is often not economically feasible to physjcalthese agreements already exist in the Interbet how to
merge two existing networks, the relationship between tRgfely accommodate theis not yet fully understoodMore
two ASes needs to be redefined: they may want to Ugfportantly,as the Internet's diversity continues to grawore
each others’ providers to reach certain destinations (he. Ases are expected to enter into various complex agreements
two ASes now provide transit to each other). As anotheich as mutual transit agreements. To provide guidelines on
example, an AS might establish a private transit agreefioent how to handle themutual transit agreements, we introduce
a particular customer with one of its neighbdes instance routing polices that exposiacreasinglylarger sets of paths.
of selective transjt while establishing a peering agreemenjie show that those paths are indeed needed to accommodate
. iy . _ the diverse mutual transit agreements. The policies are-pro
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I. INTRODUCTION



The rest of the paper is organized as follows. Section il [14,15]. Based on the routing algebra framework, a meta
gives some background on inter-domain routing policies; moouting language is proposed in [16], which can be used to
tivations for accommodating more diverse commercial agreggescribe and construct safe routing protocols.
ments, and a brief overview of the paper. Section Il dethiés
admissible path sets produced by mutual transit agreemenpfs
Section IV specifiehiow to rankthose paths to avoid policy Sil{
disputes. Section V presents the routing polidessidered in ) ] o
the paperand formally establishes their safety and robustness!" Practice,the routing policies adopted by ASes are often
properties. The practical implications of the proposedingu dictated by the_ commermgl agrgements they have with other
policies are discussed in section VI. Section VIl presenfs>€S and their own business interests. The most common
experiments aimed at evaluating thetential fault-tolerance @greements ar&ransit where the provider AS provides ser-
benefits when some ASes extend the agreements they engégfe [© the customer ASn connecting to the Interneand

into to include mutual transit agreemengection VIl con- Peeringwhere two ASes agree to swap traffic between their
cludes the paper. respective customers without monetary settlement [1Kinta

these two common business relations into account, Gao and
Il. BACKGROUND, MOTIVATION AND OVERVIEW Re_xford prese_nt thprefer customea_ndno valley pathpolicy
) . : . _guideline, which guarantees routing safety and robustness

In this section, we first provide some background on inteff he AS topology does not contain any provider-customer
domain routing policies and how they relate to routing sefetycje [5]. The “prefer customer” guideline constrains the
and robustness. We then discuss AS business relations (figuration of import policies to assign higher prefeete
commercial agreements) that dictate routing policies, apdins learned from customers than to paths learned frons peer
outline the Gao-Rexford policy guideline. We argue that 54 providers The “no valley path” guideline specifies that
practice there exist more diverse and complex commerciglo export policies of ASes should not allealleysto appear
agreements, but how to safely acco_mmod_ate those agreemﬁpghy AS paths. Avalley patharises when an AS announces
is not yet clear. Therefore, studying this problem is both hath learned from a peer or provider to another peer or

Practical Routing Policy Guidelines Accommodating Fran
and Peering Agreements

valuable in theory and needed in practice. provider. The AS graph topological constraint needed toiens
the safety and robustness of the Gao-Rexford policy guideli
A. Routing Policies, Routing Safety and Robustness is fairly mild, because an AS usually chooses other ASes of

In essence, routing policies specify two things: (i) th@igger size or coverage than itself as its providers.[5]
paths that are exposed announcedo neighbors, viaexport
policies, and (ii) preferences or ranking of the paths ledrnC. Diverse Commercial Agreements

frc_)trr? nte|ghb0rst,_v;a1mport plc_)I|_0|es. It 'S” v;e“ll kl_nOW?ch?.t As just alluded to, whiletransit and peering agreements
without any restriction on policies, so-called “policy plides .are the most common ones, far more diverse and complex

may arse a_nd lead t_o _rogtm_g oscillation [9'1(_)]' TO_ aVo'a‘ommercial agreements exist in practice w&ll-known and
such a situation, certain limitations must be applied tdingu e

licies. Griffin et al. introd th i ofoui fot asy to understand example is thgbling relation [8,17],
policies. foriin et a’. Inroduce the Notions alouting sately ' hare two Ases provide transit service to each other. This
and robustnesg$4,10]. Informally, a set of routing policies

id to besafe if th it i ; I relation could be established because: an ISP owns two ASes
are said 1o besale it the resuiing routing system aways;, v, geographical regions, or an AS merges with or acquires
converges to a unigue stable state. Such routing policies

_  8hother AS. At first glance, it would seem that a sibling
robustif they are safe under any topology changes (e.g., Ilr}

. . = . lation could be treated as two separate “provider-custbm
failures). Furthermore, a sufficient condition for routisafety relations to whichthe Gao-Rexford policy guidelineould be
and robustness is identified in [10]: if a set of routing piefsc .

) applied Such a treatment, however, would lead to a major
do not lead to adispute wheelthey are safe and robust bp J

N . technical problem: it violates the mild topological coastit
(see APPENDIX A for the def|n|t|on_of d'_SPUte vv_hee_l). Theunder which the Gao-Rexford policy guideline is proved to
problem of safety and robustness in policy routing is furth

. . : ; %e safe and robust. We use a realistic example in Fig. 1 to
investigated in [7]. The authors show that if ASes are ale)wefllustrate the potential issues. In the middle of 2007, disc

to arbitrarily filter their rou_tes, a safe anq robust routmsgs AS3257) acquired Pipex Broadband (AS5413) [18]. Both
0 constraln_the path ranking to be selecting the path wigh t iscali and Pipex bought their transit service from TeliaSa
shortest weighted path length. _ . . (AS1299), which is a tier-1 ISP [19]. Before their merging,
. The safe path ve_ctor protocds _proposed n [11_]’ Wh'Ch .Tiscali and Pipex used TeliaSonera to reach some destinatio
includes a mechanism to dynamically detect oscillations i refix p. However, if they treat each other as customers,

duc_:ed by policy d|sputes. Th|s_ is further .extended in [12 iscali would prefer Pipex’s route @ and Pipex would prefer
which resolves routing oscillations by letting an AS select

a Ies_s _pre_f(:f'”‘e(_j but more Stable_ rOUt_e when that AS detectSrhe actual policies applied in reality could be quite cowatied. There
that it is itself involved in a policy dispute. Jaggaed al. are cases where some large ISP prefers peer paths over eustaths for

study the routing safeness problem in class based pathrve&gain destinations. » _ _ _
The size of an AS could be quantified by its traffic volume orrdegn

systems in. [13]. SObrinhQ StUdiesl the convergence of paif as graph. The coverage of an AS is usually the geographiea that
vector routing protocol using theuting algebraframework AS covers.



Tiscali's route too. This is basically a DISAGREE scenaribave just identified. How to setup the preference of those
described in [10]. Routing oscillation may occur because raamissible path® avoid potential policy disputés discussed
unigue stable state exists in a DISAGREE scenario. As thenesection IV. In section V, we present a series of policy
is no systematic guideline for handling sibling relatiort,yeguidelines that allow progressively larger sets of adrhissi
when two ASeamerge they usually have to treat each othepaths, and can therefore, accommodate mutual transit-agree
as peers. This is a conservative treatment that underagithe ments with progressively broader meanings. We show that
connections betweethem as they only use those connectionthose guidelines can be provably safe and robust.

to reach each other’s customers. In the rest of the paper, we say that two ASes have an

A MTran agreemenbr they areMTran neighborsif they have
TeliaSonera

451299 p entered into a mutual transit agreement. The link between tw
provider-customer MTran neighbors is called akMTran link. The routes learned
Tiscali Pipex from an MTran neighbor are referred to EEran routesor
«—> AS3257 AS5413 MTran paths

sibling-sibling

IIl. ADMISSIBLE PATHS FORACCOMMODATING MUTUAL

Fig. 1. Example of sibling relation established betweenginer ASes. TRANSIT AGREEMENT
In this section, we first introduce an abstract AS graph

Besides the sibling relation, another example of diversaodel that captures the complex nature of mutual transit
agreements is two peering ASesith special agreementsagreements. Next, we introduce the concept of admissible
for certain destinations, where they provide transit toheapath set. The admissible paths essentially specify therexpo
other but only for those destinations. For other destinationpplicy of the policy guidelinesequired to makenutual transit
they exchange customer traffic ger the standard peering agreementsafe
agreement.

Except for the backup agregment _studie_d in_ [6], itbesl A Ag Graph Model
nownot been clear what practical policy guidelines are needed

to accommodate more diverse commercial agreements, e, We model the Internet AS-level topology as a graph
the sibling relation, the case of peering relation with sglec ™ — (V. E), where the nodes are ASes and edges represent

mutual transit arrangement, and so forth, while ensuriﬁg?reemems between ASes. An edgeGircan be undirected,
the safety and robustness of the global inter-domain rgutifiécted. or bi-directed. An undirected edge-v) indicates
system. In practice, ASes or ISBemmonlyuse a few local @ Pe€ring agreement betweerandv; a directed edgéu—v)
tweaksto better meetheir own business interests, with little"€Pr€SeNts a transit agreement wherés the provider of
concern or respect for the safety and robustness of the Iglopa@nd @ bi-directed edggu«»v) represents a mutual transit
routing system. Hence, it idmportant to understand how agreement betweeman(_jv. Let E denote the set ofundlrec_ted
one can accommodateore diverse agreements in a safe an§d9es, £ the set of directed edges, andl the set of bi-
robust manner. Our paper is devoted to this problem. directed edges. Obviouslyy = £'U £ U

D. Accommodating Mutual Transit Agreements: An OvervieB AS Paths, Steps, and AS Paths with Steps

We focus primarily on how to safely accommodatéamily A path P in graphG = (V, E) is an ordered sequence of
of what we termmutual transit agreements. In general, distinct nodes, i.e.P = ugui ... un, Wherew; # u;, Vi # j.
mutual transit agreemerttetween two ASeseansthat they If m=0, we sayP is atrivial path; otherwise” is anon-trivial
are willing to provide each other with connectivity to reachpath. P is adownhill pathif P is a trivial path; or all edges
the rest of the Internef8]. For example, the sibling relationin P are directed edges and any node (except the first one) is
discussed above is one type of mutual transit agreement.algustomer of its previous node i That is, P is a downhill
practice,mutual transit agreements can have a wide-range th if m=0; or (v;—u,11) € E, Vi € [0,m — 1]. P is an
semantics regarding what paths the ASes entering into thegshill pathif all edges inP are directed edges and any node
agreements expose to each other. We first study the mut{edcept the first one) is a provider of its previous node. That
transit agreement where two ASes expose to each other theirP is an uphill path if(u;1—u;) € E, Vi € [0,m — 1].
provider, customer, and peer paths, which is most likelytwha We say thatP is a stepif all edges inP are bi-directed
happensn the current Internetvhen two ASes are merging.edges, i.e.(u;<u;11) € E, Vi € [0,m — 1]. In particular,
Next, we expand the semantic of mutual transit, so that an AStep P is referred to as &-step if it containsk bi-directed
can also announce certain paths learned from its own mutedgesWe also refer tok as thestep widthof a k-step.
transit neighbors to other neighbors with which it has mutua Path P is referred to as alownhill path with stepsf no
transit agreements. Finally, we consider thest general form segment ofP is an uphill path and it contains at least one bi-

of mutual transit, i.e., two ASes entering into an agreemesiivected edge, i.efi € [0,m — 1], (wis1—us) € E and3j €
where they announce all their patttseach other [0,m — 1], (u;j<>u;41) € E 3 P is referred to as amphill

In section Ill, we study what type of paths should be
exposed to support the various mutual transit agreements wWote that a path with only bi-directed edges is a downhilhpaith steps.



path with stepsf no segment ofP is a non-trivial downbhill 2) Allowing valley-free paths with stepét is necessary to
path and P has at least one directed edge and one bi-directedrmit valley-free paths with steps in order to accommodate
edge. That isP is an uphill path with steps #if € [0,m—1], mutual transit agreementé/hen two MTran neighbors, ASes
(up—uyps1) € E, and3i,j € [0,m — 1], (uvit1—u;) € E, wandv, announce to each other their provider routes, customer
(ujsujy) € E . routes, and peer routes, the result is that all valley-fr& A

When P is a downhill path with steps and the widest step iRaths includingu and v have at least a 1-step, i.e., edge
P is ak-step P is referred to as downhill path withk-steps ~ (u¢>v). Further, if u and v have mutual transit agreements
Uphill path with k-steps can be similarly defined. See Fig. %ith other ASes and they also announce the routes learned
for an illustration of uphill/downhill paths (with steps). from those ASes to each othave will see valley-free paths

including steps wider than one. In general, we definestie
Af%
4 !
(C g

of admissible path®;, in Definition 111.1, which includes all
(@ (b) (©) (d)

valley-free paths with steps not wider than some numniber
»g Fig. 4 provides some examples of valley-free path®in

Fig. 2. Examples of uphill/downhill pathsvith and without steps). The solid

arrows represent AS relationshipghe dashed arrows represent AS paths. (a)

is an uphill path; (b) is an uphill path with step; (c) is a ddwinpath; (d) is
a downhill paths with step.

C. Admissible Path Set

Next we illustrate the kind of paths that should be permitted
to accommodate the mutual transit agreements. (d) ()
1) Not allowing valley pathsin general, novalley paths _ .
should be allowedAllowing valley paths essentially asks ASesF '9. 4. Example paths in sét,. The dashed arrows represent AS paths.
to transit traffic for their providers. Given that customargst
pay their providers for all traffic going to or coming fromDefinition 1ll.1 ( Px) The set of admissible path®), in-
themselves, such a practice does not make economic sembeles: (i) uphill paths with steps of width at most (ii)
The “valley paths” considered in this paper have a broaddownhill paths with steps of width at most (iii) paths
meaning than those in the Gao-Rexford policy guidelibe consisting of an uphill segment followed by a downhill segme
to the introduction of mutual transit agreemerifée say a and with no steps wider thah, (iv) paths consisting of an
path P has avalleyif P contains adownhill segment (with or uphill segment followed first by an undirected edge, and next
without steps) followed by anphill segment (with or without by a downhill segment, andgith no steps wider thar.

steps); or it contains aiovx_/nhill segment (with or withput Clearly, Pyy1 5P, and in particular;P,>P,, where P, is
steps), followed by an undirected edge, maybe thenghill the collection of admissible paths under the Gao-Rexford

_segment (with or without steps). A path that contains a yaII%olicy guideline, which covers only the transit and peering
is avalley path Fig. 3 shows several examples of valley path greements. As mentioned, an AS path with only bi-directed

edges is a downhill path with steps, thereforepaistep path
wherem < k, is an admissible path i®.

Here we provide somenotivationsfor our definition of
admissible path set®;,. First, by allowing valley-free paths
with 1-step, i.e., those paths NP, (P, is the complement
of Py), two ASes can establisa mutual transit agreement
where theyannounceo each other all paths except the paths
learned from otheMTran neighbors. If two ASes have a
mutual transit agreement where they also announce to each
other certain paths learned from otheTran neighbors, it
is necessary to expand the admissible path sé®;tovhere
k > 1. Further, if two MTran neighborsannounceto each
other all their paths, the admissible path set shouldPhe

(d) (e) ®

Fig. 3. Examples of valley paths. In (a) and (b), an AS transaffic for
its two providers; in (c) and (d), ASes with mutual transitesgnents transit
traffic for their providers; in (e) and (f), two peering ASeartsit traffic for

their providers. We have seen that the mutual transit agreements give rise to
admissible path sets including valley-free paths withstd@jhe

IV. CLASSES OFPATHS AND RANKING OF THE PATHS



next natural question would be how to rank these paths so asst;meeded between peer and provider paths. The remaining

setup their preferences. Appropriate path ranking is itgmy unspecified cases are how to rank between MTran paths and

otherwise policy disputesSmay arise. In this section, we first other types of paths, and how to rank MTran paths among

classify paths in the admissible path sets, and then we stublgmselves. Section IV-B considers rankidady/ Tran paths,

how to rank the paths based on their classes. while section IV-C studies the ranking afMTran paths.
Section IV-D summarizes the ranking rules.

A. Classes of Paths in the Admissible Path Set

In set P, we still have provider paths, customer path$8. RankingdMTran Paths
and peer pathswhich come from the transit and peering

agreementsif AS qo learns pathP from a prov!der (resp., that a dispute wheel will arise if the ranking does not follow
customer, peer) and’cPy, we say P is a provider (resp., o e Dispute wheel related terms, suchpigot node

_customer, peer) path ab. Besides those three types of path%poke pathandrim path will be used in the discussion. Their
in setP;, wherek>0, there are alspaths learned frormutual definitions can be found in RPENDIX A

transitneighbors. . T 1) Customer path andMTran path We use the example
For two MTran neighboray .andal, we fu_rther dlstlngwsh of Fig. 6(a) to show that a customer path should be preferred
the paths that; exports toag into those going downhill and ver adMTran path to avoid policy disputes. ASes b, and
those going uphill in the AS hierarchy. Given an AS grapg in Fig. 6(a) are MTran neighbors antis their cust,omer.
G = (V. B), apathP = agar...am@Q (m > ,1) learned by Ages 4, b, and ¢ have direct customer paths tband they
ao from its M'%an Qelghboal 1S Ca”e‘?' ady MTran path if announce their customer paths to each other, so that they als
(aitrai) € B, Vi€ [0,m-1] and@Q is a customer path of oy g7/ 7ran paths tod. If dMTran paths are preferred
ap,- In Other words, al,, MTran path has ann-step at the o6 o stomer paths, Fig. 6(a) has a dispute wheel. That s,
beginning which is followed by a segment going downhill in, "5 are the pivot nodes: their customer paths are the spoke
the AS hierarchy. Likewise, we say is a u,, MTran path - naing: and thei M Tran paths are the rim paths. Preferring
of ao if Q 'S_ a pro"_'d?r path or peer path of,, i.e, Q is a customer path oved M Tran path breaks the dispute wheel,
segment going uphill in the AS hlerarchy (may be fO"OW‘?d bYecause the pivot nodes will prefer their spoke paths ower ri
a downhill segment)WWhen the context is clear, we Somet'mef)aths.
drop the indexn, and use the terméM T'ran anduMTran Preferring customer paths oved/Tran pathsnot only

paths to refer to any,, MTran andu,, MTran paths inPy  gqyes the potential routing oscillation, it also makesrernic

(m < k)_, respectlvely. Note that a route to a prefix owned b¥ense. Because customers always pay for the traffic trdnsite
the AS itself is consideretb bea customer route of that AS

o o ) ' by their providers, customer paths should always be prederr
so a path consisting of only bi-directed edges i8M1ran 5 pyoyider path andiM Tran path Next we study how to
path, i.e..P’ is adMTran path if Q@ = null. Fig. 5 Shows ooy petween provider paths add/ Tran paths. In Fig. 6(b),
some examples ofMTran anduMTran paths. ASesa andc are MTran neighbordj is the provider ofz and
d; ¢ is a provider ofd. AS b has two customer paths
one is the direct path and the other is viaAS « learns a
provider path fromb and ad M Tran path frome. If b prefers
the customer path via and a prefers its provider path over
its dMTran path, there is a dispute wheel. That is, the pivot
nodes arex and b; the spoke paths are:c:d and b:d; and
the rim paths are::b:d and b:a:c:d. The policy dispute in
Fig. 6(b) can be resolved if prefers its spoke path:c:d
over its rim patha:b:d. Hence, we should prefetMTran
paths over provider paths.

There is also an economigistification for this ranking
rule. Sending traffic to providers always increases one’s cost.
() w1 MTran However, usingdM Tran path will not cost more, because
o 5 Examoles ofdlT s andull T s, The dashed two MTrap neighbors usm_JaIIy do not _charge each other (e.g.,
a:?(.st. represeﬁt AS pathsT[XLsFi)n (a) hasuadgﬂ?;rgn paith to ASd. two _merglng ASes). Be,SIdes’ prefermd@[Tmn path Ove,r .
The path in (b) is al; MTran path because it has one MTran link in theProvider path can benefit the MTran neighbor, because it will
begrinﬂFing- (Zi)g-a (r% 8(2;3\?112 aicrzag)\( ;Nni:hl gg%jl\ﬂ?n Iinksé1 ;ﬂféﬁ%%;mn send the traffic ta customer and chargéat customer.

Seal:h: relgbectively. AmMJp“mn pathpcan have ;agoanhill squirilent,Tg:Fig. 3) Peer path andiMTran path dMTran pgths should
(f) shows. be preferred over peer paths; otherwise a dispute wheel as
shown in Fig. 6(c) can occur. Here b, andc are peers and

Having classified paths i#® into provider, customer, peer,they are MTran neighbors af. ASesa, b, andc learn their
dMTran, anduM Tran paths, next we proceed to rank themdM Tran paths fromd; they also have peer paths doonce
As in the Gao-Rexford policy guideline, we prefer customehey announce theitM T'ran paths to each other. If peer paths
paths over peer paths and provider paths; no preferermre preferred ovetlMTran paths, Fig. 6(c) has a dispute

In discussing each ranking rule, we use an example to show

(@) doMTran (b) diMTran (€) doMTran

(d) ueMTran



(a) customer&MT'ran (b) provider&IMTran (c) peer&dMTran (d)y dMTran&dMTran

Fig. 6. Examples showing the potential policy disputes whiT'ran paths are not properly ranked. (a) shows a policy disputtVifT'ran paths are
preferred over customer paths; (b) shows a policy dispupgatider paths are preferred ovéM Tran paths; (c) shows a policy dispute if peer paths are
preferred overdM Tran paths; (d) shows a policy dispute diy M Tran paths are preferred ovel, M Tran paths. The dashed arrows are the preferred
paths to destinatiod in those policy disputes. The policy disputes in (a) and (e)eamples of the BADGADGET scenario discussed in [10];aft) (d)
are DISAGREE scenarios [10].

wheel. That isg, b, andc are the pivot nodes; theitM Tran  otherwise the network of Fig. 7(b) will have a dispute wheel.
paths are the spoke paths; and their peer paths are the Imnfig. 7(b), a, b, and ¢ are MTran neighbors and they are
paths. This dispute can be resolved by preferitddTran customers ofd. ASesa, b, and ¢ have both direct provider
paths over peer paths. paths and: M Tran paths to destinatiod. If uMTran paths
Again, such a ranking makes economic sense: Two ASae preferred, there is a dispute wheel in Fig. 7(b), where
having a mutual transit agreement usually belong to the samendc are the pivot nodes; their direct provider paths are the
ISP (such as merging ASes). Sinced&/Tran path goes spoke paths; and theirM T'ran paths are the rim paths.
through a customer of the MTran neighbor, sending the trafficPreferring provider paths ovesMTran paths also has
through an MTran neighbor will benefit that neighbor, as itsconomic justifications. Consider the case where an AS has
customers always pay. both a provider path and@\ T'ran path, the latter one goes
4) BetweeniMTran paths Given ad; MTran path and a through a provider of an MTran neighbor. If the two ASes
d; MTran path, ifi<j, we should prefer the; M Tran path belong to a single (merged) ISP, it is better to shift thefitraf
over thed; MTran path. In other words, théA/Tran path “off-the-net” as soon as possible, rather than carryingit-*
with less MTran links at its beginning should be preferredhe-net” between the two ASes, as eventually the ISP needs
Violating this ranking rule would result in policy disputilse to pay a provider to transit the traffic. Even if the two ASes
the one in Fig. 6(d). Herd is a customer of ande. AS ¢ and are separately owned MTran neighbors, usiddgTran paths
AS b haved; MTran pathsa:c:d andb:e:d to d, respectively. instead of provider paths would not benefit either of them,
ASesa andb announce theid; M Tran paths to each other sobecause one of them must pay a provider to transit the traffic.
that they also havds M Tran paths tod. If doMTran paths 3) Peer path andiMTran path We use Fig. 7(c) to show
are preferred ovetl; M Tran paths, there is a policy disputethat peer paths should be preferred ouéd T'ran paths to
betweena andb. avoid potential policy disputes. In Fig. 7(a), b, andc are
It also makes sense economically to prefer ttid Tran  MTran neighbors and they havkas a peer. Hence, b, and
path with less steps at its beginning. As the ftraffic wilk have both peer paths and/Tran paths tod. If uMTran
eventually be sent to some AS that is not an MTran neighbpaths are preferred over peer paths, Fig. 7(c) has a dispute
it is better to shift the traffic “off-the-net” as soon as pb#s  wheel, i.e.,q, b, andc are the pivot nodes, their peer paths are
the spoke paths, and theitM T'ran paths are the rim paths.
C. RankinguMTran Paths Preferring peer paths_ ovetM T'ran _paths bregks this dispute
o ] ) ) ) ) ) . wheel because the pivot nodes will use their spoke paths.
Similar to the dlscussm_ns in section IV-B, in this section 4) BetweenuMTran paths For twouMTran paths, the
we also use examples to illustrate the ranking rules neetled,he prefixed by fewer MTran links should be preferred to avoid
avoid policy disputes. , the policy dispute of Fig. 7(d). Fig. 7(d) is similar to Figd}
1) Customer path and MT'ran path We use Fig. 7(a) 10 gycept that destinatiod is a provider ofc ande. If a andb

show that customer paths should be preferred ediT'ran  refer theiru, MTran paths over thein, MTran paths, there
paths to avoid policy disputes. In Fig. 7(a)andb are MTran g 4 policy dispute betweea and b. To avoid such a policy

neighbors;c is a provider ofb andd; « is also a provider of dispute, we should prefes; M Tran paths overu; MTran
d. AS b has a provider path and @/ Tran path tod. AS  paihs jfi< .

a has a direct customer path andua/Tran path tod. We
already know that prefers itsdMTran path b.a:d to d. If )
a prefers itsuMTran path over its customer path, there i©- Summary of Path Ranking Rules
a dispute wheel in Fig. 7(a). That is, the pivot nodes @are Based on the above discussions, our path ranking rules can
and b; the spoke paths are:d and b:c:d; and the rim paths be uniquely determined. LeP;~P, denote preferring path
area:b.c:d andb:a:d. Hence, we should prefer customer path®; over P,. We havecustomer = dMTran = provider -
overuMTran paths. uMTran, and customer = dMTran = peer = uMTran;

2) Provider path anduMTran pathh Between provider between multipledMTran paths, the one prefixed by the
paths and: M T'ran paths, provider paths should be preferredeast number of MTran links should be preferred; between



(a) customer& M Tran (b) provider&uM Tran (c) peer&uMTran (d) uMTran&uMTran

Fig. 7. Examples showing the potential policy disputes wheWW T'ran paths are not properly ranked. (a) shows a policy disputeMfTran paths are
preferred over customer paths; (b) shows a policy disputeVifI'ran paths are preferred over provider paths; (c) shows a polggutk if uM Tran paths

are preferred over peer paths; (d) shows a policy dispute i/ T'ran paths are preferred over M Tran paths. The dashed arrows are the preferred paths
to destinationd in those policy disputes. The policy disputes in (a) and () BISAGREE scenarios [10]; (b) and (c) are BADGADGET scasaf10].

multiple uM Tran paths, the one prefixed by the least number 2) k-step policy: For a fixed k>1, Policy V.2 further
of MTran links should be preferred. extends the admissible path set B, i.e., any valley-free
paths with stepsot wider thank. We call Policy V.2 the
k-step policy. The k-step policy allows an AS to announce
V. PoLICY GUIDELINES FORACCOMMODATING MUTUAL  certain MTran paths to its MTran neighbors, i.e., annougcin
TRANSIT AGREEMENTS those pathsprefixed by less thak MTran links to MTran
neighbors.
We are now in a_posm(?n t(_) formally and completely speC|f)60"Cy V.2 (k-step policy)
the generalizedpolicy guidelines needed to accommodate @& EXPORTPOLICY
range of mutual transit agreemerithie safety and robustness e To Customerannounce all routes

properties of those guidelines will also be formally esiti#d. | e To Peer:announce customer anét M 1'ran routesVi < k
e To MTran: announce customer and provider routes; announce
d; MTran and u; MTran routesVi < k

) o e To Provider:announce customer anti M/7'ran routesvi < k
A. Policy Guidelines IMPORT POLICY

) . o .| e customer- d;MTran > d;MTran (Vj > ) > provider >
We present three instances of policy guidelines, whi¢h,, rr7ran - u;MTran (Vj > i)

accommodate mutual transit agreements witbgressively | e customer> d,MTran = d;MTran (Vj > i) = peer -
broader meanings. Policy V.1 accommodates the agreementMTran > u;MTran (Vj > i)

where two MTran neighborsinnounceto each other their 3y any-step policy: Lastly, Policy V.3, named theny-
provider, customer, and peer paths. Policy V.2 furthenalo steppolicy, allows valley-free paths with steps of any width.
certain MTran paths to be announced to MTran neighboig. other words, the admissible path set7s.. In a sense,
Finally, Policy V.3 accommodates the mutual transit agre®m pojicy V.3 allows announcinghe maximal set of paths in
where two MTran neighbors caannounceany paths to each accommodating mutual transit agreements, i.e., it alloms a

other. paths to be announced to any MTran neighbors.
Policy V.1 (1-step policy) Policy V.3 (any-step policy)
ExPORTPoOLICY ExXPORTPOLICY
e To Customerannounce all routes e To Customerannounce all routes
e To Peer:announce customer anty MT'ran routes e To Peer:announce customer anédlM/ Tran routes
e To MTran: announce customer, peer, and provider routes e To MTran: announce all routes
e To Provider:announce customer andi M Tran routes e To Provider:announce customer andlM/ T'ran routes
IMPORT POLICY IMPORT POLICY
e customer- dy MTran > provider - uiMTran e customer= d;MTran = d;MTran (Vj > i) = provider =
e customer- di MTran >~ peer> uiMTran u;MTran = uyMTran (Vj > i)
1) 1-step policy:Policy V.1, denoted as the-steppolicy, | ° customer- diMTran > d;MTran (Vj > i) - peer -
POl - . ' u;MTran = uyMTran (Vj > i)
accommodates a basic mutual transit agreement where two

MTran neighborsinnounceo each other all their paths except ) o

MTran paths. Because MTran paths are not announcedBo Safety and Robustness of the Policy Guidelines

MTran neighbors, consecutive MTran links will not appear The safety and robustnessthg policy guidelines presented

in any AS paths. If this policy is adopted, the valid AS pathis section V-Acan be guaranteed when AS gra@inas certain

include allvalley-free paths and valley-free paths wittsteps  topological properties. Remember that the Gao-Rexforityol

In other words, the admissible path set of Policy V.1Pis  guideline guarantees routing safety and robustness when AS
We believe that the valley-free paths with steps allowed lgraph G is acyclic, i.e., the directed edges in graghdo

the 1-steppolicy are most likely what are used practiceby not form any cycles. When ASes enter into mutual transit

some ISPs today. Since an AS usually lmedy one MTran agreements so that bi-directed edges are present in AS graph

neighbor, no consecutive bi-directed edges will appeamnin aG, we need to re-establish the topological properties that

AS paths. guarantee routing safety and robustness.



We say that an ordered sequence of nodes; ug ... u,+1  Cannot be a provider route or peer routepkither. Therefore,
wherem > 1 and u,,11 = ug, IS acycle with stepsf all Vi € [0,m — 1], @; must be an MTran path af;. Besides,
directed edges i’ point in the same direction, ard has at all Q;s areuMTran routes ofu;, or all ;s aredMTran
least one directed edge and one bi-directed edge. Furtheroutes ofu;.
thewideststep inC is ak-step C is referred to as aycle with Case 1: If Vi € [0,m — 1], Q; IS u;'s uMTran path, let
k-steps or ans;Cycle. For example, we refer to a directedH(R) be the step width at the beginning of path we have
cycle (without steps) as asyCycle. Fig. 8 shows examples

of soCycle and s;Cycle.

(a) soCycle (b) s1Cycle

Fig. 8. Examples okoCycle and s;Cycle.

To capture the AS graph topological properties that wi
guarantee the safety and robustness of our policy guidglin

we introduce the definition of AS graph famildSG, as
follows.

Definition V.1 (ASGg) An graph G is sCycle-free if it
contains nos;,Cycles, where0 < h < k. The collection of
all siCycle-free graphs is denoted adSGy.

Note that there may be a9,Cycle (h > k) in G € ASGy,.
Hence, we havedSG,1 C ASGy. In particular, ASG, is
the family of acyclic AS graphs, which have no cycle i
the provider-customer relationships. The Gao-Rexfordcpol
guideline is safe and robust fé¥ € ASG.

The k-steppolicy guarantees routing safety and robustne

as long as AS grapty has nos;Cycles, i.e.,G € ASGy, as
stated in Theorem V.1.

Theorem V.1 For any AS graplG € ASGy, the k-step policy
is safe and robust.

One intuitive but rather informal way to understand Th
orem V.1 is as follows. If the AS graply € ASG,, i.e.,
provider-customer relationships @& do not have any cycles,
Theorem V.1 essentially restates that the Gao-Rexfordypi

safe and robust. With the presence of mutual transit agnetsme

e

H(Ro) + H(Q1) < H(Qo)
H(R1) +H(Q2) < H(Q1)

H(Ri—1) + H(Qo) < H(Qr—1)

From the above inequations, we can h@é;ol H(R;) <0,
which is impossible becausein(#H(R;)) = 1.

Case 2: If Vi € [0,m — 1], Q; is adMTran route ofu,,
we can similarly derive a contradiction.

Hence, the rim oW’ cannot have only MTran links. =

With Lemma V.2, we further prove that if thesteppolicy
'f adopted and there is a dispute whBgé| the rim of W must
Ee ans;,Cycle whereh < k.

Lemma V.3 If a dispute wheelW = (U, Q,R) exists in a
routing system adopting thesteppolicy, the rim ofl¥ must
be ans,Cycle whereh < k.

Proof: Without loss of generality, we first consider the case
where() is a customer route ofy.

If Qo is ug’s customer pathRy(Q; must be a customer
route of uy too. Hence,Ry is a downhill path fromug to
o Because no valley is allowed); is a customer path or a
dMTran path ofu;. For either caseR; Q> must be either a
customer path or @M T'ran path ofu,, so thatu; can prefer
@QQ over ;. Therefore,R; is a downhill path fromu; to
us. By repeating this, we hav&yR;...R,,_1 is a downhill
path fromug to itself. According to Lemma V.2, the rim of
W cannot be all MTran links, so it is asCycle.

Next we show thatRyR;...R,,_1 cannot have a segment
with more thank consecutive MTran links. Assuming the
rim of W has such a segment, it must be located at the
concatenation point of; and R;41)%- Let H(R) and T (R)
represent the width of the step at the beginning and at the end
of path R, respectively. Without loss of generality, we assume

T(Rm_l) + H(RQ) >k (1)

in AS graphG, we can consider that a provider-customer

relationship indicates two ASes in different “tiers” 6f and
a mutual transit relationship indicates two ASes in the sa
“tier”. Hence, if AS graphG € ASG;, for k > 0, G is still

This also impliesRy @1 is an MTran path of.,. We consider

ke following two cases:

Case 1: If RyQ; is auMTran pathug, Qo must also be

hierarchical and th-steppolicy guarantees routing safety and® “MTran path ofuo. Becauseu, prefersRoQ., we have

robustness. To formally prove Theorem V.1, we first intraalu
Lemma V.2.

Lemma V.2 For any AS graphG € ASG, if there is a
dispute wheelV = (U, Q, R) by adopting thek-steppolicy,
the rim of W cannot have only MTran links.

Proof: For an AS grapize ASG ;. where thek-steppolicy is
adopted, we first assume that a dispute wh&ek (U4, O, R)
of size m exists, whereR; has only MTran links,Vi €
[0, m — 1]. Obviously, because,; prefers R;Q;1 over Q;,
Vi € [0,m — 1], Q; cannot be a customer route of; Q;

¢ H(RoQ1) < H(Qo) 2
Also becauseR,, 1@y is a valid path ofu,,_1, it should not
have steps wider thah, i.e.,

T(Rm_1) +H(Qo) <k (3)

From (2) and (3), we can dervg(R,,_1) + H(RoQ1) < k.
This contradicts (1) becaugé(RoQ1) > H(Ro).

Case 2: If RyQ: is adMTran path ofug, Qo can be a
dMTran path, a peer path, a provider path, oud!Tran
path ofug. Case 2.1: If Qg is adMTran of ug, we can derive



a contradiction similar to case Case 2.2: If Qp is a provider required for BGP today, and the extra configuration efforés a
path, a peer path, or@aM Tran path ofug, R,,—1Qo must be only imposed on those ASes having mutual transit agreements
auMTran path or a provider path of,,_;. Becauseu,,—; In realizing the1-step policy, the only extra care required
prefersRk,,_1Qo overQ,,—1, Q@m_1 must auMTran path or is to distinguishbetweend,; MTran and u; MTran routes.

a provider path ofs,,,_1. Hence,R,, 2Q.,—1 is auMTran For thek-steppolicy and theany-steppolicy, we also need
path or a provider path of,,_». By keeping doing this, we the initial step width index; in d;MTran and u;MTran

can derive thatRyQ, is auMTran path or a provider path routes to rank them. In the following, we provide an example
of ug, this contradicts with the assumption thBH(Q; is a implementatiorof how such information can be incorporated

dMTran path ofug. in the BGP community attribute.
Since inequation (1) does not hold for case 1 or case 2, theRecall that the4-octet community attribute igypically
rim of W is ans,Cycle whereh < k. represented as:y (an AS:VALUE pair), where the first two

For other cases wher@, is a provider path, a peer path,octetsz denote the AS number and the second two octets
adMTran path, or auMTran path ofug, we can similarly y denote the value. We define thao octetsy in such a
derive the same conclusion, i.&gR;...R,,—1 is ans,Cycle matter that the first octey;, in y=y;:y» represents the type

whereh < k. B of routes:customer, dMTran, peer, provider, or uMTran
With Lemma V.2 and Lemma V.3, now we can provéoutes. ForMTran anduMTran routes, the second octgt
Theorem V.1. represents the initial step width. When an AS imports a route

Proof: When thek-steppolicy is adopted and a dispute wheef'om & customer, peer or provider, it settety, to customer,
exists, Lemma V.3 tells us that the rim of the dispute whe&f¢" OF provider accordingly, and setoctety, = 0. Before
must be ans,Cycle whereh < k. This contradicts the fact exporting a customer route to an MTran n_elgh_bor, it sets the
that the AS graplG € ASG,. Therefore, the dispute wheeltwo octets iny to y;=dM7Tran andy.=1. Likewise, before

does not exist and thk-step guarantees routing safety anceXPorting a provider or peer route to an MTran neighbor, it
robustness. m Setsyi=uMTran andy,=1. Hence, when an AS imports a

As a special case of Theorem V.1, we have Corollary V.5ute from an MTran neighbor, the :y» value can indicate
which establishes the safety and robustness of treep Whether it is adMTran or uMTran route and the initial
policy. The 1-step policy accommodates the mutual transiBt€P width. If an AS needs to further export an MTran route
agreementsvhere all paths except MTran paths can be a2 a@nother MTran neighbor, it simply incremenjs by one
nounced to MTran neighborsTherefore, among the threebefore exporting it. On the other hand, if this AS exports a
policy guidelines presented in this paper, the safety afld/7ran oruMTran route to a customer, peer or provider,
robustness of thd-steppolicy require the least restrictionsSetsy2=0, y1=customer, peer, or provider before exporting

to AS graphdG, i.e., G € ASG;. the route.
Corollary V.4 For any AS grapiGeASG, the 1-step policy
is safe and robust. B. Safely Establishing Mutual Transit Agreements

Finally, if AS graphG is sCycle-free (G € ASG), the Certain care must be taken when establishing mutual transit
any-steppolicy is safe and robust. This fact is formally stateégreements between ASes, because the safety and robustness
in Corollary V.5. Theany-steppolicy has the least constraintsof the policy guidelines presented in this paper hinge on
on what paths can bannouncedo MTran neighborsHow- certainAS graph topological properties. However, given that
ever, to guarantee routing safety and robustness, we h#ve provider-customer relationships are usually acydilic,
to place the most restrictive assumptions on AS gréghh immediately implies that any two tier-1 ASes can establish a
namely,G contains nas;Cycles for anyi (thusG is strictly mutual transit agreement where they expose to each other all
hierarchical). their paths, and the AS graph still has $@ycles. Similarly,
any two stub ASes can also safely establish a mutual transit
agreement where they announce to each other all their paths,
and the resulting AS graptemains to besC'ycle-free. Stub
VI. PRACTICAL IMPLICATIONS ASes can safely establish mutual transit agreemésta
'fﬁarticularly useful insightbecause the majority of ASes in

Corollary V.5 For any AS graphGeASG.,, the any-step
policy is safe and robust.

After presenting the policies and studying their safety al e Internet are stubs
robustness propertieis, this section we discuss some practica ) .
implications ofour policy guidelines. We show how these poli- In general, for ASes other tha_n stub ASes "”?d tier-1 ASes,

) . ) . - . . one can ensure that the resulting AS graph is freearof
cies can be realized in BGP without significant configuration - o L
effort. Other practical issues are also discussed, sucheahw sCycles and the policies guidelines presentedsgttion V-A

ASes can safely establish mutual transit agreements, and r%uarantee safe and rqbust routirag;, long as mutual _”"%”S't .
. . agreements are established only between ASes of similar siz
to handle selective mutual transit.

and coverageNote that it is to an AS’'s own advantage to

A. Realizing the Policy Guidelines in BGP establish mutual transit agreements only with ASes of aimil

RealiZir‘_g the policies pUt. forth.in section V does not re- 4Depending on the arrangement between neighboring ASespthenunity
quire significantly more configuratiogfforts beyond what are attribute may in fact be set by the neighboring AS before theeris exported.
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size and coverage. Otherwise, the larger AS would rather &b ASes are removed and only transit ASes are included in
a provider of the smaller AS to generate higher revenue. the AS graph [21].

Note that the actual benefit of extending peering agreements
into mutual transit agreements can be more significant than
. . . indicated by the experimental results presented in thisosec
In previous discussion, we assumed that a mutual tranéﬂst, because Routeviews does not have complete BGP tables

agreement between two ASes was in effect for all prefixe&ur AS graph derived from Routeviews BGP tables misses

€., an MTra_n link has aunique meaning. In practice, h(_)\mev% large set of peering links [22]. If more peering links are
mutug | transit can be applied selchyer S0 that_ the Selanmtpresent in the AS graph, more ASes can potentially benefit
of a link vary fordnfferent sets of pr.ef|xes. AreaI|§t|c exp_alm from extending their peering agreements to mutual transit
could be two peering ASes agreeing to use the_lr peering I'%reements. Second, the AS relationships are inferred by a
to do mutual transit only for certain destinations. Ideall;heuristic algorithm, which can misclassify some links. Mo

we could conf_igur_e diﬁer_e_nt policies for dif_'fer_e_n_t pre_fixesthe inaccuracy is in misclassifying peering links into [dsr-
However, configuring policies for each prefix dfficult in customer links [8,23]. Again, if those links are correctly

practice because of the large numbgéprefixes in the Internet. classified so that the AS graph has more peering links, more

Doing policy configuration on a per-neighbor manner is MOILSes will be able to benefit from extending mutual transit
practical We show such an example in Fig. 9, which is similag1

to Fig. 1. Here Tiscali and Pipex can have a selective mutuaqreements to their peering links.

transit agreement where Tiscali is willing to transit traffor

Pipex’'s customer: and Pipex is willing to transit traffidor B. Fault Tolerance Benefits

Tiscali's customer:.. As before the BGP community attribute  \ye are interested in a few common failure scenarios and
can be used toealize thisper-neighbor based mutual transifyqy mytual transit agreements can help better tolerateethos
configuration. Tiscali and Pipex can locally agree on soMsgijyres. In our experiments, we compare the Gao-Rexford
community number to indicate mutual transit agreement fajicy guideline (which accommodates only the transit and
certain prefixes. When Tiscali imports routes from CUStomSEering agreements) to thestep policy and theany-step

a, Tiscali uses import filters to assign a community numbgyjicy. For each failure scenario, we count the number of
to those routes. That community number should be preserygdhaple AS pairs before and after the failure. If ASan
when Tiscali announces those routes to Pipex, so that PiggXcn ASy and ASwv can reach ASu using paths permitted
can know the mutual transit semantic of those routes. by the corresponding routing policy, we sayand v are a
eliaSonera reachableAS pair. If w andv are reachable and they become
ASI299 unreachable after the failure, we sagndv are adisconnected
AS pair.

1) Access link failuresAccess links are the links connect-
ing an AS to its providers. An AS with a peer neighbor can
tolerate access link failures by expanding its peer agreaéme
into a mutual transit agreement. That is, if all access links
Fig. 9. Per-neighbor based selective mutual transit ageaem of an AS fall, the peering neighbor can transit its traffic. We

ran 50 instances of failure experiments. In each instanoe, o
AS among all the ASes that can safely convert one of their
VIl. POTENTIAL BENEFITS OFMUTUAL TRANSIT peer agreements into mutual transit agreements is selected
AGREEMENTS and all its access links are failed. We count the number of
gisconnected AS pairs in each experimentinstance. Thésesu
of disconnected AS pairs are presented in Fig. 10. As we can
clee, a significant number of AS pairs become disconnected
mhen using the Gao-Rexford polichn some cases, as many

when two peering ASes can safely include mutual transit : . :
their agreement by following the policy guidelines present 2° 18'00.0 AS pairs get dlsconnecteq because one AS has its
g y g policy 9 P cess links failedHowever, under either thé&-stepor the

in section V (assuming they are willing to do so). Peerin c . . . R
ASes are the most natural candidates to enter into mut -steppohmes, no AS pairs are disconnected in this failure
scenario.

transit agreements, because peering relationships acallyp X i ) _
2) Tier-1 de-peering:This corresponds to a scenario where

established between ASes of similar size and coverage. _ . _ ) -
two tier-1 ASes decide to terminate their connection. As the
) ) study in [21] shows, tier-1 de-peering can have a huge impact
A. Experiment Setting on the reachability of ASes single-homed to the de-peeeed ti
We carry out our investigation by performing a number of ASes. We select some well-known tier-1 AS pairs [19] and
experiments on an AS graph derived from the Routeviedet them de-peer in our experiments. Not unexpectedly, the
BGP tables [20]. We use 160 BGP table snapshots archivedlisteppolicy does not offer any improvement over the Gao-
January 2008 as our data set. The AS relationships areedferRexford policy.However as shown in TABLE |the any-step
using the algorithm in [8]. To speed up our experiments, glblicy is able to entirely eliminate any loss of connectivit

C. Handling Selective Mutual Transit Agreements

Tiscali

In this section, we provide some quantifications of th
potential benefits if ASes enter into mutual transit agregme
We study the benefits of tolerating several types of failur
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Gao-Rexford Policy policy guidelines. Based on those theoretical insights, we

1-Step Policy =[] further discuss how diverse mutual transit agreements ean b
safely established and easily implemented in BGMe also
demonstrate the benefits, in terms of routing reliabilitglem
various representative failure scenarios, of extendingriet
peering agreements to mutual peering agreements.
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The safety and robustness of our routing policy guidelines

are established by a sufficient condition proved in [10], he
dispute wheel ensures safety and robustnesdispute wheel
W of size m, as shown in Fig. 11, is a triplé/, Q,R),
where I/ is a sequence ofn nodeswug,u;...u,, 1 called
the pivot nodes Q is a sequence ofn non-empty paths
Qo, Q1-.-Qm—1, Which are often referred to as tepoke paths
and R representsn non-empty pathsRy, R;...R,—1. This
triple is such that for each < i < m, we have (1)R; is a
path fromu; to u;+1; (2) @Q; and R;Q;+1 are valid paths at
u;; and (3)u; prefersR;Q;+1 over Q;. All subscripts are to
be interpreted modulo:. R; Q1 is often called theim path
RoR;...R,,_1 is often referred to as the rim o¥.

U R4

Fig. 11.

A dispute wheeWW = (U, Q, R) of sizem.
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