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Abstract

Many existing medium access control (MAC) protocols ugilipast information (e.g., the results
of transmission attempts) to adjust the transmission petens of users. This paper provides a general
framework to express and evaluate distributed MAC pro®axtilizing a finite length of memory for
a given form of feedback information. We define protocolshwitemory in the context of a slotted
random access network with saturated arrivals. We intredwo performance metrics, throughput and
average delay, and formulate the problem of finding an optjpmatocol. We first show that a TDMA
outcome, which is the best outcome in the considered sagren be obtained after a transient period
by a protocol with(N — 1)-slot memory, whereV is the total number of users. Next, we analyze the
performance of protocols with 1-slot memory using a Markbaio and numerical methods. Protocols
with 1-slot memory can achieve throughput arbitrarily elds 1 (i.e., 100% channel utilization) at the
expense of large average delay, by correlating successfus in two consecutive slots. Finally, we apply

our framework to wireless local area networks.

Index Terms

Access control, access protocols, communication systdissibuted decision-making, multiaccess

communication.

. INTRODUCTION

In multiaccess communication systems, multiple userseshaommunication channel and contend for

access. Medium access control (MAC) protocols are used eodotate access and resolve contention
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among users. We can categorize MAC protcﬂ;dmo two classes, centralized and distributed protocols,
depending on the existence of a central entity that cootelintne transmissions of users. Time division
multiple access (TDMA) is an example of centralized protscwhere a scheduler assigns time slots
to users. Centralized control can achieve a high level ohabhutilization by avoiding collisions, but
it requires large overhead for the communication of contnelssages. Slotted Aloha and IEEE 802.11
distributed coordination function (DCF) are examples dftrithuted protocols. In slotted Aloha, users
transmit new packets in the next time slot while retransngtbacklogged packets with a fixed probability.
In DCF, carrier sense multiple access with collision avoma(CSMA/CA) and binary slotted exponential
backoff (EB) are used for users to determine their transonisimes. These distributed protocols can be
implemented without explicit control messages, but cawtion is limited in that collisions may occur
or the channel may be unused when some users have packetslto se

In this paper, we aim to improve the degree of coordinatidairzble with distributed protocols by
introducingmemoryinto the MAC layer. Under a protocol with memory, a node dyiathy adjusts its
transmission parameters based on the history of its lod¢afnmation. The idea of utilizing histories at
the MAC layer can be found in various existing protocols. Egample, the slotted Aloha protocall [1]
and its generalized versionl[2] adjust the transmissiotadodities of nodes depending on whether the
current packet is new or backlogged. The pseudo-Bayesgorithm of [3] utilizes channel feedback
to update the estimated number of backlogged packets iny$ters, based on which the transmission
probability is determined. The EB protocols in [4] use thsules of transmission attempts to adjust the
contention window and current window sizes of nodes or ttraimsmission probabilities.

The above protocols, however, utilize available past imfafon in a limited way. We can consider
the above protocols as the current state of a node detegnitsiiransmission parameters and the state
transition occurring based on its local observations. @lth this structure makes implementation simple
in that nodes can simply keep track of their states in ordena&e transmission decisions, there may be
many possible paths that lead to the same state, and imparfarmation may be lost by aggregating
different histories into a single state. For example, irttstb Aloha, a node with a backlogged packet
uses the same transmission probability following a slot hicl it waited and following a slot in which
it transmitted and collided. However, these two outcomesadrservable by the node, and a significant

performance improvement may be achieved by using diffetr@msmission probabilities following the

Since we deal with MAC protocols exclusively in this papee wse the term “protocol” to represent “MAC protocol”
hereafter.



two outcomes. Another limitation of the above protocolshiattthey are designed assuming a particular
form of feedback information. In case that more informafiedback is available, utilizing the additional
information may result in performance gains. For examie,EB protocols in[[4] prescribe that a node
should not update its parameters following a waiting sloa hode can sense the channel while waiting,
utilizing the information obtained from sensing may impeahe performance of the EB protocols.

In order to overcome the limitations of the existing protsadtilizing memory, we provide a systematic
framework to express and evaluate protocols with memoryhm d¢ontext of a slotted multiaccess
system with saturated arrivals where nodes make trangmigiécisions based on their transmission
probabilities. Our framework allows us to formally expresgrotocol utilizing memory of any finite
length and operating under any form of feedback informatialso, we introduce two performance
metrics, throughput and average delay, based on which weadunate protocols with memory. The two

main results of this paper can be summarized as follows.

1) Inthe considered scenario with saturated arrivals, TDi§Ithe best protocol in a sense that there is
no other protocol that achieves a higher throughput or alemalerage delay. A TDMA outcome
can be obtained after a transient period by a protocol \Wkh- 1)-slot or N-slot memory, where
N is the total number of nodes in the system.

2) A protocol with 1-slot memory can achieve throughput @abily close to 1 (i.e., 100% channel
utilization) at the expense of large average delay, by tating successful nodes in two consecutive
slots (i.e., a node that has a successful transmission icutrent slot has a high probability of

success in the next slot).

The proposed protocols with memory can be related to sgitilgorithms([5] and reservation Aloha
[6]. In splitting algorithms such as tree algorithms [7],ckibgged nodes are divided into groups, one
of which transmits in the next slot. Protocols with memorg inéstories to split nodes into groups. As
nodes randomly access the channel based on transmissioabgities, histories will evolve differently
across nodes as time passes. The probability of a succéssfamission can be made high by choosing
transmission probabilities in a way that the expected sizbetransmitting group is approximately one
most of the time. In reservation Aloha, nodes maintain frawméh a certain number of slots, and a
successful transmission serves as a reservation for the skin the next frame. Reservation Aloha
can thus be expressed as a protocol with memory whose leagthjual to the number of slots in a
frame, provided that all nodes can learn successful trasssoms in the system. Protocols with memory

are more flexible than reservation Aloha in that protocolhwiemory can specify different transmission



probabilities in non-reserved slots, can make reservatiom probabilistic way, and can be implemented
with an arbitrary form of feedback information.

The rest of this paper is organized as follows. In Sectionwé describe the considered slotted
multiaccess model and define protocols with memory. In 8edli, we introduce performance metrics
and formulate the problem of finding an optimal protocol. kcton IV, we show that a protocol with
(N — 1)-slot or N-slot memory can achieve the performance of TDMA. In Sectbrwe analyze
the properties of protocols with 1-slot memory using nucarimethods. In Section VI, we show that
protocols with memory can be applied to the wireless loceharetwork (WLAN) environment and can

achieve a performance improvement over DCF. We concludedlper in Section VII.

[I. SYSTEM MODEL
A. Setup

We consider a slotted multiaccess system ad in [2]. The sys$t@s total N contending users, or
transmitter nodes, and the set of users is denoted/by {1,..., N}. We assume that the number of
users is fixed over time and known to users. Users share a coivation channel through which they
transmit packets. Time is slotted, and users are synchadriiz their slot transmission times. We label
slots byt = 1,2,.... A user always has a packet to transmit and can attempt teniaione packet in
each slot. The set of actions available to a user in a slot motéd by A 2 {T, W}, whereT stands
for “transmit” and W for “wait.” We denote the action of usérby a; € A and an action profile, oa
transmission outcomdy a = (ay,...,ay). The set of (transmission) outcomes is denoteddo§ AV,

A transmission is successful if it is the only transmissiorthie slot, and two or more transmissions in

the same slot result in a collision.

B. Feedback Information

After a user transmits a packet, it learns whether the pasksiccessfully transmitted or not using an
acknowledgement (ACK) response. If the user receives an AGiK the receiver node, it learns that its
transmission was successful. Otherwise, it concludestthatcket has collided. We assume that there is
no error in the transmission and the reception of ACK respsis® that a user always learns the correct
results of its transmission attempts. Formally, we repreA€K feedback to user by AC K;(a), which
takes the valuges if a = a?, wherea’ is the outcome in which only usértransmits, ancho otherwise.

At the end of each slot, users obtain channel feedback aheutumber of transmissions in that slot.

Let k(a) be the number of transmissions in outcomé he set of possible numbers of transmissions in a



slotiskC 2 {0,1,..., N}. Let H; be an information partition ok for useri [8]. Then channel feedback
to user: in a slot with outcomea is given by the element off; that containsk(a), which we denote
by h;(a). The definition of information partitions requires thiata) € h;(a) for all a € A. That is,
channel feedback never leads users to regard the actualemahtransmissions as impossible. However,
when channel feedback has errors, it is possible for usesbtin incorrect channel feedback such that
k(a) ¢ h;(a). In the presence of the hidden terminal problem (also c&Bedsures” in[[9]), users may
interpret a success or a collision slot as an idle slot. Undége errors[[9], users may interpret an idle or
a success slot as a collision slot. It is also possible thatsusbtain channel feedback in a probabilistic
way, in which caseéi;(a) is determined according to a probability distribution B, A(H;)(a).

All the aforementioned channel feedback settings can @pacated in the formulation of the protocol
designer’s problem developed in Section lll. Although nmlodegeneral settings can be of importance in
practice, we impose the following simplifying assumpti@mschannel feedback for analytic convenience.
First, we assume that channel feedback is generated in ardeigic way. Then channel feedback to
useri can be represented by a mappihgfrom A to H;, instead of A(H;). Second, we assume that
k(a) € hi(a) for all a € A so that channel feedback always contains the actual nunfiltemsmissions.
Finally, we assume that every user obtains the same chagedbéck, i.e.h; = --- = hy £ h, which
requiresd; = --- = Hy = H. Under these three assumptions, a channel feedback modeisletely
described by an information partitiod of £.

Consider a partition of, {{0}, {1}, e}, wheree £ {2,..., N}. Each element of the partition represents
a type of channel feedback, and users can potentially lebather there has been zero packet (idle), one
packet (success), or more than one packet (collision) mmatesl in the slot. With an abuse of notation,
we will use 0 and 1 to represent channel feedback that carnelspto{0} and {1}, respectively([5]. We
say that the channel possesses ternary feedbadk, bre) feedback, if all three types of feedback are
available. Binary feedback is also possible, and given lineet possible types of channel feedback, we
can consider three kinds of binary feedback: success#a{s/F) feedback, which informs users whether
there was a successful transmission (1) or ot ¢); collision/no collision (C/NC) feedback, which
informs users whether there was a collisie) ¢r not (0 U 1); and empty/not empty (E/NE) feedback,
which informs users whether the current slot was empty (Q)atr(l U e) [9]. We can also consider no
channel feedback, which does not give any channel infoomat users and corresponds to information
partition {}, and (N + 1)-ary feedback, which informs users of the exact number afstrassions
and corresponds to information partitigg0}, {1},...,{N}}, the finest partition ofC. (See [10] for a

similar list of channel feedback models in a multiple re@apscenario.)



Thefeedback informationf useri consists of ACK feedback and channel feedback, (4C K;(a), hi(a)).
We define afeedback technologgs a rule that generates feedback information for each wegmnding
on transmission outcomes. The above three assumptions amehfeedback allow us to represent a
feedback technology by a mapping S — 2%, whereS £ Uac4{(a;, k(a))}, and write the feedback
information of useri more compactly ag(a;, k(a)). Since ACK;(a) = no if a; = W, we can set
p(W, k(a)) = h(a). Since usei can distinguish the outcomes in 1 from thosesinsing ACK feedback
whenever it transmits, we can setl’, k(a)) = 1 if ACK;(a) = yes andh(a) N e if ACK;(a) = no.
Let Z, £ Uaea{p(a;, k(a))}, which is independent aof by the symmetry assumptioix,, represents the
set of feedback information that a user can obtain with faellltechnology. The feedback information
of useri is denoted byz; € Z,. We useR to denote the set of all feedback technologies, which is

equivalent to the set of all partitions &f.

C. Protocols With Memory

A user decides whether to transmit or not in each slot usingrssinission probability, which lies in
[0,1]. A protocol is a rule based on which users determine therstrassion probabilities. We assume
that control or coordination messages cannot be used inydters. Then the transmission action and
the feedback information of usérare all the information that it obtains in a slot. Thé-slot historyfor

useri in slot ¢ is given by

Lt — (at_M,Zt_M' o ;alz‘:—l t—l)’

for M =1,2,...andt = 1,2,.. H We set(al’, z!') = (W, p(W,0)) for ¢ < 0 as initialization. LetC, be
the set of possible action-feedback pairs under feedbabktdogyp, i.e.,L, £ Uaca{(ai, p(a;, k(a)))} C
A x Z,. Then the set of\/-slot histories is given b)Cf)Vf. A stationary decision rule based di-slot

histories is defined by a mapping
feLt =01,

where f(L) represents the transmission probability for a user whisslot history isL € Ef,”.
Since the set o/ -slot historiesCé” is affected by feedback technologythe set of stationary decision
rules based ord/-slot histories depends on the feedback technology of teteBy In particular, as the

feedback technology is more informative in a sense that theesponding information partition is finer,

2In addition to actions and feedback, a user knows the trasssoni probabilities it has used. We do not include past tnission

probabilities in histories because we focus on protocas tlo not depend on past transmission probabilities directl
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Fig. 1: Automaton representations of protoc@ls] (a) a mwitevith 1-slot memory, anfl (b) a two-state

protocol.

users can distinguish more outcomes, and thus more deaigiesi can be deployed. We us®, , to
denote the set of all stationary decision rules based/eslot histories under feedback technolggywe
define aprotocol with M-slot memoryas a profile of stationary decision rules based\ésslot histories
given a feedback technology, i.e.,f = (f1,...,fn) € J—“]{\j,p. We say that a protocd is symmetric
if it prescribes the same decision rule to every user, fg= --- = fny. We will sometimes us¢ to

represent a symmetric protocblwith a common decision rul¢ when there is no confusion.

D. Automaton Representations of Protocols With Memory

A protocol with memory can be described by a finite automatdrich consists of a finite set of states,
an initial state, an action rule, and a state transition [lll§. We can represent a symmetric protocol
f € Fu, as a finite automaton by defining states as possilflsiot histories, the initial state as the
M -slot history obtained froml/ idle slots, the action rule as the decision rifileand the state transition
rule as to specify the new state as theslot history updated based on the transmission action laad t
feedback information in the current slot.

Fig.[dJ(a) shows the automaton representation of a protoitblmemory in the simplest case of 1-slot
memory and no channel feedback (i.e., ACK feedback only}h\MCK feedback only, there are three
possible action-feedback pairs, or 1-slot histori@d; (), (7,1), and (7', e), where() corresponds to
channel feedback. Hence, there are three states in the automaton, correisigotadthe three possible

action-feedback pairs, with the initial state specified1@s0). The transmission probability in each state



(a,z) is given by f(a, z). The state in the next slot is determined by the action-faekilpair in the
current slot.

[2] proposes generalized slotted Aloha protocols, whichcalé two-state protocols. Under a two-state
protocol, users choose their transmission probabilitiegedding on whether their current packets are
new (a free state) or have collided before (a backlogge@)stahus, having ACK feedback suffices
to implement a two-state protocol. The automaton reprasient of a two-state protocol is shown in
Fig. (D). In general, a two-state protocol cannot be exgg@ss a protocol with finite memory. Since
the state remains the same following a waiting slot, thestrassion probability for the current slot is
determined by the result of the most recent transmissiamatt, which may have occurred arbitrarily
many slots ago. However,|[2] shows that under saturateghésiwo-state protocols achieve the maximum
throughput wherpr = 1 andpg — 0, wherepr andpg are transmission probabilities in the free and
backlogged states, respectively. When a two-state prbgpazifiespr = 1, which is also the case in the
original slotted Aloha protocol, the action-feedback g&if, ) cannot occur in the free state and thus we
can find an equivalent protocol with 1-slot memory such th@t, 1) = 1 and f(W,0) = f(T,e) = pg-

In effect, a two-state protocol withr = 1 aggregates the two different action-feedback pdivEg, ()
and (T e), into one state, the backlogged state, and assigns the sansenission probability following
these two action-feedback pairs. On the contrary, a protaith 1-slot memory can fully utilize all
the available information from the previous slot in thatetndifferent transmission probabilities can be
assigned following the three action-feedback pairs.

As will be shown later in Section V.D., the limited utilizati of past information by two-state protocols
results in performance limitations. In particular, thrbpgt, or the fraction of success slots, is bounded
from above byN/(2N — 1) under two-state protocols (Theorem 2 of [2]) while protecelith 1-
slot memory can achieve throughput arbitrarily close to hewmemory longer than 1 slot or channel
feedback is available, there are more distinguishabletiést for each user. Two-state protocols aggregate
different histories into just two states whereas protoedth memory can assign as many transmission
probabilities as the number of possible histories giverighgth of memory and the feedback technology.
Thus, the performance gap between the two kinds of protosilde larger when longer memory or

more informative feedback is available.



I1l. PROBLEM FORMULATION
A. Performance Metrics

1) Throughput:We define thehroughputof a user as the fraction of slots in which it has a successful
transmission andbotal throughputas the fraction of slots in which there is a successful trassion in
the system, which is equal to the sum of the individual thigug of users. When users follow a protocol
with memoryf, throughput can be computed using a Markov chain. kete the length of memory
used by protocof andp be the associated feedback technology. Then we can corssidiarkov chain
whose state space is given by”. We write an element oA asa = (ay,...,ay). Let L;(a) be the

M-slot history for useri when the outcomes in the receht slots area, i.e.,

Li(a) = (ai1, plaix, k(ar)); . . s aim, plain, k(an))),

wherea; ., is theith element ofa,,. Given L;(a) as its)M-slot history, useg transmits with probability
fi(L;(a)). The transmission probabilities of users yield a probgbdistribution on the outcome in the
current slot. The probability that the current outcome/isinderf when the outcomes in the receit

slots area is given by

=

P@'a;f) = | | [1aa=r}(@)fi(Li(@) + Laa,=wy}(@)(1 = fi(Li(a)))] , (1)

i=1
wherelp : A — {0,1} is an indicator function such thaiz(a) = 1 if a € B and 0 otherwise. The

transition probability froma € AM to a’ £ (a},...,a),;) € AM under protocoF is given by
o(ala:f) P(a)y,|a;f) if a), =ap1, forallm=1,...,M —1,
a'la;f) =
0 otherwise.

Let v,(f) be the probability distribution on the state spa¢® in slot ¢ induced by protocof. By
the initialization in the definition of protocols with menyothe initial distributionv,(f) has element 1
fora = (a’ ... ,a") and O elsewhere, wheed denotes the idle outcoméyV, ..., W). Let Q(f) be the
transition matrix of the Markov chain under protodolThen the probability distribution o™ in slot

t can be computed by

fort = 1,2,.... Let S be the subset oA with useri's success as the most recent outcome, i.e.,

St £ {a € AM : ay = a'}. Then the probability of usei's success in slot is given by ; ;(f) £
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> scsi ve(a;f). The fraction of slots with usei’s success, or the throughput of usgis given by

li _
= Jim Zm
assuming that the limit exists. If is chosen so that the induced Markov chain has only one closed

communicating class, then there exists a unique statiodiatyibution v(f), independent of the initial

distribution v (f), which satisfies
v(f) = v(f)Q(f) andv(f)e =1, 2)

wheree is the column vector of length4| whose elements are all 1]12]. Then the expression for

the throughput of useris reduced tor;(f) = > v(a; f). Finally, the total throughput of the system

acsi
under protocoff is given by

N
=> 7(f)
=1

2) Average Delay:The average delayf a user is defined as the average waiting time, measured in
the unit of slots, until the beginning of its next successf@hsmission starting from an arbitrarily chosen
time. Average delay under a protocol with memdrgan be computed using a Markov chain. Consider
a slot to which an arbitrarily chosen time belongs, andalet .4 be the outcomes in the recehf
slots. Givena, f yields a probability distribution on the outcome in the nekit, P(a’|a; f), given by
(@). Using P(a’|a; f), we can compute the probability that usesucceeds for the first time afterslots

when the outcomes in the receht slots are given by and users followf,
pi(r;a, f) £ Pr{a,,, = a’ anda;,,» # a’, forall ' =1,...,r — 1|a; = a; f}, 3)
forr=1,2,.... For example,
pi(1;a,f) = P(a,4 = a'la; = a;f) and

pi(2:a,f) = > Playe =a'la = (a,a);f)P(a1 = ala, = a;f),
acA\{a'}
where (a;,a) € AM is obtained by deleting the first outcome ap and addinga as the most recent
outcome. Using[(3), we can compute the average number af sitil useri’s next success starting from

a slot with the recenii/ outcomesa:

a; f) 2 Z,u,-(r;é,f)r
r=1
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Since the distribution on the recefmf outcomes in slot is given byv,(f), the average delay of user
under protocolf can be computed as
J
A 1 1 - a -
D;(f) £ lim 7 E E v (a; f)d;(a; f) — 0.5,

t=1 acAM
where0.5 is subtracted to take into account that the average timensfary the initial slot is0.5 starting

from an arbitrarily chosen time. When the Markov chain ham@mue stationary distributiow (f), the
expression for the average delay of usés reduced to
Di(f) = Y wv(a;f)di(a;f) — 0.5.

acAM
3) Discussion on Throughput and Average Deldye throughput of the system can be considered as

an efficiency measure of a protocol as it gives the chanrigatton over time. However, as its definition
suggests, throughput reflects the performance averageddeag period of time and does not contain
much information about the short-term and medium-termguardnce. As an illustration, consider two se-
quences of outcomes generated by repedtihga?, ..., a’V) and(a',al,a',al, al,a% a% a? a2 a?,...,

a¥ aV a" aV a®). In both sequences, each user succeeds in one Q\tsibts over a long period of
time, as measured by throughpiytN. However, users may prefer the first sequence to the secand on
as the first exhibits the steadier performance over a sheibgef time. For example, suppose that a
user counts its successesfihconsecutive slots from an arbitrary slot. The first sequguagantees one
success inV consecutive slots regardless of the initial slot. On thetreoy, in the second sequency,
consecutive slots contain no success with a high probalsitid many successes with a low probability.
The variation in the performance over a short period of timieaptured by average delay.

A widely-used measure of delay in queueing theory is the-péeket interval. In our model, we can
compute theaverage inter-packet timef useri, i.e., the average number of slots between two successes
of useri, using

. v(a;f _

ZUEDY s ) @
We can interpreti;(a; f) as the average time to enter one of the stateS‘istarting from the stata
under protocof. ThenD;(f) can be interpreted as the average time to eftestarting from an arbitrary
state, where the starting state is chosen following theosiaty distribution. Similarly,D;(f) can be
interpreted as the average time to ret@nstarting from a state is?.

Note thatd;(a; f) satisfies

di(a;f) =1+ Y Q(a'ja,f)d;(a’;f), 5)

a’eSt
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for all a € AM, whereS' is the complement of’, i.e., St £ AM\ §. Using [2) and[{5), we can show
that ) .. v(a;f)d;(a; f) = 1 for any protocol with memory, and thus[(4) can be rewritten as

Dy(f) = % (6)

which can be regarded as a version of Little’'s Theorem [Skr€fore, the average inter-packet time is
completely determined by throughput, and thus it provideadditional information beyond that provided
by throughput.

The waiting time paradoX_[13] suggests that not only the mefithe inter-packet time but also
the variance of the inter-packet time matters for the averagiting time measured from an arbitrarily
chosen time. LetX; be the random variable that represents the inter-packet ¢ifruser: with support
N £ {1,2,...}. By definition, we haveF(X;) = D,. The Pollaczek-Khinchine (P-K) formula [14] gives
the average residual time until the next success, or avalelgy, by

B(X? 1 -
(=gt = 5 (14 ) D )

wherek; represents the coefficient of variation &%, i.e., x; = \/Var(X;)/E(X;). The P-K formula

shows that average delay is increasing in the variance ofintee-packet time for a given level of
throughput (or equivalently, for a given mean of the intacket time).

Consider the following three examples with a fixed level & &verage inter-packet tinie; and differ-
ent levels of the coefficient of variation. (i) Suppose that userhas periodic successful transmissions.
Then it transmits a packet successfully oncéinslots, and its average delayii% /2 sincex; = 0. Note
that D; /2 is the smallest average delay achievable with protocolsyiletd the average inter-packet time
D;. (ii) Suppose that successes for usare completely random in a sense thgtfollows a geometric
distribution. Such a random variable can be generated byraamgess protocol that prescribes a fixed
transmission probability for each user. In this case= 1 — 1/D;, and thusD; = D; — 0.5. (iii) Suppose
that the successes of useare highly correlated over time. They) > 1, and thusD; > D;. In this
case, usef has frequent successes for a short period of time but sometias to wait for a long period
of time until its next success.

It is reasonable to assume that users prefer to have a steradynsof transmissions as well as a high
transmission rate. As the above examples illustrate, tiedficeent of variation of the inter-packet time
measures the volatility in successful transmissions anex.tSince average delay reflects the coefficient of
variation of the inter-packet time, we use it as a seconpaidnce metric to complement the long-term

performance metric, throughput.
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B. Problem of the Protocol Designer

We formulate the problem faced by the protocol designer agoastage procedure. First, the protocol
designer chooses the length of memaby, slots, and the feedback technology, Next, the protocol
designer chooses a protocol from the class of availablepott given the stage-one choitk/, p). For
simplicity, we assume that the protocol designer considetg symmetric protocols. For a symmetric
protocol f, we haver(f) = --- = 7n(f) and D1(f) = --- = Dy(f). Total throughput is given by
7(f) = N7;(f) for anyi € N/, and we useD(f) to denote the average delay of each user.

The problem of the protocol designer can be written formaly

e {( max U(T(f%D(f))) - C(M, p)} : 8)

Je€Fnm,p
U represents the utility function of the protocol designefimed on total throughput and average delay.
We assume thal/ is increasing in total throughput and decreasing in avedzd@y so that the protocol
designer prefers a protocol that yields high total througlgnd small average delag: represents the
cost function of the protocol designer, defined on the ledtimemory and the feedback technology. We
assume thaC’' is increasing as memory is longer and as the feedback temy@d more informative.
Note that from a practical point of view the cost of expandmgmory is vanishingly small compared
to the cost associated with the feedback technology, whighliés that the system is more likely to
be constrained by the available feedback technology ratteer by the size of memory. Hence, it is
more natural to interpret the cost associated with memorhagost of implementing protocols with a
certain length of memory. For instance, the protocol designay prefer protocols with short memory
to protocols with long memory because the former is easigrégram and validate than the latter. We
say that a protocof is optimal given(M, p) if it attains max;cr,,  U(7(f), D(f)). We say thatf is
an optimal protocolfor the protocol designer if solves [(8).

In order to analyze the performance of protocols with memasy approach the protocol designer’s
problem from two different directions. In Section IV, we fifsxd the feasible throughput-delay pair most
preferred by the protocol designer. Then we show that thet preferred throughput-delay pair can be
achieved by a protocol with memory. In Section V, we focus e simplest class of protocols with

memory, namely protocols with 1-slot memory, and inveséigheir properties using numerical methods.
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IV. MOSTPREFERREDPROTOCOLS

Suppose that the protocol designer can chaseprotocol at no cost. Then the protocol designer’s

problem becomes

max U (7(f), D(f)), 9)

fer
whereF denotes the set of all symmetric protocols including thiise tannot be expressed as protocols
with memory. We say thaf is a most preferred protocaf f solves[(9). Consider a fixed level of total
throughputr, which implies individual throughput/N by the symmetry assumption on protocols. Note
that the P-K formulal{7) was obtained without imposing amycitire on protocols, and it shows that for
a given level of throughput, average delay is minimized wtteare is no variation in the inter-packet
time of a user, i.e., wher; = 0. Hence, combining {6) andl(7), we can express the minimumagee
delay given total throughput as
D N

Dpin (7_) =

2 2T

Since D,,,;,(7) is decreasing im, setting total throughput at the maximum leveyields the minimum
feasible average dela®,,;, = Dn.in(1) = N/2. In other words, there is no protocgle F that attains
D(f) < N/2. Hence, if there exists a protocdlthat achieves the maximum total throughput 1 and the
minimum average delayv/2 at the same time, thefi is a most preferred protocol.

In order to obtain the most preferred throughput-delay pRaiN/2), a protocol needs to provide each
user with a successful transmission in evaéfslots. TDMA is a protocol that achieves such a sequence
of outcomes. Since the labels of users are arbitrary, we eaorithe the TDMA protocol as having user
i transmit in slott if (¢ mod N) = (¢ mod N) and wait in all other slots. Then each user has one
successful transmission in every slots, and thus the TDMA protocol is a most preferred prdtoco
However, the TDMA protocol requires coordination messagdse sent to users in order to assign time
slots, and thus it does not belong to the class of protocals miemory defined in Section I.C. The
following theorem establishes the existence of a most peeprotocol in the class of protocols with
memory.

Theorem 1:Assume(N — 1)-slot memory and success/ failure (S/F) binary feedhagk Denote an

(N — 1)-slot history byL = (a',2';...;aV=1 2V~1), and letn(L) be the number of successesiin
i.e,n(L)=[{m:2"=1,m=1,...,N — 1}|. Define a protocol with memory € Fn_1) ,.,. by
0 if L contains(T,1),
f(L) =

1/(N —n(L)) otherwise
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Thent(f) =1 andD(f) = N/2.

Proof: Since f(L) = 0 if L contains(7,1), a user waits fol N — 1) slots following its success.
Also, users that have no success in re¢ént- 1) slots compete among themselves with the transmission
probability equal to the reciprocal of the number of suchrsisBuppose that there is a success in each of
the recen{ N — 1) slots for the first time in the system. Since a user waitg /6r 1) slots following its
success, théN — 1) successes must be by different users. Then the only usehdsatot had a success
in the recent NV — 1) slots transmits with probability 1 while other users waittfre current slot. From
that point on, a cycle of lengthv containing one success of each user is repeated. Sincedhaljility
of having (N — 1) consecutive successes before glaipproaches 1 asgoes to infinity, f achieves a
TDMA outcome after a transient period with probability 1datus it is a most preferred protocolm

Theorem 1 shows that witliN' — 1)-slot memory and S/F feedback] users can determine their
transmission slots in a distributed way without need of iexptoordination messages, thereby achieving
the same outcome as TDMA after a transient period. By tri@ arror, users find their transmission
slots in a self-organizing manner and stabilize to trangmie in everyN slots. Note tha{ N — 1) is
the minimum length of memory required to emulate TDMA usingratocol with memory. A cycle of
successes by users cannot be generated with memory shorter tar- 1) slots. Also, S/F feedback
is necessary to guarantee a success affer- 1) consecutive successes.

The expected duration of the transient period can be shextby using/N-slot memory. Consider a

protocol with N-slot memory,f € FN,psr» defined by

1 if (a',2') = (T,1),
i 1 .1y _
fry=1" =)=, (10)
0 if z! #£1 and(a™,2™) = (T,1) for somem =2,...,N,
| /(N —n(L))  if ' #1and(a™,2™) # (T,1) forall m=2,..., N,

wheren (L) is now the number of successes in recghit— 1) slots. The first and the third lines df (10)
state that once a user succeeds, it waits(fér— 1) slots before the next transmission. The second and
the fourth lines state that a user with no success in regestots waits if the current slot is already
“reserved” by some user that succeed€dslots ago and contends with other such users if no user
succeededV slots ago. Hence, undef, once a user succeeds in siotit is guaranteed to succeed in
slotst + N, t + 2N, and so on, whereas undgrin Theorem 1 a user that succeed€dslots ago has to
compete with other users with no success in re¢dnht- 1) slots during the transient period. Again, S/F

feedback is necessary to let users know whether the cufieris seserved or notf can be considered as
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a generalization of reservation Aloha with a frameldfslots, where users can adjust their transmission
probabilities depending on the number of contending usaraién-reserved slots.

In practice, the number of users may vary over time as usersajud leave the system. When ternary
feedback is available, users can find the exact number of tsethe system using the protocélas
long as the number of users does not change too frequentyinitial estimate on the number of users
is set to be the maximum number of users that the system cew. aVhen users followf based on
their initial estimate, there will be empty slots in a cycletained after a transient period. Once a cycle
is repeated, users can construct a new cycle by deletingnipgyeslots, adjusting the number of slots
in a frame equal to the actual number of users. If some usave lhe network, empty slots will appear
in a frame, and the remaining users can reduce the length afnaefby deleting the empty slots. If
some users join the network, we require them to transmit ichately. Then a collision will occur, and it
serves as a signal to notify the existing users that theieedra new user in the system. Once a collision
occurs after a transient period, users reset their estartatthe maximum number of users and repeat

the procedure from the beginning in order to increase thgtteaf a frame by the number of new users.

V. PROTOCOLSWITH 1-SLOT MEMORY
A. Structure of Delay-Efficient Protocols

We now examine protocols with 1-slot memory, which are tiepsést among protocols with memory.
Under protocols with 1-slot memory, users determine thramgmission probabilities using their action-
feedback pairs in the previous slot. In Appendix A, we expiai detail how to compute throughput and
average delay under symmetric protocols with 1-slot menusigig a Markov chain. Since the protocol
designer prefers a protocol with small average delay forvergievel of throughput, we consider the

following reduced problem of the protocol designer:

D*(r) & fren}_n D(f) subject tor(f) =, (11)

for 7 € [0,1] and some feedback technology We say that a protocof is delay-efficientf it solves
A1) forr = 7(f), i.e., if D(f) = D*(7(f)). Also, we call the set of point§(r, D*(7)) : 7 € [0,1]} the
delay-efficiency boundamyf protocols with 1-slot memory. Since computingf) and D(f) for a given
protocol f € F; , involves solving matrix equations, it is in general diffictd solve [(11) analytically,
and thus we rely on numerical methods.

To obtain numerical results, we consider ternary feedbdekpted byps, and five users, i.ely = 5.

In order to guarantee the existence of a stationary digioibuor transition matrixQ(f), we restrict
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Fig. 2: Delay-efficient protocols with 1-slot memofy:](ajabthroughput and average delay under delay-
efficient protocols and randomly chosen protocols,[andrésmission probabilities under delay-efficient

protocols.

the range off (i.e., the set of possible transmission probabilities) éo[t)~%,1 — 10~4], instead of
[0,1]. We use the functiofminconof MATLAB to solve the restricted version of (ILi)Fig.[d(a) depicts
the delay-efficient boundary of protocols with 1-slot meyp@hown as a U-shaped curve. Since the
optimization problem to find delay-efficient protocols ist mecessarily conve, it is possible that the
numerical results locate local minima instead of globalima To validate the delay-efficiency of the
protocols obtained by thEninconfunction, we generate 5,000 symmetric protocols with 1-silemory
where transmission probabilities are randomly choserj0oh] and plot total throughput and average
delay under those protocols as dotted points in 2(ajh@nfigure, only 3,631 points with average
delay less than 100 are shown). The results in 2(a) suglat the numerically computed protocols
are indeed (at least approximately) delay-efficfeRig. plots the transmission probabilities under

the delay-efficient protocols, denoted [y, as+ varies. It shows that the structure f changes around

We vary 7 from 0.99 to 0.01 with a step size of.0l. We choose the initial protocol forfmincon as
(f(W,0), f(W, 1), f(W,e), f(T,1), f(T,e)) = (1/N,0,1/(N — 2),1,0) for 7 = 0.99 and use the solution for = n x 0.01
as the initial protocol forr = (n — 1) x 0.01 fromn =99 ton = 2.

“Another interesting point to notice from Fid: 2(a) is thatgnof the randomly chosen protocols yield throughput-delaiys
close to those achieved by memoryless protocols. It sugdkat protocols with 1-slot memory need to be designed allyef

in order to attain total throughput above the maximum lewtlievable with memoryless protocols.
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7 = 0.41, which is also the turning point of the delay-efficiency bdary. There is numerical instability
for 7 between 0.41 and 0.48 in that the solution depends highlyhenititial protocol. In fact, forr
in that region we can find protocols that yield average delamphty smaller than those in Fig] 2(a) by
specifying different initial protocols.

In the following, we provide an explanation for the shape loé delay-efficiency boundary by in-
vestigating the structure of the delay-efficient protoctisthe low throughput region,7(< 0.21), the

structure off* is given by
fTW,0) €100,0.2, fFW, 1) =1, f*(W,e) =0, fH(T,1) =0, f*(T,e) €[0.65,1].

Since f*(7,1) = 0 and f*(W, 1) = 1, a success lasts for only one slot and is followed by a coflisi
Since f*(T, e) is high, a collision is likely to be followed by another cslbn. Similarly, an idle slot is
likely to be followed by another idle slot sing& (W, 0) is low. This means that total throughput is kept
low by inducing many idle or collision slots between two segses. Hence, as total throughput increases
in the low throughput region, the expected number of idle alision slots between two successes is
reduced, and as a result users transmit their packets naareetly. According to the P-K formulal(7),
average delay is determined by the mean and the coefficiargraition of the inter-packet time. On the
left-hand side of the delay-efficiency boundary< 0.4), the average inter-packet time is reduced while
the coefficient of variation of the inter-packet time rensaabout the same asincreases, resulting in
the inverse relationship between throughput and averalgg.de

In the high total throughput regiorn (> 0.82), the structure off* is given by

f*(W,O)m%, FHW,1) ~ 0, f*(W,e)%ﬁ, FAT1) =1, f5(T,e) = 0. (12)

In a slot following an idle slot, users transmit with prolapiclose to 1/N. In a slot following a
success, the successful user transmits with probabilityhilewother users wait with high probability.
The transmission probability of other users approaches-0 lzecomes close to 1. In a slot following a
collision, users that transmitted in the collision wait ighdther users transmit with probability close to
1/(N — 2). Since a collision involving two transmissions is most ljkamong all kinds of collisions,
setting f*(W,e) = 1/(N — 2) maximizes the probability of success given that collidirgens wait.
fA(T,1) =1 and f*(W,1) =~ 0 is the key feature of protocols with 1-slot memory that ae@idigh
total throughput. By correlating successful users in twosazutive slots, protocols with 1-slot memory
can yield total throughput arbitrarily close to 1. Howeueigher throughput is achieved by allowing a

successful user to use the channel for a longer period, whigkes other users wait longer until they
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transmit next time. On the right-hand side of the delay-ifficy boundary«{ > 0.4), the coefficient of
variation of the inter-packet time increases without boasd approaches 1, resulting in the positive
relationship between throughput and average delay.

Since the protocol designer prefers a protocol that yields total throughput for a given level of
average delay, optimal protocols must lie on the right-hsidé of the delay-efficiency boundary. As an

illustrative example, suppose that the utility functiontibé protocol designer is given by
U(r,D) = —max{200(1 — 1), D}.

Then an increase in total throughput by 0.1 has the saméyutiinsequence as a decrease in average
delay by 20 slots. In Fid.]3, dashed curves depict the ingiffee curves of the utility function, each of
which represents the throughput-delay pairs that yieldsdme level of utility, while the arrow shows
the increasing direction of the utility function. The thghput-delay pair that maximizes the utility of
the protocol designer i$0.792,41.6), marked with an asterisk in Fi¢l 3. The protocol designer can
determine the optimal protocgl® given (M, p) = (1, p3) by finding a protocolf € F; ,, that yields
(r(f),D(f)) = (0.792,41.6), which is

FO(W,0) = 0.20, fo(W,1) =0.03, fo(W,e) =0.34, fo(T,1)=0.99, f°(T,e)=0. (13)
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Fig. 4: Total throughput and average delay under delayieffiprotocols based on the estimated numbers

of users when the actual number of users is ten.

B. Robustness Properties of Delay-Efficient Protocols

1) Unknown Number of UserdiVe relax the assumption that users know the exact numberes§ us
in the system. Instead, we assume that each user has antestimthe number of users and executes
the prescribed protocol based on the esthHaWe consider a scenario where there are ten users and
ternary feedback is available. For simplicity, we assunae the objective of the protocol designer is to
achieve total throughput 0.9 and that all users have the satimaate on the number of users, which will
be the case when users use the same estimation method bapadtarhannel feedback. Fig. 4 shows
a portion of the delay-efficiency boundary wifti = 10 and plots the throughput-delay pairs when the
ten users follow delay-efficient protocols that are comgute achieve total throughput 0.9 based on
the estimated number of users, denoted¥ybetween 7 and 13. The results from Figj. 4 suggest the
robustness of delay-efficient protocols with respect tdati@mns in the number of users in a sense that
as the estimated number of users is close to the actual am@rdiocol designer obtains a performance
close to the desired one.

Based on the observations from Hi§l. 4, we can consider theniolg procedure to dynamically adjust

the estimates of users. Users update their estimates maligcby comparing the actual total throughput

®In other words, the protocol designer specifies a protocal fisiction of the numbers of users, not a fixed protocol.
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since the last update with the desired total througHriUSers increase (resp. decrease) their estimates
by one if the actual total throughput is lower (resp. higliegn the desired total throughput by a certain
threshold level. When designed carefully, this estimapoocedure will make the estimated number of
users converge to the actual number of users because thed &atal throughput is lower than (resp.
equal to, higher than) the desired total throughput if thereded number of users is smaller than (resp.
equal to, larger than) the actual number. This procedurebearegarded as an extension of the pseudo-
Bayesian algorithm of [3] in which users adjust their estigsan every slot based on the channel feedback
of the previous slot. In the proposed estimation procedo@mory is utilized not only to coordinate
transmissions but also to estimate the number of users.

2) Errors in Feedback InformationSo far we have restricted our attention to deterministidifeek
technologies. We relax this restriction and consider sistib feedback technologies. As discussed in
Section II.B., stochastic channel feedback for usean be represented by a mappihgfrom A to
A(H;). If the structure of channel feedbadl, ..., hx), is known to the protocol designer, it can be
modeled in the transition matri®(f) in Section Il by extending the state space frofl! to (£f)V)M.
Then the protocol designer can find an optimal protocol @kimo account randomness in feedback
information.

Here we introduce random errors in channel feedback, wiriemat modeled by the protocol designer,
and examine the performance of an optimal protocol in thegiree of random errors. We assume that
ternary feedback is available but subject to random erhongarticular, a user obtains the correct feedback
signal with probabilityl — 2¢ and each of the two incorrect signals with probabitityfor a smalle > 0.

For example, if there is no transmission in the system, thesea receives feedbackwith probability
1—2¢ and each of feedbackande with probability e. We assume that the feedback signals of users are
independent. We continue to assume that ACK feedback i®gerdnd thus transmitting users always
learn the correct results of their transmission attemgiganmdless of the realization of channel feedback.

Tablefl shows the performance of the optimal prototvin (13) at the various levels efwhen N = 5.

To obtain the simulation results, we generate transmistéaisions and feedback information fi@0, 000
slots, for each level of. Table[] suggests that delay-efficient protocols have aswiass (or continuity)
property with respect to random errors in feedback inforomatsince the obtained performance is close
to the desired one when the error level is small. Note thatrgom eccurring to a waiting user following a

success induces the user to transmit with a higher probafiile., to transmit with probability/ (1, 0)

®Note that users can compute the actual total throughputusimary feedback.
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TABLE [: Total throughput and average delay with a stoclafgedback technology.

Total throughput| Average delay

Analysis 0.7920 41.5935

e=0 0.7910 41.2375

e =0.01 0.7667 37.4377

e =0.02 0.7441 33.4907

Simulation e=0.03 0.7235 31.4114
e=0.05 0.6844 28.0600

e=0.07 0.6467 25.2149

e =0.10 0.6049 22.9282

e=0.20 0.4996 19.0503

or f°(W,e) instead of f°(1W,1)), making consecutive successes last shorter. Thus, asriielevel
increases, both total throughput and average delay decréhe obtained throughput-delay pairs remain
close to the delay-efficiency boundary, suggesting thatrgriollowing an idle or a collision slot cause

little performance degradation.

C. Comparison of Channel Feedback

We now analyze the impact of the different forms of channetifeack on the performance of protocols
with 1-slot memory. As mentioned in Section II.C., the setavéilable protocolsF,; , expands as the
feedback technology becomes more informative (in other words, a protogat 7, , can always be
replicated by another protocgl € Fy s if p’ is more informative tharm). This relationship implies
that a more informative feedback technology yields a lowadagtefficiency boundary for a given length
of memory. We consider six feedback technologies with ACKdfeack and different channel feedback
models: no channel feedback, S/F binary feedback, C/NQyifeadback, E/NE binary feedback, ternary
feedback, and NV + 1)-ary feedback, as introduced in Section II.B. Hi§. 5 depibts delay-efficiency
boundaries of protocols with 1-slot memory under the sixdbeek technologies. As expected, for a
given level of throughput, the minimum average delay becosraaller as we move from no feedback

to binary feedback, to ternary feedback, and A+ 1)-ary feedbacH.

’In Fig.[d, average delay is smallest under C/NC binary feekifar - = 0.42 and 0.43, which is a result of numerical

instability around the turning point of the delay-efficigriooundaries, as pointed out in Section V.A.
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Fig.[3 shows that in the operating region of the protocolgiesi (i.e., the right-hand side of the delay-
efficiency boundaries), protocols with 1-slot memory perfavorse under no channel feedback and C/NC
binary feedback than under other considered channel fe&dbaorder to obtain high throughput with
1-slot memory, we need a high correlation between sucdessérs in two consecutive slots, which
requiresf (W, 1) ~ 0 and f(7,,1) ~ 1. However, under no channel feedback or C/NC binary feedtmack
waiting user cannot distinguish between idle slots andesgslots, leading t¢(17,0) = f(W,1) = 0.
This makes idle slots last long once one occurs, resultingplige average delay. Under S/F binary
feedback, a user is constrained to ygéV,0) = f(W,e). As can be seen in Fig] 2{b), the values of
f(W,0) and f(W,e) are not much different in delay-efficient protocols undenaey feedback. Thus,
using a single probability’' (W, 0 U e) instead of two different probabilitied;(W, 0) and f (W, e), causes
only minor performance degradation. Under E/NE binary feett, a delay-efficient protocol with 1-slot

memory that achieves high throughput has the followingcsime:

FOW,0) ~ ~ F(W,1Ue) =0, f(T,1)~1, f(T,e) ~

N . (14)

N =

Following a collision, only colliding users transmit undd@d) whereas only noncolliding users transmit
under [12). Fig[ 5 shows that the restriction that E/NE hin@edback imposes compared to ternary
feedback has a small impact on performance.[Rig. 5 also sthawthe improvement in performance from

having (IV + 1)-ary feedback over ternary feedback is only marginal. Th#tylbf users to distinguish
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the exact numbers of transmissions in collisions does nipt tmeich because collisions involving three

or more transmissions rarely occur under ternary feedbadke high throughput region.

D. Comparison of Protocols

We considerN = 5 and compare the performance of four different kinds of proks protocols
with 1-slot memory, two-state protocols in [2], memorylgsstocols, and TDMA. In Fig.16, the delay-
efficiency boundary of protocols with 1-slot memory is shaagsuming no channel feedback (i.e., ACK
feedback only) because two-state protocols can be impledenithout using channel feedback! [2]
proposes two-state protocols of the fopp = 1 andpg = 1 — ¥3/1—1/n, wheren is called a
short-term fairness parameter, which measures the aveagg¢ion of consecutive successes. We vary
1/n from 0.01 to 1 with a step size of 0.01 to generate the througtiplay pairs under two-state
protocols plotted in Fid.]6. The result confirms that totabtlghput achievable with a two-state protocol
is bounded from above byv/(2N — 1) = 5/9, whereas protocols with 1-slot memory can attain any
level of total throughput between 0 and 1. Moreover, in thegeaof total throughput achievable with
a two-state protocol, delay-efficient protocols with 1tsttemory yield smaller average delay than two-

state protocols. Since two-state protocols with = 1 can be considered as imposing a restriction of
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f(W,0) = f(T,e), these results suggest that there is a significant perfarendagradation by assigning
the same transmission probability following the two actfeadback pairs(W, ) and (T, e). Moreover,
by combining Fig[6 with Fig[]5, we can see that the performeadegradation from using a two-state
protocol instead of a protocol with 1-slot memory is sevavben channel feedback is available.

A symmetric memoryless protocol can be represented by destrmnsmission probability, which is
used regardless of past histories. The throughput and taege delay of usei under memoryless
protocol f € [0, 1] are given byr;(f) = f(1 — £)N"tandD(f) = 1/f(1 — f)N~! — 0.5, respectively.
The optimal memoryless protocol is thus the transmissiobgility that maximizes;(f) and minimizes
D(f) at the same time, which is given by = 1/N [15]. The throughput-delay pairs under memoryless
protocols in Fig[b are obtained by varyirfgfrom 0 to 1. The lower-right point of the throughput-delay
curve corresponds to the throughput-delay pair under ttienapmemoryless protocolr(fo), D(fo)) =
(1—1/N)N-Y N/(1—1/N)N-1 —0.5) = (0.41,11.71). Protocols with 1-slot memory also outperform
memoryless protocols in that protocols with 1-slot memanpport a wider range of achievable total
throughput than memoryless protocols do. In Section IV, \weehseen that TDMA achieves the most
preferred throughput-delay paifl, N/2) = (1,2.5). Protocols with 1-slot memory cannot achieve the
most preferred throughput-delay pair because memory djtteat least(N — 1) slots is necessary to

obtain it.

VI. APPLICATION TOWIRELESSLOCAL AREA NETWORKS

In the idealized slotted multiaccess system considerecis@ll packets are of equal size, the trans-
mission of a packet takes the duration of one slot, and usesive immediate feedback information.
We relax these assumptions to apply protocols with memoi/t@ANSs. In particular, packet sizes may
differ across packets, and we take into consideration grat@n and detection delay as well as overhead
such as a packet header and an ACK signal. We consider a WLAdIméhere users follow a random
access scheme using transmission probabilities based BIALA. In the WLAN model, the duration
of slots depends on the channel state (idle, success, @ian)l Letoy, o1, andos be the duration of
a slot when the channel state is idle, success, and colliséspectively. The expressions fer and o,
can be found in (14) and (17) of [16], depending on whetherRM&/CTS mechanism is disabled or

not. Total throughput is expressed as
P, E[P]
- Pyoog + Pioy + Pyoy’
where E[P] is the average packet transmission duration &dP;, and P, are the fractions of idle,

(15)

success, and collision slots, respectively. In the idedliglotted model, we assume that the size of
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memoryless protocols in the WLAN model.

each packet is equal to the slot duration and ignore overkeathatoy = 01 = 0o = E[P], and
thus the expression for total throughput [n](15) is reduaed’t, the fraction of success slots. [16]
shows that the IEEE 802.11 DCF protocol can be approximayed protocol that prescribes a single
transmission probability, i.e., a memoryless protocok Tlansmission probability corresponding to DCF
is determined as a function of the minimum and maximum cdiderwindow sizes by solving (7) and
(9) of [16] simultaneously. In Appendix B, we derive the eagsions for throughput and average delay
under symmetric protocols with 1-slot memory and memosyl@®tocols in the WLAN model.

Fig.[4 depicts the delay-efficiency boundaries of protoeath 1-slot memory under ternary feedback
and E/NE binary feedback. It also plots the throughputydekairs under memoryless protocols as well
as the throughput-delay pair achieved by the memorylestogb corresponding to DCF. To obtain
numerical results, we considéf = 5 and use parameters specified by IEEE 802.11a PHY mode-8 [17],
which are tabulated in Tablel Il. The values BfP], 0¢, o1, andoy are 341.33, 9, 419.56 and 400.48,
respectively, inus. To find the transmission probability corresponding to D@E use the minimum
and maximum contention window sizésW,,,;, = 16 and CW,,,, = 1024. An upper bound on total
throughput can be obtained by settidy = 1, which yields7 = E[P]/o; =~ 0.8136. We compute

delay-efficient protocols with 1-slot memory ferbetween 0.01 and 0.81 with a step size of 0.01 using
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TABLE II: IEEE 802.11a PHY mode-8 parameters.

Parameters Values

Packet payload | 2304 octets
MAC header 28 octets
ACK frame size | 14 octets
Data rate 54 Mbps
Propagation delay 1us

Slot time 9 us
PHY header time 20 us
SIFS 16 us
DIFS 34 us

the same numerical method as in Section V.

Comparing Fig[17 with Fig[16, we can see that by utilizing ariearsensing scheme, memoryless
protocols resolve contention more efficiently in the WLAN aebthan in the slotted multiaccess model.
Since idle slots are much shorter than collision slots in W, Adle slots have much smaller effects on
total throughput and average delay than collision sloteh@tus, in WLAN, transmission probabilities
can be set low to achieve a success without experiencing malligions. Carrier sensing also induces
the turning point of the delay-efficiency boundaries in WLAM occur aroundr = 0.69, yielding the
narrower and steeper right-hand side of the delay-effigibotndaries. The main findings in Section V.D.
that protocols with 1-slot memory can achieve smaller ayedelay for a given level of total throughput
and a wider range of total throughput compared to memorypesscols remain valid in the WLAN
model. On the right-hand side of the delay-efficiency bouiedai.e., forr > 0.7, the delay-efficient
protocols with 1-slot memory under ternary feedback haeestinucture off (W, 1) = f(W,e) =0, and
thus the performance is not affected by having E/NE binaegliack instead of ternary feedback.

VIlI. CONCLUSION

In this paper, we have investigated how memory can be ulilineMAC protocols to achieve coordi-
nation without relying on explicit control messages. Witk — 1)-slot memory,N users can share the
channel as in TDMA. With 1-slot memory, high throughput candbtained by correlating successful
users in two consecutive slots, which results in large aeedelay. Generalizing these results, with

slot memory, wheréd/ < N — 2, we can have the first/ successful users use the channel alternatingly
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while a collision created by a non-successful user with allgmnabability leads to a potential change of
hands for the collision slot.

Our framework can be extended in several directions. Rst,can consider asymmetric protocols
to provide quality of service differentiation across use3econd, as the literature on repeated games
suggests, memory can also be used to sustain cooperationgasedfish users. By utilizing memory,
users can monitor the behavior of other users and punishemméstior. Lastly, the basic idea of this paper
can be carried over to a general multi-agent scenario whesediesirable to have one agent behave in

a different way than others.

APPENDIX A
DERIVATION OF THROUGHPUT ANDAVERAGE DELAY UNDER SYMMETRIC PROTOCOLSWITH

1-SLOT MEMORY IN THE SLOTTED MULTIACCESS SYSTEM

Exploiting the symmetry of protocols, we can consider a Mar&hain for a representative user whose
state is defined as a pair of its transmission action and th&bauof transmissions, instead of a Markov
chain with the state spacé as in Section IIl. Let usei be the representative user. The state of user
in the current slot when the outcome of the previous slot w@sgiven bys = (a;, k(a)). We useS to

denote the set of all states, as defined in Section II.B. Taprdotal2N states, which we list as
(17,1),...,(T,N),(W,0),...,(W,N —1). (16)

Suppose that users follow a symmetric protogal 7 ,. Then we can express the transition probabilities
across states in terms §f If user: is in state(7', k), thenk users including usertransmit with probability
f(T, p(T, k)), and(N —k) users with probabilityf (W, p(W, k)). Hence, a transition fror(il’, k) to (a’, k')
occurs with probability

Q((T> k,)|(T> k)vf) = f(T,p(T, k)) Z (17)

{(z,y)eEN2:z+y=k'—1, e <k—1,y<N—k}
|:<k7 ; 1) f(T, p(T, ]{;))x(l — f(T, p(T, ky)))k—l—m <Ny— ]{,’)f(m P(I/Va k‘))y(l _ f(VV» p(m k)))N—k—y]

for k' =1,...,N, and

QUW, K|(T, k); ) = (1= f(T, p(T, k))) > (18)

Kk - 1) F(T, p(T, k)" (1 = f(T, p(T, k)))* 1" <Ny— k)f(W,p(W, ENY(1— (W, p(W, k)))N—k—y]

x
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for ¥ =0,...,N —1, whereNy is the set of nonnegative integers. Similarly, if uses in state(W, k),
thenk users transmit with probability (T, p(7', k)), and (N — k) users including user with probability
F(W, p(W, k)). A transition from(W, k) to (a’, k") occurs with probability

QUT, KW, k); ) = f(W, p(W, k) > (19)

{(z,9)EN2 xty=k'—1,2<k,y<N—k—1}
[(5) s omra s oan=(""F 1) sovoommpa - g0 pom o]
for k' =1,...,N, and

QUW, KW, k) f) = (1 — (W, p(W, k))) > (20)

{(z,y)eN? :x+y=k', x<k,y<N—k—1}
k x k—x N—-k—-1 N—k—1—
(5)repmmra = sepont= (Y57 g pm - v ]
for k' =0,...,N —1.
Using [17)-(2D), we obtain &N x 2N) matrix Q(f). The (4, j')-entry of Q(f) is the transition
probability from statej to statej’, where the states are numbered in the order listed_ih (16}. iff

chosen so thaf(a, p(a, k)) € (0,1) for all (a,k) € S, then the Markov chain is irreducible and there

exists a unique stationary distributieri /) on S, represented by a row vector of lengtlv, that satisfies

v(f) =v(f)Q(f) andv(f)ean = 1,

wheree,y is a column vector of lengtB N whose elements are all 1]12]. Let £ (T, 1) be the state

of a successful transmission. Then the throughput of useigiven by the first element of(f), i.e.,
Ti(f) = v(s™; f).
By symmetry, total throughput is given by f) = N7;(f).
Using [8), we obtain the relationship

di(s;f) =1+ Y Q(s|s; f)di(ss f) (21)
s'eS\{s*}

for all s € S. Letd;(f) be the column vector consisting df(s; f) andQo(f) be a matrix obtained by
replacing all the elements in the first column@f f) by 0. Then[(2L) can be expressed as the following

matrix equation:

di(f) = Qo(f)di(f) + e2n- (22)
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Solving [22) ford;(f), we obtain

d;(f) = (Tox — Qo(f)) 'ean,

assuming that the inverse exists, whbyg is the(2NV x 2N) identity matrix. Since the long-run frequency

of each state is given by the stationary distributiqrf), the average delay of usércan be expressed as

Also, the average inter-packet time is given by the first @erofd;(f), i.e., D;(f) = d;(s*; f).

APPENDIX B
DERIVATION OF THROUGHPUT ANDAVERAGE DELAY UNDER SYMMETRIC PROTOCOLSWITH

1-SLOT MEMORY AND MEMORYLESSPROTOCOLS IN THEWLAN M ODEL
Let f be a symmetric protocol with 1-slot memory. The long-rurcti@ns of idle, success, and collision
slots are given by
Py(f) =v((W,0); f), (23)
Pi(f) = o((T,1); ) + (W, 1); f), (24)
P(f) =1—=P(f) — Pi(f)

Using [15), total throughput undgtin the WLAN model can be written as

(f) = P (f)E[P]
Py(f)oo+ Pi(f)or+ Pa(f)oa

In the WLAN model, we define the average delay of a user as tkeage waiting time (measured

(25)

in a time unit) until the beginning of its next successfuhsmission starting from an arbitrarily chosen
time. We definel;(s; f) as the average waiting time of usestarting from the beginning of a slot whose
outcome yields state to useri. Let o(s) be the duration of a slot yielding statei.e., o(W,0) = oy,
o(a,1) =01 fora=T,W, ando(a, k) = oy for a =T, W andk > 2. Then [21) can be modified as
dils;f)=0(s)+ D Qs|s: Ndi(s's /). (26)
s'€S\{s*}
Let b be the column vector of the durations of slots, ile.& (o(7T,1) o(T,2) --- o(W,N —1))T.

Then [26) can be written as a matrix equation

di(f) = Qo(f)di(f) + b. (27)



31

Solving [27) ford;(f), we obtain

di(f) = (Tav — Qo(f))~'b.

The probability that an arbitrarily chosen time belongs tslat yielding states is given by

v(s; fo(s)
Yeesv(ss fo(s)

Note that a user stays in the initial slot for the half of itsation on average. Let(f) be the row vector

y(s; f) =

consisting ofy(s; f). Then the average delay of useander protocolf can be computed by

D(f) = y(f)[di(f) — 0.5b].

Now let f be a symmetric memoryless protocol, which is simply a sirigd@smission probability.
Then [23) and{24) can be expressedPasf) = (1— )Y andP,(f) = Nf(1— f)V~1, respectively, and
we can use[(25) to compute total throughput. When userswiadlanemoryless protocof, the average
waiting time starting from the next slod;(s; f) — o(s), is independent of, and thus we write the value
asd;(f). Manipulating [Z8) yields

5 N[Po(f)ao + Po(f)oa] + (N — 1) (f)or

The average waiting time until the next slot is given by
1 _ Py(f)ag + Pi(f)ot + Pa(f)o3
"= YR = SR oo + Prl(For + Pl Fo]

Hence, average delay under memoryless protgccdn be computed by
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