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Abstract—In cooperative networks, transmitting and receiving
nodes recruit neighboring nodes to assist in communication. We
model a cooperative transmission link in wireless networks as
a transmitter cluster and a receiver cluster. We then propose a
cooperative communication protocol for establishment of these
clusters and for cooperative transmission of data. We derive the
upper bound of the capacity of the protocol, and we analyze the
end-to-end robustness of the protocol to data-packet loss, along
with the tradeoff between energy consumption and error rate. The
analysis results are used to compare the energy savings and the
end-to-end robustness of our protocol with two non-cooperative
schemes, as well as to another cooperative protocol published
in the technical literature. The comparison results show that,
when nodes are positioned on a grid, there is a reduction in the
probability of packet delivery failure by two orders of magnitude
for the values of parameters considered. Up to 80% in energy
savings can be achieved for a grid topology, while for random node
placement our cooperative protocol can save up to 40% in energy
consumption relative to the other protocols. The reduction in
error rate and the energy savings translate into increased lifetime
of cooperative sensor networks.

Index Terms—Clustering, cooperative networks energy-efficient
protocols, cooperative transmission, sensor networks.

I. INTRODUCTION

I N WIRELESS sensor networks, nodes have limited energy
resources and, consequently, protocols designed for sensor

networks should be energy-efficient. One recent technology that
allows energy saving is cooperative transmission. In cooperative
transmission, multiple nodes simultaneously receive, decode,
and retransmit data packets. In this paper, as opposed to pre-
vious works, we use a cooperative communication model with
multiple nodes on both ends of a hop and with each data packet
being transmitted only once per hop.

In our model of cooperative transmission, every node on the
path from the source node to the destination node becomes
a cluster head, with the task of recruiting other nodes in its
neighborhood and coordinating their transmissions. Conse-
quently, the classical route from a source node to a sink node
is replaced with a multihop cooperative path, and the classical
point-to-point communication is replaced with many-to-many
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Fig. 1. (a) Our cooperative transmission protocol and (b) the CAN protocol.

Fig. 2. (a) Our cooperative reception model and (b) the CAN reception model.

cooperative communication. The path can then be described as
“having a width,” where the “width” of a path at a particular
hop is determined by the number of nodes on each end of a hop.
For the example in Fig. 1(a), the width of each intermediate hop
is 3. Of course, this “width” does not need to be uniform along
a path. Each hop on this path represents communication from
many geographically close nodes, called a sending cluster, to
another cluster of nodes, termed a receiving cluster. The nodes
in each cluster cooperate in transmission of packets, which
propagate along the path from one cluster to the next.

Our model of cooperative transmission for a single hop is
further depicted in Fig. 2(a). Every node in the receiving cluster
receives from every node in the sending cluster. Sending nodes
are synchronized, and the power level of the received signal at a
receiving node is the sum of all the signal powers coming from
all the sender nodes. This reduces the likelihood of a packet
being received in error. We assume that some mechanism for
error detection is incorporated into the packet format, so a node
that does not receive a packet correctly will not transmit on the
next hop in the path.

Our cooperative transmission protocol consists of two phases.
In the routing phase, the initial path between the source and
the sink nodes is discovered as an underlying “one-node-thick”
path. Then, the path undergoes a thickening process in the
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“recruiting-and-transmitting” phase. In this phase, the nodes
on the initial path become cluster heads, which recruit addi-
tional adjacent nodes from their neighborhood.

Due to the fact that the cluster heads recruit nodes from their
immediate neighborhood, the inter-clusters distances are sig-
nificantly larger than the distances between nodes in the same
cluster [not shown in Fig. 2(a)].

Recruiting is done dynamically and per packet as the packet
traverses the path. When a packet is received by a cluster head of
the receiving cluster, the cluster head initiates the recruiting by
the next node on the “one-node-thick” path. Once this recruiting
is completed and the receiving cluster is established, the packet
is transmitted from the sending cluster to the newly established
receiving cluster.

During the routing phase, where the “one-node-thick” path is
discovered, information about the energy required for transmis-
sion to neighboring nodes is computed. This information is then
used for cluster establishment in the “recruiting-and-transmit-
ting” phase by selecting nodes with lowest energy cost. Medium
access control is done in the “recruiting-and-transmitting” phase
through exchanges of short control packets between the nodes
on the “one-node-thick” path and their neighbor nodes.

A key advantage of cooperative transmission is the increase
of the received power at the receiving nodes. This decreases
the probability of bit error and of packet loss. Alternatively, the
sender nodes can use smaller transmission power for the same
probability of bit error, thus reducing the energy consumption.
One of the goals of this paper is to study the energy savings
achieved through cooperation. We also study the increase in the
reliability of packet delivery, given some level of cooperation
among the nodes. Finally, we also study the capacity of the co-
operative transmission protocol.

We compare our cooperative transmission protocol with
another cooperative protocol, called Cooperation Along
Non-cooperative path (CAN) [1], and with two other non-coop-
erative schemes: the “disjoint-paths” and “one-path” schemes.
The equivalent of the “one-node-thick” path is called in [1]
the “non-cooperative path” between the source and the sink
nodes and is found first. However, instead of recruiting addi-
tional nodes, in CAN, the last predecessor nodes along the
non-cooperative path cooperate to transmit to the next node on
the path, as depicted in Fig. 1(b). In this figure, and the
non-cooperative path is source–1–2–3–sink. The source node
transmits to node 1; then the source and node 1 transmit to
node 2; then the source, node 1, and node 2 transmit to node 3.
Finally, nodes 1, 2, and 3 transmit to the sink. Each hop in
this protocol consists of cooperative transmission of the last
nodes on the path in order to send the packet to the next node,
as is illustrated in Fig. 2(b).

In the disjoint-paths scheme, nodes form a number of dis-
joint paths from source to sink. The same information is routed
independently along the different paths with no coordination be-
tween the nodes on the different paths. In the one-path scheme,
the “one-node-thick” path is discovered first. Then, each node
on the path transmits with power equal to the sum of transmis-
sion powers of all the cooperating nodes in a cluster. The
analytical and simulation results of our cooperative transmis-
sion protocol are compared throughout the paper to the results of

the CAN protocol, the disjoint-paths scheme, and the one-path
scheme.

In summary, in this paper we introduce a new protocol to fa-
cilitate cooperative transmission that minimizes the energy con-
sumption and increases the transmission reliability in compar-
ison to the other three schemes. The operation of our protocol
is fully distributed in all its phases.

We derive analytical models to evaluate the performance of
our protocol in terms of the end-to-end robustness to data loss,
the energy consumption, and the capacity. We use the analytical
models to compare the performance of our protocol against the
other three schemes. Finally, we use simulations to extend our
analytical results and to evaluate the performance of our pro-
tocol in scenarios not covered by our analytical models.

The rest of the paper is organized as follows. Section II covers
the related work. Section III presents our proposed protocol
along with the assumptions used to obtain the analytical results.
Robustness to data loss is analyzed in Section IV. The analysis
of the energy savings is carried out in Section V. The capacity
bounds are derived in Section VI. The simulation results are pre-
sented in Section VII. Finally, Section VIII concludes our paper.

II. RELATED WORK

The problem of energy-efficient routing in wireless networks
that support cooperative transmission was formulated in [1].
In [1], two energy-efficient approximation algorithms are pre-
sented for finding a cooperative route in wireless networks. The
two algorithms for finding one cooperative route are designed
such that each hop consists of multiple sender nodes to one re-
ceiver node. One of the algorithms (CAN) is used throughout
this paper for performance comparison.

The works in [2]–[5] focus on MAC layer design for net-
works with cooperative transmission. In [2], when no acknowl-
edgement is received from the destination after timeout, the co-
operative nodes, which correctly received the data, retransmit
it. Only one cooperative node retransmits at any time, and the
other cooperative nodes flush their copy once they hear the re-
transmission. Hence, this work focuses on reducing the trans-
mission errors, without benefiting from the energy savings of si-
multaneous transmissions. In [3], high-rate nodes help low-rate
nodes by forwarding their transmissions. The work describes
how the helper nodes are discovered. Similarly to [2], only one
node can cooperate at a time, and simultaneous transmissions
are not used, hence the energy savings are not considered. Like-
wise, in [4] only one node cooperates in forwarding the data.
The IEEE 802.11 protocol was extended in [5] to support mul-
tiple antennas per node. The works in [6]–[10] use the model
with only one helper node at each hop in addition to the sender
and the receiver. The model in [11] utilizes multiple nodes to
forward the data, but only one node can transmit at any time.

Several good tutorial papers on cooperative transmission have
been published (e.g., [12] and [13]). As most of the current
works look at the cooperation from the transmitter side only, our
paper differs in that our communication model includes groups
of cooperating nodes at both sides of the transmission link with
the purpose of reduction in energy consumption.

Similar to multiple-input–multiple-output (MIMO) commu-
nications, the main gain of cooperative transmission comes from
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the fact that there is limited correlation between communica-
tions from different transmitters. The increase in the degree of
freedom of signal detection decreases the bit error rate [14].
Consequently, the gain of cooperation is similar in nature to
what is achieved by MIMO techniques. Of course, there are sub-
stantial differences in the environment and in the operation be-
tween cooperative transmission and MIMO.

In the MIMO systems, each node is equipped with multiple
antennas. Information is transmitted from the sender node by
multiple antennas and received by multiple antennas at the re-
ceiver node [15], [16]. The close proximity of the antennas at
the transmitting nodes and of the antennas at the receiving nodes
makes synchronization easier to implement [17]. The ability of
nodes to sense the carrier and to measure the interference level
can be used to decide on the number of antennas that are em-
ployed for transmission.

On the contrary, in cooperative transmission, the synchro-
nization of transmissions of the relatively dispersed cooperating
nodes necessitates a more elaborate protocol [17]. A protocol is
also required to identify the neighboring nodes as potential co-
operators and to make a selection of the cooperating nodes.

Moreover, due to the geographical dispersion of the coop-
erating nodes, the protocols in cooperative networks need to
be distributed in their operation. In [18], a MAC protocol for
MIMO systems is described, which is based on centralized
cluster architecture. This protocol uses clustering mechanisms
like LEACH [19]. Nodes in a cluster cooperate to forward the
data to only the next cluster head on the path to the sink. How-
ever, the centralized architecture leads to higher energy usage
for the cluster maintenance. In contrast, distributed mechanisms
are more efficient in the cluster maintenance operation and lack
the single-point-of failure vulnerability. Thus, they may be
better suited for sensor or mobile networks.

Finally, the significant cost increase in MIMO to implement
multiple antennas at each node would be most often consid-
ered impractical in many wireless networks and, in particular,
in sensor networks.

The work in [29] proposes and evaluates the perfor-
mance of a cross-layer framework that uses virtual mul-
tiple-input–single-output (MISO) links for MANET and shares
some similarity with our paper. However, there are some major
differences between the two works. On the physical layer, the
architecture of [29] is based on “virtual MISO,” which is also
referred to in [29] as “virtual antenna array.” As pointed out in
that paper, “nodes simultaneously transmit and/or jointly
receive appropriately encoded signals.” This model is totally
different from our model, where we use MISO system with
orthogonal transmissions. On the MAC layer, [29] relies on the
knowledge of the neighbors to select the cooperating nodes. To
achieve this, [29] assumes that the list of neighbors is obtained
by the HELLO messages of the routing protocol. In our paper,
we do not assume any knowledge of the neighboring nodes.
Rather, we design our own “recruiting” protocol. Furthermore,
in [29], the selection of the nodes to cooperate is done randomly,
without regard to how useful these nodes could be in improving
the cooperative communication. In contrast, in our protocol,
selection of cooperating nodes is done based on an elaborate
calculation of the costs of the connections. These costs are

Fig. 3. Example of the recruiting phase operation. (a) Request-to-recruit (RR)
packet. (b) Recruit (REC) packet. (c) Grant (GR) packet. (d) Clear (CL) packet.
(e) Confirm (CF) packet. (f) Transmission of the data packet.

evaluated not only between the source and the collaborating
node, but also between the collaborating nodes and the target
nodes in the receiving cluster. Finally, our protocol avoids
transmission collisions by reserving the recruiting nodes and
preventing them from transmitting during the collaboration.

III. OUR COOPERATIVE PROTOCOL

The routing phase of the protocol, which is responsible
for finding a “one-node-thick” route from the source node to
the sink node, could be implemented using one of the many
previously published routing protocols. For the purpose of
performance evaluation, we chose to implement this phase
using the Ad hoc On-demand Distance-Vector routing pro-
tocol (AODV) [20] with some modifications and with the links’
transmissions energy used as the links’ cost.

The main novelty of our paper—the “recruiting-and-trans-
mitting” phase—is done dynamically per hop, starting from
the source node and progressing, hop by hop, as the packet
moves along the path to the sink node. Once a data packet is
received at a receiving cluster of the previous hop along the
path, the receiving cluster now becomes the sending cluster,
and the new receiving cluster will start forming. The next node
on the “one-node-thick-path” becomes the cluster head of the
receiving cluster. The receiving cluster is formed by the cluster
head recruiting neighbor nodes through exchange of short
control packets. Then, the sending cluster head synchronizes
its nodes, at which time the nodes transmit the data packet to
the nodes of the receiving cluster.

A. Operation of the “Recruit-and-Transmit” Phase

The example in Fig. 3(a)–(f) demonstrates the operation of
the “recruiting-and-transmitting” phase. In the current hop,
node 2 is the sending cluster head and has a packet to be sent
to node 5. Node 2 sends a request-to-recruit (RR) packet to
node 5 [Fig. 3(a)], causing node 5 to start the formation of the
receiving cluster, with node 5 as the cluster head. From the
routing phase, node 5 knows that the next-hop node is node 8.
Node 5 broadcasts to its neighbors a recruit (REC) packet
[Fig. 3(b)]. The REC packet contains: the id of the previous
node (2), the id of the next node (8), and the maximum time
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to respond, denoted as . Each node that receives the REC
packet, which we call potential recruits (nodes 4 and 6 in our
example), computes the sum of the link costs of the following
two links: a link from the sending cluster head to itself (the
receiving link) and a link from itself to the next node, such as
the receiving cluster head or the sink node (the sending link).
In our example, node 4 computes the sums of the energy costs
of the links (2,4) and (4,8), i.e., , while node 6
computes the sum of the energy costs of the links (2,6) and
(6,8), i.e., . A potential recruit replies to the REC
packet with a grant (GR) packet that contains the computed
sum [Fig. 3(c)] after a random backoff time drawn uniformly
from (0, ). The GR packets inform the cluster head that the
nodes are available to cooperate in receiving on the current hop
and in sending on the next hop.

After waiting time and collecting a number of grants1, the
cluster head (node 5) selects cooperating nodes with the
smallest reported cost to form the receiving cluster of nodes.
(The value of is protocol-selectable.) If the cluster head node
received less than grants, it forms a smaller receiving
cluster with all the nodes that sent the grants. Node 5 then sends
a clear (CL) packet [Fig. 3(d)] that contains the ids of the se-
lected cooperating nodes (4 and 6 in our example). The CL
packet serves two purposes: 1) it informs the sending cluster
head (node 2) that the cluster has been formed; and 2) it informs
the potential recruits whether they have or have not been chosen
to cooperate.

Upon receiving the CL packet from node 5, node 2 sends a
confirm (CF) packet to the nodes in its sending cluster (nodes 1
and 3) to synchronize their transmission of the data packet
[Fig. 3(e)]. The CF packet contains the waiting-time-to-send
and the transmission power level . The transmission power
level is the total transmission power (a protocol-selectable
parameter) divided by the number of the nodes in the sending
cluster. In the case of our example, the value of is di-
vided by 3 (nodes 1–3 are cooperating in sending). After the
waiting-time-to-send expires, sending cluster nodes 1–3 send
the data packet to the receiving cluster nodes 4–6 [Fig. 3(f)].

B. Calculation of the Cost of Links

The cost of a link from node to node , is calculated

by node as: , where is the energy cost of
the link, is the residual battery energy of node , and is
the average residual battery energy of the neighbors of node .
Energy cost of a link is the transmission power required for re-
ception at a particular bit error rate. Nodes determine the en-
ergy costs of links by listening (or overhearing) transmissions
during the routing phase. (See Section III-D for how nodes can
calculate the energy costs.) The protocol-selectable parameter
controls the weight of each factor in the total cost. With this def-
inition of the cost, nodes with small residual battery capacity are
less likely to be recruited in this phase.

C. Details of the Control Packets

The format of an RR packet includes: the id of the sender node
(node 2 in our example), the id of the receiver node (node 5 in

1We assume here that the processing time of the REC and GR packets is neg-
ligible compared to � .

our example), the sink node id, and the NAV field that contains
the estimated transmission time of the data packet. The NAV
field serves to indicate when the channel will become avail-
able again for other transmissions. The REC packet contains the
sender node id, the receiver node id, the id of the next node on
the path (node 8 in our example), and the maximum time-to-re-
spond . The GR packet sent from node contains the id of the
originator of the REC packet and the sum of the link costs of the
receiving link and the sending link. A node can be involved in a
single recruiting process at any time; i.e., a node can have only
one outstanding GR packet. A node chosen to cooperate cannot
be involved in another recruiting process until the transmission
of the current data packet is fully completed, i.e., received and
sent to the next cluster by the cooperating node.

A CL packet contains the id of the cooperating nodes and an
updated value of NAV. Nodes that see their ids in the CL packet
form the receiving cluster for this hop and the sending cluster for
next hop. Other neighbor nodes that sent GR packets but do not
see their ids in the CL packet will not participate in the cluster.

To avoid interference, any node that receives an REC packet,
whether cooperating or not, has to wait for the transmission of
the data packet to be fully completed before it can get involved
in another recruiting process. Similarly, to avoid interference,
any node that overhears any of the control packets sent by any
other node will not get involved in any recruiting or any trans-
mission operation until the transmission of the data packet is
fully completed.

If a data packet was not received at the receiving cluster head
node, or was received in error, the packet is deemed lost, and the
whole “recruit-and-transmit” phase will restart again.

A timer is associated with every exchange of control
packets, so that if a critical control packet is lost, the “re-
cruit-and-transmit” phase will restart again.

D. Assumptions of the Cooperative Models

We calculate the probability of error of the cooperative pro-
tocol based on a formula derived in the Appendix. Our model of
cooperative communication assumes transmitters located in
the sending cluster and a single receiver located in the receiving
cluster. In this sense, the model is similar to the MISO case. Note
that each receiver in the receiving cluster creates an indepen-
dent orthogonal system, which could be implemented through
time-, frequency-, or code-orthogonality. In particular, we as-
sume the MISO case of transmitters over Rayleigh-faded
channels with known channel state information (CSI). The CSI
for a link from node to node is given in the form of a com-
plex coefficient , which accounts for signal fading. As con-
sidered in the Appendix, to minimize bit error rate, maximal
ratio combining (MRC) should be used, followed by maximum
likelihood (ML) [27] receiver. To minimize the bit error rate, the
transmitted signal should be multiplied by a complex value ,
such that . Under these
circumstances, and with known signal-to-noise ratio (SNR) at
the receiver of SNR, the probability of an error at the receiver is
given by

(1)
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Fig. 4. Grid topology. (a) Placement of nodes. (b) Formation of clusters.
(c) Intra- versus inter-cluster distances.

Because of the short intra-cluster distances relative to the inter-
cluster distances, we assume that the fading is statistically the
same over all the paths (i.e., ).

The complex coefficients account for amplitude attenu-
ation and phase distortion due to multipath fading [22]. In our
model, we assumed that the power attenuation due to distance
is governed by the law [22], where is the distance be-
tween node to node , and is the attenuation exponent. In
particular, let be the noise power at the receiver, and be
the transmitter transmission power measured at nominal dis-
tance equal to 1. When a packet is transmitted from node to
node , the SNR measured at the receiver is computed as

. In other words, to achieve a certain

value of SNR, the transmitter needs to transmit with the power
of (also see the model in [26]). The bit error
probability is then determined by (1). We also assume that for a
packet to be successfully received, all the bits in the packet must
be successfully received. Finally, we assume that due to short
transmission distances, the cooperating nodes can synchronize
their transmitted signals at the receiver at the bit level.

We first assume that nodes are positioned in a grid placement
as in Fig. 4(a). We present the grid network topology only as an
example, where we can evaluate the performance analytically
and compare those to the simulation. We assume that the hor-
izontal and vertical distances in the grid are and that every
cluster consists of nodes. Assuming that the leftmost oval
in Fig. 4(b) is the sending cluster, the choice of the receiving
cluster can be any of the other ovals in the figure. Thus, de-
pending on the choice of the receiving cluster, the minimal dis-
tance between a node in the sending cluster and a node in the re-
ceiving cluster (inter-cluster distance) is , or for the three
noted choices. To generalize, we assume that the inter-cluster
distance is as in Fig. 4(c).

For the CAN protocol, we assume that the distance between
each two successive nodes on the non-cooperative path is and
that the last predecessor nodes cooperate in transmitting. For
the disjoint-paths scheme, we assume that the distance between
any two adjacent nodes on the route is and that there is no
interference between transmissions on the different paths. For
the one-path scheme, we assume that the distance between any
two adjacent nodes on the route is .

IV. PROTOCOL ROBUSTNESS

We compute the failure probability that a packet does not
reach the sink due to reception error(s) along the path. We then

compare the failure probability of our cooperative transmission
protocol to the failure probability using the CAN protocol, the
disjoint-paths scheme, and the one-path scheme.

A. Cooperative Transmission Protocol

Let the nodes in the cluster be indexed from 0 to . We
denote the transmission pattern of nodes in a sending cluster by
a binary representation according to which node
transmits if and does not transmit if . A node does
not transmit when it receives a packet in error from the previous
hop. We denote the reception pattern of nodes in a receiving
cluster by a binary representation according to
which node correctly receives the packet if and re-
ceives the packet in error if . For example, for ,
the binary representation of 1010 of the sending cluster and the
binary representation of 0101 of the receiving cluster means that
nodes 1 and 3 in the sending cluster transmit the packet, while in
the receiving cluster nodes 0 and 2 correctly receive the packet
and nodes 1 and 3 incorrectly receive the packet.

Let be the probability that nodes with binary representa-
tion transmit a packet of length bits to
nodes with binary representation across a
single hop, and let be the SNR of the received signal at
node . Then

Let vector be the binary representation of integer . We
define: .

Let be the probability that a packet reaches the th hop
to nodes with binary representation , given that at least one
copy reaches hop , then

where
for
otherwise

Now, let be the probability of failure of a packet to reach
any node by the th hop

(2)

B. Disjoint-Paths

The probability of a bit error at a receiver is computed as
. Then, the probability that a packet of length

bits successfully reaches the sink over one path of hops is
. If we let be the probability of failure of
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a packet to reach any node by the th hop of the disjoint-paths
scheme, then

(3)

C. One-Path

The analysis in this case is similar to the disjoint-paths case,
but with one path only and each node transmitting with power
of , where is the transmission power of the
th node. Let be the probability of failure of a packet to

reach the th node of the one-path scheme, then

(4)

D. CAN

Let represent the event that a packet is not received at
the th hop along the non-cooperative path, while is the
complementary event. Let be the probability of failure of
a packet of length bits to reach the node at the th hop

(5)

where . The first term in (5), the probability that
a packet is not received at the th hop given that the last nodes
transmit with binary representation , can be
computed by

(6)

The second term in (5) is the probability that the packet is re-
ceived at the hops to with binary representation

and is defined recursively as

(7)

Next, the definition in (6) is generalized for use in (7) as

where and .

Fig. 5. Failure probability versus � , for � � �� � � �, and � � �.

Next we plot (2)–(5) for different values of the following
parameters: path loss exponent, , the number of hops in a
route, , the transmission power measured at nominal distance,

, the number of cooperative nodes, ; and . We assume
that mW, which corresponds to thermal noise
across a 10-k resistance in room temperature and a 1-MHz
bandwidth [23]. We also assume that . The failure prob-
ability of our cooperative protocol (“CwR”) is plotted in solid
lines, the CAN (“CAN”) failure probability is plotted in dotted
lines, the disjoint-paths (“noC”) failure probability is plotted
in dashed lines, and the one-path (“One”) failure probability is
plotted in dashed-dotted lines.

In Fig. 5, we plot the failure probability versus the transmis-
sion power , for and , and for ,
and . The failure probability of our cooperative transmis-
sion protocol is lower compared to the three other protocols for
both values of . Note that the difference in the failure proba-
bility for the two cases and is smaller for the two
cooperative transmission protocols compared to the two non-co-
operative schemes. The reason is that in the disjoint-paths and
the one-path schemes, when a packet is lost on a path, the whole
path becomes useless, and the number of copies of the packet
gets smaller as the number of hops increase. With cooperative
transmission, when a packet is received in error at one receiver
node, this decreases the receiving transmission power in the next
hop and hence the success probability in the next hop. However,
this does not necessarily decrease the number of propagating
copies of the packet in the following hops. Once the number of
copies increases in the current hop, the success probability in-
creases in the next hop. This suggests that the performance of
cooperative transmission is more scalable with the number of
hops.

In Fig. 6, we plot the failure probability versus transmission
power for different values of , where , , and

. The failure probability of our protocol is lower com-
pared to the other schemes. Note that as long as the transmission
power is large enough, the failure probability decreases with an
increase in the number of cooperating nodes or in the number
of disjoint-paths. This is so, as there is larger probability that at
least one copy of the packet reaches the destination.
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Fig. 6. Failure probability versus � �� � ��� � � �� � � ��.

Fig. 7. Failure probability versus � �� � ��� � �� � � ��.

Next, we plot in Fig. 7 the failure probability versus for
different transmission power levels, where and .
The failure probability increases as increases since, as in-
creases, the received power decreases and the probability failure
increases. The failure probability of our protocol is lower com-
pared to the other protocols—by a factor of up to 100 compared
to the disjoint-paths scheme, and by a factor of up to 10 000
compared to the CAN protocol and the one-path scheme. The
reason for the relatively poor performance of CAN is that the
received signal at the receiver node in the CAN protocol con-
sists mainly of the closest sending node’s transmitted signal, as
the other cooperating nodes are much further away. If a node
fails to receive a packet, this has a large effect on the probability
of success in the next hop when this node becomes the closest
node to the receiver node.

In Fig. 8, we plot the failure probability versus , for
, where we fix the total transmission power W.

The failure probability of our cooperative protocol decreases
as we increase the number of nodes until ; then, the
failure probability increases. Thus, there is an optimal value of

, which minimizes the failure probability. When increases,
there are more receiving nodes, and the probability of receiving
more copies of the packet increases. On the other hand, in-
creasing decreases the transmission power per node as the
total transmission power is fixed. This results in smaller received
power level at each receiver node and hence smaller probability

Fig. 8. Failure probability versus ���� � � W� � � �� � � ��.

of correctly receiving the packet. Similar behavior, but with dif-
ferent optimal values of , is observed for different values of

or the total transmission power. Due to space limitations, fur-
ther results are omitted.

V. ENERGY CONSUMPTION ANALYSIS

In this section, we analyze the one-hop energy consumption
of the transmissions of the control and data packets between two
cooperative clusters of nodes, each with cooperating nodes.
We compare the energy consumption of our cooperative pro-
tocol to the CAN protocol and the disjoint-paths scheme.

To make the comparison of energy consumption of any
two schemes meaningful, the failure probability, as defined in
Section IV, needs to be kept equal for the compared schemes.
To this end, we assume that the probability of bit error is a
function of the SNR of the received signal as derived in the
Appendix and as discussed in Section III-D. We label this
failure probability as .

For every value of the failure probability , we calculate the
needed transmission power of a single node from (2)–(5). We
assume that the power consumption for the cooperative protocol
is , as we need transmissions per hop, with each trans-
mission being of the type m-to-1. For the disjoint-paths and the
CAN protocols, we assume that the power consumption is ,
and we assume that the power consumption for the one-path pro-
tocol is .

Finally, we define the ratios , and as the ratio
of the transmission power needed for our protocol to the trans-
mission power of the disjoint-paths, the CAN protocol, and the
one-path protocol, respectively, to achieve the same probability
of success . When , there is energy saving of
our cooperative scheme.

In Fig. 9, we plot the ratios , and for
and for , when is set to 10 and to 3. We vary and

. In the CAN protocol, the distances between the cooperating
nodes and the receiver node are larger than the corresponding
distances in our protocol, hence this increases the energy con-
sumption. Consequently, there is an energy saving for our pro-
tocol compared to the CAN protocol for all the values of .

When is small, regardless of , there is energy saving for
our cooperative protocol over the disjoint-paths scheme. When

is larger than 3, a value of achieves energy savings.
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Fig. 9. Power cost ratio versus �� � � �.

Consequently, when the distance between the sending and the
receiving clusters is small, one should use a small number of
cooperative nodes, such as . When this distance is large,
one should use larger . Our cooperative protocol can save up to
60% in energy over the disjoint-paths scheme and up to 80% in
energy over the CAN protocol for large values of . The amount
of savings increases as the failure probability decreases and as

increases.

VI. UPPER BOUND ON CAPACITY

We analyze and compare the capacity upper bounds of a
single flow for the three protocols. To compute these bounds,
we assume low-load operation, during which a node is in idle
state when it receives a packet to transmit. First, we compute
the capacity upper bound of one hop on the path, and then we
extend the bound to the whole path.

To determine the capacity upper bound for one hop, we divide
the number of data bits in the data packet transmitted in one hop
by the minimum delay needed to complete this transmission.
We assume that each node can either transmit or receive at any
time, but not both. Packet transmission on a hop means that
no transmission can occur on the previous and the next hops.
Thus, the distribution of the number of attempts needed for the
data packet to reach the sink is geometric. We assume that the
transmission time of the ACK packet is very small compared to
the data packet, so we ignore it.

One cycle of the control packets and the data packet trans-
missions in our cooperative transmission protocol is shown in

Fig. 10. In this figure, is the maximum propagation delay be-
tween a pair of nodes, where one node is in the sending cluster
and the other node is in the receiving cluster. Here, RR, REC,
T, CL, CF, and Data stand for the RR packet transmission time,
the REC packet transmission time, the maximum waiting time T
to collect the GR packets, the CL packet transmission time, the
CF packet transmission time, and the data packet transmission
time, respectively.

Let be the channel data rate in bits per second, be the
length of data packets in bits, and be the length of control
packets in bits. The duration of one cycle of transmission over
one hop in our cooperative transmission protocol is

Assume that the maximum waiting time is equal to the sum
of GR packets’ transmission times of a number of GRs equal to
the average number of neighbor nodes in the network. The
one cycle duration is then

The capacity upper bound of one hop in our cooperative trans-
mission protocol is then defined as: .

Assume that the probability that a packet does not reach the
sink, , is calculated as in (2). This results in the average
number of attempts being equal to . The upper
bound of the capacity of one flow between the source and the
sink in our cooperative transmission protocol is then

(8)

Next, we compute the upper bound of the disjoint-paths
scheme capacity. The two control packets, RTS and CTS,
are followed by the data packet transmission. The total cycle
duration for one hop of the disjoint-paths scheme, , is

The capacity upper bound for one hop in the disjoint-paths
scheme is

Assume that the probability that a packet does not reach the
sink, , is calculated as in (3). This results in the average
number of attempts being equal to . The upper
bound of the capacity of one flow between the source and the
sink of the disjoint-paths scheme is

(9)

Similarly, the upper bound of the capacity of one flow be-
tween the source and the sink in the one-path scheme is

(10)
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Fig. 10. cycle of the “recruiting-and-transmission” phase.

Fig. 11. Capacity upper bounds ratios �� ��� , and �� (� � ��� � �

��� mW).

Next, we compute the CAN capacity upper bound. The two
control packets, RTS and CTS, are followed by a broadcast of a
control packet for coordination and then the data packet trans-
mission. The total cycle duration for one hop of the CAN pro-
tocol, , is

The capacity upper bound for one hop of the CAN protocol
is: .

Assume now that the probability that a packet does not reach
the sink, , is defined as in (5). This results in the number
of attempts being equal to . Packet transmission
on a hop means that no transmission can occur on the previous

hops and the next hop. The upper bound of the capacity of
one flow between the source and the sink of the CAN protocol
is

(11)

Next, we plot the ratios of the upper bounds
and

, where , and
are defined in (8)–(11), respectively, for

b/s, [mW],
[mW], , and , where we vary at

each value of . In Fig. 11, the results show that the capacity
upper bound of our cooperative transmission protocol stays
above the CAN protocol’s upper bound except for small and
for . Also, our protocol’s upper bound is larger than the
disjoint-paths’ and the one-path’s upper bounds when .

The low upper bound of the CAN protocol results from the
fact that the protocol allows only one node to receive in every
successive hops. The CAN protocol was designed to save energy
and not to optimize capacity or bandwidth [1]. The increase in
the capacity of the disjoint-paths and the one-path schemes over
the cooperative transmission at small values of is due to the

extra number of control packets needed in our protocol, which
leads to larger delay. As increases, the relative overhead of the
control packets in our cooperative transmission protocol is re-
duced, and hence the increase in the delivery rate. This leads to
a larger upper bound of our protocol’s capacity compared to the
upper bounds of the other protocols. Increasing the number of
cooperative nodes is beneficial for large values of . For small ,
the overhead of the control packets is dominant in the capacity
upper bound formula. Small number of cooperating nodes re-
duces this overhead. As increases, the term corresponding to
the data packet successful transmission rate dominates the ca-
pacity upper bound formula and larger increases the capacity
bound.

VII. SIMULATION RESULTS

We use simulation to evaluate the performance of our protocol
by comparing it to the CAN protocol. We also compare it to
the disjoint-paths and the one-path schemes, in which the IEEE
802.11 protocol [24] is used as the MAC-layer protocol. We use
the JiST [25] simulation package to compare the three protocols
in the multiple-hop scenario.

We run two sets of experiments. In the first set, nodes are
positioned on a grid to compare our simulation results to our
analytical results. In the second set of experiments, nodes are
randomly placed for a more realistic scenario. Unless otherwise
stated, we assume that the channel bandwidth is 1 Mb/s, the
length of the data packets is 1 kB, is 3, the maximum waiting
time is 1.5 ms, and the maximum retry time is 50 ms.
We use . Each of our simulation results represents an
average of 10 random runs, and each simulation run represents a
real time of 100 s. Here, we do not ignore interference between
different paths as we had done in the analytical results.

In the first set of experiments, we have 7 21 nodes placed in
a grid format of 7 rows and 21 columns. The distance between
a node and its closest neighbor in the grid is m. We
establish one route of 5 hops between a source node in the first
column and the middle row and a sink node in the same row.
The sink’s column varies depending on the parameter . In our
protocol, the initial path is set as the middle row, and clusters
are formed from nodes in the same column.

In the CAN protocol and the one-path scheme, the coopera-
tive path is set as the middle row. In the disjoint-paths scheme,
paths are formed from nodes in the same row, except that the
source and the sink nodes are in the middle row. Data packets
arrive at the source node following the Poisson distribution with
a rate that corresponds to the maximum load that the network
can carry.

The metrics that we use for evaluation in the grid placement
are: the capacity ratio, the failure probability ratio, and the
energy consumption ratio. The capacity measures the total
capacity of all the nodes in the network. The capacity ratios,

, and , are the ratios of the capacity of the
disjoint-paths scheme, the CAN protocol, and the one-path
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Fig. 12. Energy consumption ratio, � � �� � � �� mW.

scheme, respectively, to our cooperative protocol capacity. The
failure probability that a data packet does not reach the sink
is calculated as the ratio of the number of data packets that do
not reach the sink node to the number of data packets that are
transmitted by the source node. The failure probability ratios,

, and , are the ratios of the failure probability
of our cooperative transmission protocol to the failure proba-
bility of the disjoint-paths scheme, the CAN protocol, and the
one-path scheme, respectively. We assume that each packet
transmission (either control or data packet) between a pair of
nodes consumes the energy of , where

is the required signal-to-noise ratio to achieve a particular
probability of a received bit being error [see (1)], is the noise
power, is the interference power, is the distance between
the pair of nodes, is the number of bits in the packet, and
is the channel rate. The total energy consumption measures the
sum of the energy of all packet transmissions (control and data
packets). The energy consumption ratios, and , are
the ratios of the total energy consumption of our cooperative
transmission protocol to the total energy consumption of the
disjoint-paths scheme and the CAN protocol, respectively. The
results of the grid placement experiments are shown next. The
ratios , and are plotted in solid lines; the ratios

, and are plotted in dotted lines; and the ratios
and are plotted in dash-dotted lines.

As the energy consumption ratio in Fig. 12 is less than 1,
our cooperative transmission protocol has lower energy con-
sumption compared to the CAN protocol. When we have a large
number of cooperative nodes, , our cooperative trans-
mission protocol has larger energy consumption than the dis-
joint-paths scheme when is 1. The reason for that is the high
overhead of control packets when is large and is small. The
results that we get here match the analytical results in Fig. 9,
except that here there are also energy savings at , where

. The energy consumption increases as the interference
level increases. The analytical equations assume that the inter-
ference power is constant at all time. However, in the simula-
tions of our cooperative transmission protocol, all the transmis-
sions are synchronized and their powers are combined at the
receiving nodes, with no other interference present.

We plot the throughput ratios in Fig. 13. Our cooperative
transmission protocol has higher capacity compared to the CAN

Fig. 13. Throughput ratio, � � �� � � �� mW.

Fig. 14. Failure probability ratio, � � �.

protocol and the disjoint-paths scheme, as indicated by the ca-
pacity ratios being smaller than 1. The one-path scheme has
larger capacity when is 1. Our cooperative transmission pro-
tocol has two to five times larger capacity depending on the
value of , and our protocol benefits more when is large.

The reason for our protocol’s poor performance at small
values of compared to the non-cooperative schemes is the
large overhead of control packets when the number of cooper-
ative nodes is large. These extra control packet transmissions
affect the performance for small values of . However, for
large values of , the cooperation among a large number of
nodes improves the performance, and the transmission can be
successful over larger distances between the sending and the
receiving clusters. The results in Fig. 1 match the analytical
results in Fig. 11 for large values of , but not for small values
of . The reason for the discrepancy is that the analytical evalu-
ation assumes low-load operation, but the simulation results are
obtained for the maximum load that the network can carry. In
the simulation of the disjoint-paths scheme, contention among
packets prevents some parallel transmissions, thus increasing
the delay. However, the analytical evaluation assumes that all
transmissions in the same hop can be done at the same time.

In Fig. 14, we plot the failure probability ratios using three
different values of transmission power: 10, 30, and 100 mW.
Our cooperative transmission protocol has lower failure proba-
bility compared to the CAN protocol, the disjoint-paths, and the
one-path schemes (the ratios are less than 1 for all values of in
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Fig. 15. Effect of packet loss on throughput.

the figure). The success probability of our cooperative transmis-
sion protocol can be as much as 50 times better than the CAN
protocol and up to 20 times better than the disjoint-paths and the
one-path schemes. These results match the analytical results in
Section III.

In the second set of experiments, we have 50 nodes that are
randomly placed in a 400 400 m area, and the transmission
range per node is 150 m, unless otherwise stated. The number
of cooperative nodes is 3, unless otherwise stated. The source
and the sink nodes are picked randomly, and each node can be
a source or sink for more than one flow.

The parameters we vary are the data packet arrival rate, the
number of cooperative nodes, the transmission range, and the
probability of packet loss (control and data). The data packets
are generated according to Poisson distribution. A 0.2 proba-
bility of packet loss means that only 80% of the nodes within
transmission range of the sender node will receive the packet
(control and data) sent by the sender node. The metrics that we
use for evaluation are: the capacity, the average packet delay,
and the energy consumption. The capacity measures the total ca-
pacity of all the nodes in the network. Lost packets are ignored
in the calculation of the average packet delay, which measures
the delay from the reception of the data packet at the sender node
of the current hop until the reception of the data packet at the re-
ceiver node of the same hop. The energy consumption measures
the sum of the energy used for all control and data packet trans-
missions. Our protocol curves (CwR) are plotted in solid lines,
the CAN protocol curves (CAN) are plotted in dotted lines, the
disjoint-paths curves (NoC) are plotted in dashed lines, and the
one-path curves (One) are plotted in dashed-dotted lines.

Fig. 15 shows the capacity versus the data packet loss prob-
ability. Each point represents the maximum load that can be
pushed through the network. The capacity of our cooperative
protocol decreases as the probability of loss increases, but the
effect is small compared to the decreasing rate in the capacity
of CAN, the one-path, and the disjoint-paths schemes. This sug-
gests that our cooperative protocol is resilient to packet loss.

In the CAN protocol, the probability of the success of packet
reception relies heavily on the closest sender node within the
cooperating nodes. Failure to receive a packet results in a large
reduction in the success probability on the next hop. CAN does
better than disjoint paths in energy savings, but is worse in ca-
pacity, as transmission from the furthest node in the sending

Fig. 16. Effect of packet loss on delay.

Fig. 17. Effect of transmission power on throughput.

cluster to the receiver node blocks a large number of nodes in
the network from transmitting. Also, a data packet loss in the
disjoint-paths and the one-path schemes results in a retransmis-
sion attempt of the packet, which increases the delay of this
packet and the delay of the other packets in contention with this
packet. This is the reason for the large delay of the disjoint-paths
and the one-path schemes in Fig. 16, which depicts the effect of
the packet loss probability on the average packet delay. In the
CAN protocol, a node is committed to cooperate in succes-
sive hops. This node cannot transmit other packets that arrive
during this commitment. This is the reason for the large delay of
the CAN protocol. When the packet loss probability increases,
the average delay in our cooperative transmission protocol in-
creases, but at a slower rate than the CAN protocol, the one-path
scheme, and the disjoint-paths scheme. Note that the average
delay of the two non-cooperative schemes is smaller than the
delay of our protocol when there is no packet loss. This is due
to the delay in waiting for the grant packets and the extra control
packets in our cooperative protocol.

Next, in Figs. 17 and 18, we compare our cooperative trans-
mission protocol to the CAN protocol and the disjoint-paths
scheme at different power transmission levels. We vary the
power transmission level, so that it corresponds to transmission
ranges that vary between 50 and 250 m, and we fix the packet
loss probability at 0.2. Each point represents the maximum load
that can be pushed through the network. The effect of the trans-
mission range on the capacity is shown in Fig. 17. The results
show that our cooperative protocol has larger capacity, until the
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Fig. 18. Effect of transmission power on energy consumption.

increase in power transmission level transforms the network
from multihop to a 1- or 2-hop network. As the transmission
range increases, the average number of hops in a path from
source to sink decreases. When the number of hops decreases,
the difference in the failure probability between our protocol
and the disjoint-paths scheme decreases. This leads to a smaller
difference in the difference in the capacity between the two
schemes. When the network becomes a 1- or 2-hop network,
there is no difference in the capacity between the two schemes.

The capacity of the CAN protocol degrades with an increase
in the transmission range, as a transmission on one hop blocks
a large number of nodes from transmitting other packets, and
hence the network can only carry lower load. In the CAN
protocol, failure to receive a packet results in a large reduction
in the success probability on the next hop. The disjoint-paths
scheme has larger energy consumption, as demonstrated in
Fig. 18, which shows the effect of the transmission range on the
total energy consumption. Here, we sum the energy consump-
tion for all packets transmitted (control and data packets). Our
cooperative transmission protocol saves between 6% and 20%
of the energy consumption compared to the CAN protocol and
between 10% and 40% of the energy consumption compared to
the disjoint-paths scheme. As the transmission range increases,
the contention increases and the noise power increases. This
increases the energy consumption. The elevated contention
increases the retransmission of control and data packets, which,
in turn, increases the total energy consumption.

In Fig. 19, we plot the capacity of all protocols versus the load
in the network. At a small load, the delay needed to recruit the
cooperative nodes affects the capacity of our cooperative pro-
tocol. As the load increases, the interference increases, and the
number of concurrent transmissions on the different paths di-
minishes. The one-path scheme is not resilient to packet loss,
and the maximum carried load is affected by the packet loss rate.
The maximum load of the CAN protocol is limited by the fact
that transmission of a packet blocks several nodes from trans-
mission. Also, the CAN protocol is affected more by packet
loss. Consequently, due to the above limitations, the capacity
of the cooperative protocol is higher than that of the other three
schemes.

Next, in Fig. 20, we study the effect of the number of cooper-
ative nodes on the performance of our cooperative protocol. We
fix the packet loss probability at 0.2. We plot the capacity versus

Fig. 19. Throughput versus load.

Fig. 20. Effect of the number of cooperative nodes.

the number of cooperative nodes for three different transmis-
sion ranges: 50, 150, and 200 m. Each point in the figure repre-
sents the maximum load that can be pushed through the network.
There is a tradeoff between the delay of recruiting the cooper-
ative neighbors and the robustness to packet loss. At small ,
the delay is small, but the effect of packet loss is more signif-
icant on the performance of our cooperative transmission pro-
tocol. Losing one copy of the data packet out of two copies when

has a more pronounced effect on the probability of suc-
cess to reach the sink, as compared with losing one copy out of
five copies when . At large , the delay is larger. How-
ever, as there are many nodes that cooperate in one transmission
hop, the network is more resilient to transmission errors. Fur-
thermore, none of these nodes can be involved in other parallel
transmissions. The largest capacity is achieved at for a
transmission range m, at for a transmission range

m, and at for a transmission range m. At
these points in the figure, the balance of this tradeoff between
the delay and resilience to packet loss is reached and the ca-
pacity is maximized.

VIII. SUMMARY AND CONCLUDING REMARKS

In this paper, we evaluated the performance of cooperative
transmission, where nodes in a sending cluster are synchro-
nized to communicate a packet to nodes in a receiving cluster.
In our communication model, the power of the received signal
at each node of the receiving cluster is a sum of the powers of
the transmitted independent signals of the nodes in the sending
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cluster. The increased power of the received signal, vis-à-vis the
traditional single-node-to-single-node communication, leads to
overall saving in network energy and to end-to-end robustness
to data loss.

We proposed an energy-efficient cooperative protocol, and
we analyzed the robustness of the protocol to data packet loss.
When the nodes are placed on a grid and as compared to the
disjoint-paths scheme, we showed that our cooperative protocol
reduces the probability of failure to deliver a packet to destina-
tion by a factor of up to 100, depending on the values of consid-
ered parameters. Similarly, compared to the CAN protocol and
to the one-path scheme, this reduction amounts to a factor of
up to 10 000. Our study also analyzed the capacity upper bound
of our protocol, showing improvement over the corresponding
values of the other three protocols.

The total energy consumption was analytically computed, il-
lustrating substantial energy savings. For example, when nodes
are positioned on a grid, the energy savings of our cooperative
protocol over the CAN protocol is up to 80%.

The size of the clusters, , should be relatively small, when
the inter-cluster distance is small, with the optimal value of

increasing with . For scenarios that are not covered by our
theoretical analysis, we used simulation to evaluate and compare
the protocols. For random placement of nodes, the simulation
results show that our cooperative transmission protocol saves up
to 20% of energy compared to the CAN protocol and up to 40%
of energy compared with the disjoint-paths and the one-path
scheme.

Overall, the study demonstrates that the energy savings of our
protocol, relative to the other schemes, do not substantially de-
crease even when the data packet loss approaches 50%. Our
protocol also supports larger capacity and lower delay under
high-load conditions, as compared to the CAN protocol, the
one-path scheme, and the disjoint-paths scheme.

APPENDIX

COOPERATIVE COMMUNICATION MODEL

Our cooperative communication model assumes transmit-
ters located in the transmitting cluster and a single received lo-
cated in the receiving cluster. In this sense, the model is sim-
ilar to the MISO case. The following analysis has been inspired
by [21].

We start from representation of the transmitted symbols. We
label as the symbol transmitted by the th transmitter. For
quadrature phase-shift key (QPSK) modulation, a symbol con-
sists of two bits, and the four possible complex values of the
symbol could be represented as: .

We model the received signal as a superposition of the
transmitted signals: , where is the com-
plex fading between the th transmitter and the receiver, and
represents the uncorrelated AWGN with zero mean and variance
of per signal dimension. As in MIMO, we assume that the
fading is mutually independent; i.e., is independent
of .

We now define the SNR as: , where
and are as defined previously. For our case, if all the signals

were to be transmitted with the same power,
, then the SNR at the receiver from the transmitters

would be

where is the unfaded received SNR of a link with
a single transmitter; i.e.,

. (Note that for QPSK: and
.)

To allow the transmitted signals to be of different power,
we multiply the transmitted signals by complex numbers
for , where to preserve the
total transmission power. Then, the received signal would be

, and the corresponding SNR would be

Using the Cauchy–Schwartz inequality, the maximum
is achieved with .

This is the equivalent of maximum ratio combining in the
single-input–multiple-output (SIMO) case. With the above
condition, the maximized SNR is

Using the Maximum Likelihood receiver, the probability of
QPSK error2 is [27]

Although this expression provides an upper bound on the error
probability, this bound is tight for medium-to-high values of
SNR [27], which are values of interest in this paper.

Next, we label . We note
that the ’s are Rayleigh-distributed and mutually in-
dependent; i.e., is independent of . Con-
sequently, the joint probability density function is a
product of the individual probability density functions:

. We can now

2Note that ���� � ������ ���
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remove the condition from by aver-
aging over , which yields

Again, the upper bound is quite tight. Thus, we use as our co-
operative communication model the following error probability
function3: .
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