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Capacity of Large-scale

CSMA Wireless Networks
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Abstract—In the literature, asymptotic studies of multi-hop
wireless network capacity often consider only centralizedand
deterministic TDMA (time-division multi-access) coordination
schemes. There have been fewer studies of the asymptotic ca
pacity of large-scale wireless networks based on CSMA (caier-
sensing multi-access), which schedules transmissions in dis-
tributed and random manner. With the rapid and widespread
adoption of CSMA technology, a critical question is that whéher
CSMA networks can be as scalable as TDMA networks. To
answer this question and explore the capacity of CSMA netwdxs,
we first formulate the models of CSMA protocols to take into
account the unique CSMA characteristics not captured by est-
ing interference models in the literature. These CSMA modd
determine the feasible states, and consequently the capgciof
CSMA networks. We then study the throughput efficiency of
CSMA scheduling as compared to TDMA. Finally, we tune the
CSMA parameters so as to maximize the throughput to the
optimal order. As a result, we show that CSMA can achieve
throughput as Q(%), the same order as optimal centralized
TDMA, on uniform random networks. Our CSMA scheme makes
use of an efficient backbone-peripheral routing scheme and a
careful design of dual carrier-sensing and dual channel s@me.
We also address the implementation issues of our CSMA scheme

Index Terms—Wireless Network Capacity, Achievable

Throughput, Carrier-Sensing Multi-Access (CSMA)

I. INTRODUCTION

An important characteristic that distinguishes wirelest n
works from wired networks is the presence gifatial inter-

is achievable only if the maximum throughput of each local
node is a constant independentrof

Since then, a number of solutions have been proposed to
achieve the upper bounds in various settings. Particularly
[8] showed that by an efficient backbone-peripheral routing
scheme (analogously called “highway system”) and a two-
stage TDMA scheme(2(—=) is achievable on a uniform
random network with high probability.

So far, the studies of achievable wireless capacity in
the literature consider only centralized controls and iafpr
scheduling schemes with TDMA. On the practical front,
carrier-sensing multi-access (CSMA) networks (e.g., Wi-F
which make use of distributed and randomized medium-access
protocols, are receiving wide adoption across enterpasels
homes. It is not clear whether the results related to cdytral
scheduled networks are directly applicable to CSMA network

To bridge the gap between practice and research, it will
be interesting to find out to what extent the capacity of
CSMA networks can be scaled. In particular, can the simple
distributed scheduling of CSMA scales network capacity as
well as central scheduling can?

The answer, according to our study, is “yes”. However, the
way to go about achieving CSMA scalability is non-trivial
and several mechanisms must be in place before scalability
can be attained. For example, the use of dual carrier-sgnsin
ranges in two channels will be needed; and one must be able
to assign different back-off countdown times to differeatlas

ference wherein the transmission between a pair of nodes ctha distributed manner.

upset other transmissions in its neighborhood. Spatiatfet-
ence imposes a limit on the capacity of wireless networks.

To establish our results, besides building on the past work
of others, we find it necessary to clarify and add rigor to the

The seminal paper [14] by Gupta and Kumar revealgievious frameworks. Itis well known that spatial inteeiece
that the capacity of wireless networks constrained by apatimposes a constraint on the links that can be active simedtan

interference is upper bounded l@(%) for n number of

ously. Given an interference model, in general there can be a

mutually communicating nodes on a uniform random networRUmber of subsets of links that can be active simultaneously
regardless of the chosen scheduling and routing schemfeach such subset of links is calledemsible stateFor a central

Many similar upper bounds are derived for more sophistetat
settings (e.g., with optimal source and network coding sws
[24]). In [6], Dai and Lee derived the upper boum{%)
for multi-hop random access networks using a simple queui

scheduler, all feasible states are available for the desigts
scheduld. For CSMA networks, its distributed nature does not
allow us to dictate which particular feasible state will ln¢ivae
agwhat time. The problem becomes even more challenging

analytical argument. They also showed that this upper boubgcause if not designed properly, CSMA may allow a subset
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of links that is not interference-safe to transmit simutiansly,
leading to the so-calletlidden-node problem

We define the feasible states allowed by the CSMA protocol
in a rigorous manner. We argue that the hidden-node problem
in CSMA networks is caused by a mismatch between the
feasible states allowed by CSMA and the feasible states of
an underlying interference model. We show how to resolve
this mismatch to create hidden-node free CSMA networks.
Most importantly, we show that hidden-node free CSMA

1A schedule is a sequence of feasible states that are actiliffeaént times.
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networks can achieve the same scaling of throughput as ®8MA networks; and 2) whether CSMA can achieve the same
central scheduler provided the aforementioned dual carrighroughput performance as centralized TDMA.

sensing and dual channel scheme is in place. Our capacityThere is a considerably large body of literature about singl
optimal CSMA scheme not only demonstrates the theoretitcedp CSMA networks [[15],[[19]. Here we study the more
achievable throughput of CSMA networks, but also outlinesgeneral multi-hop CSMA networks, the results of which are

practical way to achieve it. quite limited in the literature[[12],/120]. We also note that
[B] has studied the capacity of multi-hop Aloha networks.
[I. BACKGROUND AND OVERVIEW However, Aloha protocol is different from CSMA protocol

The basic idea of CSMA is that before a transmitter attemp$ it has no carrier-sensing operations. Also, the defimiio
its transmission, it needs to infer the channel condition kBapacity in [3] appears to be different from the conventiona
sensing the channel. If it infers that its transmission wifBupta-Kumar's onel]8],[13]/{14]/T17][T18][T24].
upset (or be upset by) any receiver’s on-going transmission
(including its own receiver), then it defers its transnssi ao_ Outline of Our Results
In addition, to prevent two transmitters from beginningithe . )
transmissions at the same time (given that they both seese thT0 explore the capacity of CSMA networks, we first for-

channel to be safe for transmission), each transmitterrt-mdnmlare the models of CSMA protocols to take into account

goes a random backoff count-down period before transmn"s.siieh"JlractensmS -ii). These models determine the upper a

The count-down will be frozen when channel is sensed to ower bound on the capacity of CSMA networks, and are

: : B - linctions of various CSMA parameters. We then study the
not interference-safe (i.e., transmission is collisisone), and . . ;
) : . throughput efficiency of CSMA relative to TDMA, following
will be resumed when the channel is sensed to be mterfefent@e

safe again. A transmission will be considered successf € same procedure as [0]19] aid][16]. Finally we tune the

when the transmitter can receive an ACK packet by theSI\/_IA_parameters S0 that the capacity of a CSMA .”.etWOT" 'S
. . : ~ . maximized to the optimal order. Our approach is divided into
corresponding receiver, upon the completion of transioissi

Compared to the centralized TDMA scheme, the CSMK)T) pa':r(t)?;n lation of Carrier-sensing Decision Model
protocol has two distinguishing characteristics: atl ! ng ISl

. : . . _ Sec.[I): Our models for CSMA protocol consist of two
) CSMAis an ACK-based protacol, in which the recelVeréomponents that capture two major functionalities of CSMA.

are required to reply an ACK packet for each success-
ful transmission. Thusbi-directional communications
need to be explicitly considered when formulating the

o The decision modelthat formally formulates the con-
straints on simultaneously active links imposed by CSMA

constraints on simultaneous transmission imposed by carrier sensing operations, such as distance-basedrcarrie

CSMA. The centralized TDMA schemes in prior work sensing. We explicitly distinguish the decision model
[8], [0, [14], [L7], [21], [24], however, did not consider of CSMA protocols from the interference model. For
bi-éjireé:tionél cor,nmur;icati(,)ns and A:CK packets instance, the fact that two simultaneously active links are

i) CSMA is a distributed random access protocol. Each gllowed_ by fCSMA. ﬁoes ;:Ot r?ece_rst?ar!ly rr?ean ltlhl?t they
transmitter chooses a random time instance to initiate °© not interfere with each other. This s the well-known

its transmission, and it can only rely on its limited _T_':den r('dee problem. herib how CSMA
local knowledge to infer whether its transmission is ° e random access schentaat captures how

compatible with other simultaneous transmission under access the wireless air time and space. The key challenge

various interference settirﬁ]s Unlike the centralized Is 1o unders.tand the throughput efficienc_y of distributed
TDMA schemes, such a distributed control requires only and randomized channel access mechanism of CSMA, as

limited a-priori coordination among transmitters and compar(_ad to central!zed T_DMA scheme.
receivers. We establish the relationship between our CSMA models

Despite the popularity of CSMA protocols, capacity anadysland th_e interference model_s from the literature in §et. Ill.
applicable to large-scale CSMA wireless networks receive2) Hidden-node-free Design of CSMA Netwo(Eec[TV):
relatively little attention in the literature. A likely rean 1hereé are various interference models in the literature (in
could be that CSMA protocols are generally regarded §4'ding the so-called “protocol model’). They are intended
synonymous to the so-called “protocol model” in many TDMmAC capture um-d|rectlor_1al transmissions where AC_:K pasket
based papers. The “protocol model” is, in fact, a simplifie@® NOt required. In this paper, we extend these interferenc
pairwise interference model that serves to model intenfeze mo_dels to the setting of l_)l-dlrecnonal transmissions, arnd
among simultaneous links, which neither explicitly coesal Which CSMA protocols typically operate. _
nor precisely models the aforementioned characterigtigs i |t 1S Well-known that the distributed transmission schéuyl
of CSMAR. As such, it is not clear 1) whether the capadl CSMA may not be able to prevent spatial interference,

ity results based on these interference models can apply®® Known as thenidden node [problenfl5]. Utilizing our
proposed carrier-sensing decision models, we formallyndefi
2Note that the interference is not necessarily symmetric +amstission the hidden node problem as due to a carrier-sensing decision
could upset another simultaneous transmission but notdheecse. model violating the feasibility of a bi-directional interence
3Gupta and Kumar's seminal papé&r [14] appears to be the firsbito the del. Furth deri ffici diti f .
phrase “protocol model”, but without specifying any distried protocol that MOdel. Furthermore, we derive sufficient conditions forrpai

can implement the protocol model, other than centralizégses by TDMA.  wise carrier-sensing decision model (based on carriesisgn



Uni-directional feasible family Bi-directional feasible family Carrier-sensing feasible family
Pairwise Aggregate Pairwise Aggregate Pairwise
interference interference interference interference carrier-sensing
Random | Upper boundzo(%) [14] Upper boundo(ﬁ) (this paper) | Upper boundzo(ﬁ) (this paper)
network Achievable asﬂ(ﬁ) Achievable asﬂ(ﬁ) Achievable asﬂ(ﬁ)
capacity by TDMA [8] by TDMA (this paper) by dual carrier sensing (this paper)
TABLE |

CAPACITY OF UNIFORM RANDOM NETWORKS OVER VARIOUS FEASIBLE FMILIES.

- . . TABLE II
_range) to ellmm_ate the hidden node problem under various KEY NOTATIONS
interference settings (Theorém 1). Our results includeptior
one in [15] as a special case. ]’\\‘7023“0” gef'n'ft'on ——
F H H _ _ s et of source-sink pairs.

By ehmmatmg the hidden-node problem, we can apply ele A Data rate of source-sink pair € N,
gant mathematical tools to analyze the capacity and thiqoutgh X Set of relaying links induced by the paths
performance of multi-hop CSMA networks. between all source-sink pairs iN¢.

. . . t; Coordinates of the transmitter of linke X.

3) Stationary Statg Analysis of Random AccéSsc.[V): " Coordinates of the receiver of inke X.
To study the behavior of the random access scheme, we g Feasible statea subset of links that
consider an idealized version of IEEE 802.11 DCF based on a _ can simultaneously transmit.
continuous-time Markov chain model in order to capture the —Z.%.#.% | Feasible family a set of feasible states.

. . . . Pix Fixed transmission power of all nodes.

essential features of C_ZSMA_. This continuous Markov chain Fixed noise power.
model has been used in various analyse$ [16], [19], [22]. a Power decaying factor in radio transmission.

Based on the hidden-node-free design of CSMA networks, ?(")L”'S“Jggsss'fﬂ??gg{')’t}fgfsere”Ce'NO'Se ratio
the long-term throughput of CSMA with random access is A Guard-zone coefficient, used in noise-absence
characterized by the stationary distribution of the cantins- pairwise SIR interference model.
time Markov chain model. Following the same procedure as " Interference range, used in fixed range
. . N interference models.
in [16], [19], [22], we present the stationary distributjand Fix Communication range, used in fixed range
hence, the long-term throughput of hidden-node-free CSMA interference models. o
networks under various carrier-sensing decision models in e gasr,\r/'lirjggz'l’;ﬂ ﬁ’]‘zggisused I pairmse
Sec.[J. We also show that CSMA random access schemes Carrier sensing power threshold, used in
can be tuned to perform as well as TDMA schemes. aggregate CSMA decision models.

4) Design of Dual Carrier-SensingdSecs.[MEVIl): On
hidden-node-free CSMA networks, we show that the current

CSMA setting with a single homogeneous carrier-sensing , , o ,
operation fails to achieve the optimal capacﬁtyin) on a A central problem of multi-hop wireless communications is

uniform random network. It can at most achieve ‘a capacity 8ffined as follows. Given a ?m of source-sink paii$ and
Of 11 ) with high probability (shown by Theorefd 2). & set of data raté \;, k € N*¢}, we ask whether successful
vnlogn . .

We then show that the design of dual carrier-sensing opt‘-’:\fj- d sinks iy i th ired
ations can achieve the capacity of the same order as opthﬁ%‘l‘rces and sinks iV** to sustain the required rafe\;, k €

centralized TDMA. Our design is drawn from an eﬁicien{VSd}’ possibly using other nodes as relays, subject o a certain
backbone-peripheral routing scheme fin [8], based on whiltierference model of simultaneous wireless transmission

we show that using two different carrier-sensing ranges areSpecifically, we consider the following two degrees of
sufficient to achieve optimal capacity 6 =) on a uniform freedom in establishing the wireless communications:
random network with high probability (shown by Theorgn 3).

In this paper, we not only provide insights for the opti- 1) Routing schemehat selects the appropriate relaying
mal asymptotic capacity of wireless networks by our dual  Nnodes to connect the sources and sinks.
carrier-sensing scheme, but also address practical issies 2) Scheduling scheméhat assigns (deterministically or
implementing our scheme. First, we address the scalability ~randomly) the opportunities of transmissions at relaying
issue during the dynamic switching between the dual carrier ~ nodes.
sensing operations. We propose to use two frequency ctannel ) L
to distinguish the two carrier-sensing operations. Secad l_:urthe_rmore_, th_ese wireless cor_nmur_1|<_:at|ons should bé-esta
address the issue of half-duplexity across two frequeneych lished in a_d|s'Fr|buted manner with minimal global knowledg
nels, which enables low-cost implementation of our schem@nd coordination among the nodes.

We summarize our results and related work in Table |I. Hence, we first present several common interference models
of feasible simultaneous wireless transmissions. Then we
extend these interference models to the setting of bi-timeal
communications. Next, we formulate carrier-sensing decis
First, note that some key notations are listed in Tallle Il. models that capture distributed control of transmissions.

IIl. FORMULATION AND MODELS



A. Interference Models

An interference models defined by its interference-safe
feasible family. Some common interference-safe feagjbili
families in the literature are defined as follows. To simplif
the definitions, we implicitly assume+# ;.

a.0) Pairwise fixed-range feasible fanmily
S € UP"[ X, rea, rix], if and only if for all i, j € S,

Fig. 1.
will not interfere with each other, but in Fig. (b) there idarference when
transmitting ACK packet.

o

@

In Fig. (a) the normal DATA packet transmissions frommsmitters

[t; — 7| > e and |t; —ri] < r (1)
a.1) Pairwise (noise-absent) SIR feasible family b.0) Bi-directional pairwise fixed-range feasible family
S e #2'[X,Al, if and only if for all i, j € S, S € B[ Xt 1], if and only if for alli,j € S,
Itj —ril = (1+ A)[t; — 74 2 dist(i,5) > ra and [t; — ri| < re (5)
a.2) Pairwisp%v SINR feasible family o b.1) Bi-directional pairwise SIR feasible family
S € U5, [X, 8], if and only if for all i, j € S, S e " [X,A], if and only if for all i, j € S,
Pulti — ri| = ist(i. 7
> 3 dist(z,7) > (1 + A)|t; — ry (6)
N0+Ptx|tj—n-|—a—ﬂ ®) - ( _) ( )| | | |
a.3) Aggregate SINR feasible family b.2) ‘E;"d';ﬁ'or}?l pa|r¥V|sedSIl\|IR_Iiasm:le.fgmll‘)é
S € %2 [X, 8], if and only if for all i € S, € #a[X, 8] if and only if for alli,j € S,
Poclts = il Podts =il ™® 5 ™)
> 4 N e
No+ > Polt;—mi| @~ s (4) Ng + Ptx(dlst(l,]))
JeS\{i} o :
b.3) Bi-directional aggregate SINR feasible fanﬁ.y
Also, we supposé,q > ry, A > 0, a > 2, 8 > 0, and S € B [X 5} if and only if for all i € S
uniform powerPy, at all nodes. Foa.2)-a.3), Py t; — 7|~ > s '
BNp for all i € X. Otherwisej; cannot successfully transmit Puclt; — ri| > 8 )
packets tor; even without interference. No+ Y Pu(dist(i j))*a -
The notion of feasible family applies to both pairwise and jes\{i} ’

aggregate interference models. Pairwise moddlpa.2) can Compared with the uni-direction interference-safe con-

be cap_tured by. th.e use of conflict graph, whereas the nOtIgtrr]aints, the bi-directional counterparts consider therfar-
of feasible family is more generally applicable 4®)-a.3).

In [14], pairwise SIR interference model1) is called ence from both the DATA and ACK transmissions.

“protocol model”, whereas aggregate SINR interferenceehod
a.3) is called “physical model”. The naming in this pape€. Carrier-Sensing Decision Models
emphasizes the interference of transmissions, and avoitls ¢ The interference-safe constraints0)-a.3) and b.0)-b.3)

fusion with CSMA protocol modeffs capture the global spatial interference in the network. In
CSMA, a transmitter has only local knowledge of its inter-
B. Bi-directional Interference Models ference condition, but not the interference conditionstsit i
The interference-safe constraints.0)-a.3) are uni- targeted receiver or at the transmitting and receiving sade
directional, based on the assumption that the receiver tis waher active links. The decision of a transmitter whether to
required to reply an ACK packet to the transmitter upofiansmit is only determined by its carrier-sensing opersti
a successful transmission. For ACK-based transmissiofigher than by the global knowledge of spatial interference
interference can occur between two transmitters, between t We definecarrier-sensing decision modelg which a fea-
receivers, and between a transmitter and a receiver. Sefdl Figible family is a set of links that may transmit simultandpus
for an example of pairwise SIR interference model. Withowtnder a carrier sensing operation. But this feasible family
the reception of ACK packets, the transmitter will consided” may not be interference-safe under the uni-/bi-directio
the transmission unsuccessful and retransmit the DATA gtacknterference models. We present two feasible families @ ca
later on. Hence, we need to ensure that the transmissiongug carrier-sensing operations, defined as follows.
DATA packets and ACK packets of all simultaneous links da.1) Pairwise carrier-sensing feasible family
not interfere with each other. S € €™ [X,re], if and only if for all i, j € S,
Let dlSt(Z,j) £ min(|tj — ’I’i|7 |’I’j — ti|, |Tj — ’I’i|7 |tj — t1|)
We consider the bi-directional versions of interferenates
constraints as follows.

|tj - t1| Z les

9)

5 . _—_ .

4We remark that[T1] also presents a “generalized protocol atiogith A more precise deflnlt.lon should replace. the denomlnatorﬂlgﬂ t
arbitrary interference footprint around the transmitténat models more LHS of Ean. [8) by No#min {37, ¢ s (53 Pec(min{|t;-til, Irj-ti[})
general pairwise interference settings, and a “genethlileysical model” Zjes\{i}Ptx(min{\tj-m, |r;-r;|}) ~“ }. Here we choose the simpler and
that specifically applies to the Gaussian channel. more conservative form in Eqri](8), as it is sufficient for oesults.



In pairwise carrier-sensing decision model), transmission the literature, lacking are formal definitions that commneh
decision is based on the distance from other simultaneaigely consider various interference and carrier-sensiegj-
transmitters.c.1) is often used together with the pairwisesion models. Here, we provide formal definitions to hidden-
interference model for analysis in the literature. In faat, node and exposed-node problems based on the models in
analysis and in actual implementatianl) is also compatible SedlIll. We then also provide sufficient conditions to etiate
with the aggregate interference model. For instarice, [&@1] the hidden-node problem.
cently introduced a novel and practical approach to implgme Because CSMA is an ACK-based protocol, we consider
pairwise carrier-sensing decision model) with respect to a bi-directional interference-safe feasible fami|X| from
aggregate interference model, using Incremental-PoweigCa one ofb.0)-b.3). Given a carrier-sensing feasible farTﬁfy[X]
Sensing (IPCS). from one ofc.1)-c.2), we define

The basic idea ofincremental-Power Carrier-Sensing « Hidden-node problemif #[X]| 2 ¢[X]
(IPCS)is that a transmitter can estimate the distance to an in- « Exposed-node problenf ¢ [X]| 2 #[X]
dividual simultaneously active transmitterby measuring the  Namely, hidden-node problem refers to situations where
change of interference level. Suppose that initiallyeasures the carrier-sensing decision violates the bi-directional
the aggregate interference level &bty + 3¢ 5\ (1) Pwltj —  interference-safe constraints, whereas exposed-nodgepto
t;/~*). Then whenk transmits, the measured change of where the carrier-sensing decision is overly consermaii
interference level at becomesAP; = Pyt — t;|~*, which attempting to conform to the bi-directional interferersade
reveals the distance fa This mechanism proceeds as followsconstraints. Our definitions naturally generalize the oimes
Hence, each transmittérrequires to maintain a countent; [15], which considers only pairwise interference and emsri

(initially set as 0). Wheri detects any changAP;, sensing decision models. For example, we illustrate aarmest
o if AP; > Por=2, thencnt; < cnt; + 1 of hidden-node problem for pairwise carrier-sensing deuis
— cs ! : . . . .
o if AP; < —P,r=®, thencnt; « cnt; — 1 model and pairwise SIR interference model in E. 2.
— cs ! .
Transmitteri is allowed to transmit only itnt; = 0. Suppose LT T TN LeT T TN~
that there is no transmitters that will simultaneously tstar e AN e AN
transmit at the same tiflelPCS can realize pairwise carrier- ,” N /. N
sensing decision modell). J Y J Y
On the other hand, the current IEEE 802.11 ne_ztworks use :<_rcs_,t;“;r u:&,'% r_%@tﬁ%, ‘T,Acglq
a power-threshold based carrier sensing mechanism, sath tr A g A\ iy
a transmitter decides its transmissions based on the ajgreg '\ )/ '\ )/
interference level measured before the transmission: \\ e \\ e
~ - s ~ - <
c.2) Aggregate carrier-sensing feasible family Te=-T Te=-T
S € ¢*8[X,ts, if and only if there is a sequence @ ®
(i1, .., 71s)), such that for eachy, € S Fig. 2. In Fig. (a) the carrier-sensing decision model azlyepermits the
simultaneous links for DATA packet transmission, but failshe case of ACK
No + Z Peclti — i, |7 < tes (10) packet transmission in Fig. (b). Henc&?" [X] 2 ¢PV[X]
. k —_

J€{it,sip—1}

As studied in [[15], [[2R], hidden-node problem causes un-
That is, when each transmittéy sees the aggregate interferfairness in CSMA networks. In this paper, we only consider
ence level from other simultaneously active transmittbet t CSMA networks that are designed to be hidden-node free.
have started transmission before is below the power thi@shBesides the benefit of better fairness, more importantly, th
tes, 7 decides that it is allowed to transmit. overall performance of a hidden-node free CSMA network is
Although aggregate carrier-sensing decision madg) is tractable analytically. For example, the crucial Edn.] (21)
easier to implement than pairwise carrier-sensing detisi€©SMA stationary states to be presented in $ec. V is valid
model c.1) (which relies on IPCS), pairwise carrier-sensingnly for a CSMA network that is hidden-node free.
does not depend on the order of decision sequence of tran One of our contributions is to establish the sufficient
mitters, which is more amenable to analysis. conditions to eliminate hidden-node problem in various
interference models. We note that it is more complicated
to design aggregate carrier-sensing decision mad®l to
IV. HIDDEN-NODE-FREEDESIGN prevent hidden nodes. Hence, in the following we only

Using only local interference conditions, the local demisi consider pairwise carrier-sensing decision madg).

of transmissions in CSMA cannot completely prevent harmful f 1 h
spatial interference (i.e., the hidden-node problem), ay m Lemma 1:1f A < f= —1, then
sometimes over-react to benign spatial interference, (he. AP (X, Al D %P (X, B 2 %38 [X, 8] (11)

. 3 ) sir sinr sinr
exposed-node problem). While they are well recognized in
Lemma 2:Let ry, = max;ex|t; — ri|. If
6This will be true, when we use continuous exponentially canctount- P. _ -
Ikel = ( L ( ﬂtx rtxa - NO)) =+ Fex (12)

down as in the next section. Puck(c)

Q=




Lemma[3 Lemmd3

wherek(a) £ Y72, 4[m(2k + 2)]k~, then wurrC B P
gZ/s?Er [X7 ﬁ] 2 gZ/fEW [X7 Mxcl s I’tx} (13) %Ul
Note that k(«) converges rapidly to finite constant 52, %P::egam%mrmgam%m
whena > 2. See Fig[B.(a) for a plot of the numerical values Eéi
of k(a). We remark that that[T10] considers the simpler £V
aggregate noise-absent SIR model. Because of the absence ag Lergnam ag el o
of noise, using a tighter packing lattice [10] yields a tight gjrr = Tsine = Fsine
constantk(«). V]
Lemma[3 Lemma[ Lemma[ Lemma[3
Lemma 3:If r' > r,q + 2ry, then wuy 2> By D ™ 2D By DU
&Z/ffw [X7 Ixcls rt><} ) %EW [Xa Ixcls rt><] 2 %fw [X, r;clv rt><] Fig. 4. The tree diagram represents the subset-relatipngbi the interfer-

(14) ence and pairwise carrier-sensing decision model.

Lemma 4:1f A’ > A 4 2, then
U5 X A] 2 BH[X A 2 %Y [X A (15) Theorem 1:Supposer,, = max;ex|t; — r;|. For any bi-
Lemma 5:1f 8/ > (2 + ﬁg)a, then directional interference-safe feasible fam@[X} from b.0)-
B b.3) and pairwise carrier-sensing feasible fam§™ [ X, rc],

Ul [ X, 8] 2 Ao [ X, B8] 2 % [ X, B'] (16) there exists a suitable setting of such that

sinr sinr[
Lemma 6:1f 5 > (2+ %), then (Hidden-node-free Design Z[X] 2 €[ X,r.s]  (19)
UL [X,B] 2 ABE (X, B8] 2 UE[X,P] (17)

sinr sinr

We summarize the sufficient conditions for hidden-node-
Lemma 7:If ry = max|t; — ;| andres > ryq + 2ryy, free CSMA network design in Tablelll.
ieX . . i
We remark that although the virtual carrier sensing
G [ X rxel] 2 BE[X, vt 1| 2 C™[X,re]  (18) (RTSICTS) in IEEE 802.11 is designed to solve the hidden
Note that Lemm&l4 can be proven by applying Lenfiina 5 aﬁ]&)de _pr_oblem, using RTS/CTS in multi-hop networkg does
. _ a1 ) Ak not eliminate the hidden-node problem|[23], unless theiearr
letting No =0, A = & — 1 andA’ = '« — 1. Hence,(2 + : . "
Agnsing range is large enough and a number of other corslition
are met[[15]. The conditions for hidden-node free operation
under the RTS/CTS mode are much more complicated than
under the basic mode, even under the pairwise interference
model (see[[155] for details). To keep our focus in this paper,
we will not consider the RTS/CTS mode. The extension to
incorporate RTS/CTS is certainly an interesting subject fo
future studies, particularly for the hidden-node free agien
under the aggregate interference model.

ﬂi)o‘ is a universal constant for both pairwise and aggreg
interference models with/without noise. See HiY. 3.(b) dor
plot of the numerical values df + 3=)~.

V. STATIONARY THROUGHPUTANALYSIS

(@ (b) While Sec.[IIEIM address the distributed and ACK-based
nature of CSMA, this section addresses the characteristics
random access in CSMA, and study its achievable capacity as
compared to TDMA schemes.

Fig. 3. Fig. (a): Numerical values &f«), which converges rapidly to finite
. . 1
constant52 whena > 2. Fig. (b): Numerical values of2 + g« ).

A. Hidden-node-free Sufficient Conditions A. Deterministic Scheduling

Lemmas[Il-l7 establish a tree diagram Hi§. 4 of subset-Consider a given routing scheme and pairwise carrier-
relationships for the interference and carrier-sensingstten  sensing decision model1) (implemented by IPCS and set to
models, under the respective sufficient conditions. be hidden-node-free by Theor&in 1). For brevity, in the follo

The tree diagram Figl14 provides us a way to desigAg we let@[X] £ €P"[X, 1. If we assume slotted time,
hidden-node-free CSMA networks. Given any bi-directiong] deterministic'scheduling scheme is defined as a sequence
interference-safe feasible familg[X| from b.0)-b.3), and (s,)m, where eachS; ¢ %[X], such that the transmitters
pairwise carrier-sensing feasible famil§ [ X, r.;|, we start in eachs, are allowed to transmit only at every timeslat
at%[X] in the tree diagram, and follow the respective chaingoq m). A TDMA scheme is simply a deterministic schedul-
of lemmas to set the respective sufficient conditions unff\g scheme. Such a TDMA scheme is only a hypothetical
reachings™ [ X, r.s|. Then, we can obtain a hidden-node-fregcheme that can serve as a “reference” scheme for the study
design. Hence, it proves the following theorem. of the random access based CSMA network.



Bi-directional feasible family
pairwise fixed range pairwise SIR pairwise SINR aggregate SINR
B [X ety o] Ao XA Plin: [ X ] B [ X B
Pairwise roc = maxft; — i rix = max[i; — il
carrer-sensing| e = fpglti — il | e = it =il res 2 (ph (—Bo—ry® res > (b (=2 —ra”
?apsv\l/ € tfamily Fes 2 Fxal + 2rix Fes > (3 + A)rtx [15] 1 (2+8=) 7(2fﬁa )
PV [ X, res] —No)> “ 4+ 2rx (See Lemm&14) —No)> “ 4 Bri

TABLE Il
SUFFICIENT CONDITIONS FOR HIDDENNODE-FREECSMA NETWORK DESIGN RESULTS ARE DERIVED IN THIS PAPER UNLESS CITED OTHERWISE

Suppose the bandwidth is normalized to a unit constawf. idealized multi-backoff-rate CSMA random access.
Then for each link € X, the throughput rate under scheduling

scheme(S,), is: Lemma 8:(¢[X]|,v) is a reversible Markov process, with
Lo stationary distribution for eaclf € ¢ [X] as:
det m A - .
¢ I:(St)t:].} ~m ; ]].(Z S St) (20) PV(S) exp (Zies 10g Vi) (21)

: , . . B Ssrewix] P (X es 10gv))
Recall \;, is the data rate of source-sink pairc N*¢. With

the routing scheme, one can determine the feasible region ffoLemm?]t; IS WeII-lfrnhowln n tthe Ilt?rr]aturer.]W(te .preient;:t?re
(Ak)renst by solving a multi-commodity flow problem. or completeness. € long-term throughput 1S chara@eriz

by the stationary distribution of¢’[X],v). Therefore, for
each linki € X, the throughput rate under idealized multi-

B. Multi-Backoff-Rate Random Access backoff-rate CSMA random access is:
More generally, we consider a random access scheme (e.g., crand [(w[Xx],v)] A Z P, (S) (22)
IEEE 802.11 DCF), such thatS;)2, follows a random SeE[X]iies

sequence. We consider an idealized version CSMA random o .
access scheme as a continuous-time Markov process as iﬁ\/e can relate the throughput of a deterministic scheduling

[7], [6], [19], [22], which is sufficient to provide insightfor scheme with the long-term throughput of |dea_l|zed multi-
the practical CSMA random access scheme. We assume %(Ekoff-rate CSMA random access by the following result.
the count-down time and transmission time follow exporanti
distributioffl. The average count-down time can be distinct for =~ i : X
different links. Thus, we call thisnulti-backoff-rate random ‘gtet)tzl’ let tlhe fraction of time spent i € ¢[X] be
accessWe formalize the random access scheme byaMarkgv (S) = &2l US - S). If P*X(S) > 0 for all
chain with its states beirfg X]. There is a possible transition® € %[X]' then thgre e_X'S_tS .count-down rates such that
between stateS, S’ € €[ X |, if S = {i}US’ for somei € X. for each linki € X, it satisfies:

« Transition ‘S — {i} U S” represents that the transmitter (S, ] < P [(E[X], )] (23)

of link 7 will start to transmit, after some random count-

Lemma 9:Given a deterministic scheduling scheme

down time Lemmal® is a slightly modified version of Proposition 2
. Ijn [16], which applies to the periodic TDMA schemes as

» Transition (i} U S — S” represents that the transmitte considered in this paper. In the Appendix, we give a simplifie

of link 7 will finish transmission, after some random S Paper. PP » We g L

T alternate proof, inspired by the set of Markov approximatio
transmission time.

. _ arguments elaborated ihl[5]. A distributed algorithm is-pre
Suppose the current state of simultaneous transmissiQs e in[[15] to adapt the appropriate count-down rate

is S, and transmitteri is counting down to transmission.satisfy Lemmd.D.

Transmitteri will freeze count-down if it detects that the Tpeq implication of LemmEl9 is that idealized multi-backoff-
channel is busy (i.es5 — {j} U S for some; # i, and 416 CSMA random access can be adapted to perform at least
{i,j}uS ¢ €[X]). It will resume count-down when the 55 el as a class of TDMA schemes under the same set
state of simultaneous transmissions becor§éssuch that ¢ feasible states. Lemmi@ 9 will be useful to explore the
{ifus e ¢[X]. achievable capacity of multi-backoff-rate CSMA networks,

Let the rate of transitio — {i} US bev;, and normalize gjven the achievable capacity of the corresponding TDMA
the rate of transition(i} US — S as 1. Letv = (v)iex- scheme on the samé[X].

Then (€[ X],v) denotes the continuous-time Markov process

: ) o ) . V1. CAPACITY OF RANDOM NETWORK
7 The main results of this paper is built upon the stationamgbabilitya

distribution in Eqn. [[211).[[19] showed that for general hzftland transmis-  In this section, we apply the results from Secl[TlI-V to the

sion times that are not exponentially distributed, EQn) (iains valid if the Capacity analysis on a uniform random network. The reason fo
process is stationary. In particular, Edn.](21) has beeifieeito be valid for

many different backoff time distributions, including theat of Wi-Fi. Thus, selectlng a uniform ra.ndom netwqu 1S t.O prOVIde the SIﬁ:lplGS
strictly speaking, the exponential assumption is not neede average-case analysis, without involving other comptidat



random network topologies. We consider a Poisson poiBt Backbone-Peripheral Routing

proces§ of unit density on a square plar@, /n] x [0, v/n]. For the completeness of presentation, we briefly revisit the
Evgry node on the plane is a source or a sink that is selecigfient routing scheme i8] (we caliackbone-peripheral
uniform-randomly among all the nodes on the plane. We n&ting). partition the nodes into two classésickbone nodes

define some notations: and peripheral nodes The backbone nodes themselves are
« N3¢ denotes theandomset of source-sink pairs inducedconnected using only short-range links, whereas everplperi
by the Poisson point process. eral node can reach a backbone node in one-hop transmission.

« R denotes a routing scheme that assigns éaehN:? The basic idea is to use short-range backbone-backbore link
a path, such that each hop is within the maximuwhenever possible. Since short-range links generate rainim
transmitter-receiver distanc(@tx/(ﬂNo)) o, spatial interference, this increases the number of simetias

« X denotes theandomset of links induced by routing active links, and hence the throughput.
schemeR over N3¢, To implement backbone-peripheral routing, we first

« Z[X]] denotes a feasible family from0)-c.2) over the partition the square plan@, /n] x [0, /n] into square cells
random set of links /. with sidelengths,,. Consider the cells as vertices, a path can

« Z(ZF[X]]) denotes the set of all possible deterministibe formed by connecting adjacent non-empty cells.
scheduling scheme§(S; € .Z [XR])m, }.

o AM(Z[XF]) denotes the minimum data rate among all Lemma 10:(See [8]) There exist constants, ¢z, c3 inde-
the source-sink pairs iV, achieved by the optimal pendent ofn, such that when we sat, = ¢, then in every

deterministic scheduling scheme: horizontal slab of(\/n/c; x calogn/cy) cells, there exist at
leastcs log n disjoint paths between the vertical opposite sides
NEARAE max ( min /\k) (24)  of the plane (w.h.p.).
(S €S (FIXTR]) N keN

We now define the capacity over random networks. SinceWe build a backbone (called “highway system” in [8]) for
AM(Z[X]]) is arandom variable, we say that the capacity oveouting on a uniform random network as follows. Select a
N4 has an order a®(f(n)) with high probability (w.h.p.), representative node in each non-empty cell. By Lenima 10,
if there exists finite constant$ > ¢ > 0 such that there is a connected sub-network that spans the plane (.h.p

hmn%oo]P){A(y [Xﬁ) — ¢ f(n)is feasibl@ 1 formed by connecting the represent_ative nodes in the adjace

lim infn%oo]P){A(y[X»,?}) — ¢ f(n)is feasibl@< 1 cells. The_se connected represgntatwe nodes arbatidbone

nodes while the rest are theeripheral nodesNote that the
This is the conventional definition of random wireless netwo distance between two adjacent backbone nodes is at most
capacity [[8], [14], [18], [24]. V/5¢1, while the distance between a peripheral node to a
nearby backbone node is at mestogn (w.h.p.).

Backbone-peripheral routing scheme operates as follows.
The source first uses a one-hop transmission to a backbone

We first show that carrier sensing basedcal)-c.2) cannot node, if it is a peripheral node. We control the packet loadnfr
achieve the optimal capacify( ). the peripheral nodes such that each backbone node is adcesse

Theorem 2:Consider a carrier-sensing feasible familyy at most by some constant number of peripheral nodes. Next,
¢ [XR] from c.1)-c.2), for any routing schem@® that con- the receiving backbone node relays the packet followingimul

A. Upper Bound for Single Carrier Sensing

nects all the source-sink pairs i3, hop Manhattan-routing along the adjacent backbone nodes to
the respective backbone node that can transmit the paakets t
NGESE 0(17) (w.h.p.) (25) the sink in a single last hop. See Fig. 5 for an illustration of
viiogn backbone-peripheral routing.
Proof: By Lemmas[BJ7, there exists a suitablg,,
such that ¢[X*] can be configured as a subset of é v °
pw R . ]
UL [ X, vy, 1) It has been shown i [14] that T = 7; Backbone node  ®
1 2 (@) @)
W R _
/\(6245 [‘Xn RECE rtx]) - O(W) (Whp) (26) 8o 9(\ B 3&‘ Peripheral node e}
o|P
for any routing schemev that connects all the source-sink E A . — Backbone-backbone link =3
pairs in V4. Hence, it completes the proof. ] ol @ OO 0®
Nqnethelte_ss,[[S],EB4] show that for any interference-safe o o : Backbone-peripheral ink —>
feasible family froma.1)-a.3), there exists a TDMA scheme to - -
achieve throughput &8(—=) (w.h.p.). We are thus motivated o lo o ¢,
to adopt such a TDMA-based approach to CSMA networks.
V'n/s, cells

80ne can consider an alternative point process wharedes are placed on
the plane by uniform distribution. But this point processn@rges to Poisson Fig. 5. Backbone nodes are a subset of connected nodes biyrahge
point process asymptotically. links, whereas peripheral nodes relay all the packets t&ldmae nodes.



We define a scheduling scheme under backbone-periphagatem that is half-duplex across the two frequency channel
2 . . . oyn N
routing consisting of two stage$SF)<* )¢ " and (SB)¢2,, thatis simpler to implement, but whose conditions for hitde
for some constants,, cs. node free operation are more subtle.

1) (Backbone-peripheral Transmissigndf i € SF, then
elth_er tiorm is a penphgral node. Us_mg a spatial . Full-duplexity across Two Frequency Channels
assignment scheme, we divide the plane into larger cells,
each of which having an area 6f(log” n) (because the ~Thus far, we have assumed that the communication on
backbone-peripheral distance @logn)). It is shown a channel is half-duplex in that when a node transmits, it
in [8] that we can always pick a non-interfering link incannot receive. This is typically the case if one strives for
each cell to transmit in every timesl@at mod ¢4 log”n) simple transceiver designs. We will continue to assume that
in the first stage, for some constant The throughput a node cannot transmit and receive on the same channel
rate for each backbone-peripheral link can be shown simultaneously. However, we assunfell-duplexity across
be @(log%n) > @(\/Lﬁ). different frequency channels in that simultaneous trassioin

2) (Backbone-backbone Transmissipng i € SB, then and reception on different channels are allowed. Spedifical
both¢; andr; are backbone nodes. Since the backbon#hen a node transmits on frequency 1, it could receive on
backbone distance i§)(1), we use a similar spatial frequency 2; and when a node transmits on frequency 2, it
assignment scheme but considering a cell with an aré@uld receive on frequency 1.
cs, for some constants;. Since each backbone node
is accessed by at most by some constant number O]Carrier-sening Mechanismiith such Set-Up, the peripheral
peripheral nodes, there are at m@3t,/n) peripheral nodes will transmit and receive on one of the frequency
nodes that relays packets to each backbone node. THiannels, referred to as tperipheral channelThe backbone
the throughput rate at each backbone-backbone lipRdes will transmit and receive among themselves on the
divided by the number of peripheral nodes that reldjackbone subnet using the other frequ_ency channel, _rejferre
packets to it is@(\/iﬁ). to as thebackbone channeWhen transmitting to or receiving

Overall, backbone-backbone links are the bottleneck, ndpM the peripheral nodes, however, the backbones nodes

backbone-peripheral links. Henck, = Q(-L) is achievable will use the peripheral channel. Thus, a backbone node can
w.h.p. on a uniform random network Based on backbonregnceptually be thought of as consisting of two virtual reode

peripheral routing and the above two-stage schedulingsehe & virtual peripheral npdg for commgnicating with periptiera

Note that since the maximum backbone-peripheral distarf%%de_s associated with it; and a virtual backbone_node _for
may scale a®(logn), it is necessary to decrease thresholff'aying packets over the backbqne network. This design
3 or increase powePy, asn increases for these links in thedecouples the operaﬂo_n of the peripheral access submat fro
SINR models. If we opt to keep a fixdt, and decreasg , the that of the backbone highway.

- i L B
data rate will decrease asincreases. However, the data rate Formally, we partition.X mtoﬁé)wo disjoint classes:X
does not decrease as fast as the target per-flow throughffliPackbone-backbone links, add™ for backbone-peripheral

which is O(-L). Thus, the bottleneck will remain to be a inks. Assumer, < 1P The feasible family that captures the
backbone-backbone links. above carrier-sensing mechanism is defined as:

d.1) Full-duplex pairwise dual carrier-sensing feasible fam-

VII. DUAL CARRIER-SENSING lly: S € e [(XB,r8), (XP,rE)], if and only if for all
To adopt the TDMA scheme of backbone-peripheral routing ~ **/ €5,
in Sec[VI-B for CSMA networks, in this section we employ |tj — til = re (27)

dual carrier-sensingvhere multiple carrier-sensing ranges are . .

allowed. Namely, smaller carrier-sensing ranges can bd use such thati, j € X* andc € {B, P}.

among the short-range links. This effectively enables moféat is, a peripheral node will carrier-sense the perighera

simultaneous links and improves the throughput. channel only. A backbone node will carrier-sense the
However, it is not straightforward to implement dual carrie peripheral channel if it wishes to transmit to a peripheral

sensing in conventional CSMA protocols (e.g., IEEE 802.11ode, and will carrier-sense the backbone channel if it @gsh

because the transmitters may not be aware if the other acfiodransmit to a backbone node.

links are short-range or long-range. To address the above

implementation issue of dual carrier-sensing, we are ratgty ~ Throughput: We now show that carrier-sensing model

to adopt a system with two frequency channels, in which thiel) can achieve throughput &3( =) on two independent

communications on the backbone-backbone links are carrfegelquency channels.

out on one frequency channel, while the communications on

the peripheral links are carried out on the other channel. Theorem 3:Consider full-duplex pairwise dual carrier-
In the following, we provide a detailed study on the implesensing modetl.1) on a uniform random network based on

mentation of dual carrier-sensing on two frequency channebackbone-peripheral routing. Let® and A" be the ran-

First, Sec[VII-A considers a system that is full-duplexaas dom set of induced backbone-backbone links and backbone-

the two frequency channels. Then, SEc. VII-B considersperipheral links, respectively. Using multi-backoffeaandom
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access scheme, there exists a suitable settiiegfof".), such frequency filter may be able to isolate the signals somewnhat,
that the transmit power may be very large compared with the re-
ol B B b P 1 ceive power (i.e., extreme near-far problem), such th&tga
MG (X5, re), (X7, rd)]) = Q(%) (w.h.p.)  (28) or crosstalk from the power at the transmit band may not
) be negligible compared with the receive power. Referenke [2
Proof: Recall that(&‘f)fi‘l"g " and (SB){> , are the two contains a discussion on the need for the assumption of half-
stage TDMA schemes in backbone-peripheral routing. Notiiplexity when the transmit and receive frequency channels
that each ofS” and SB is a feasible state in some uni-are the same, but the underlying rationale and principles ar
directional pairwise fixed-range feasible familie$), where the same when the cross-frequency leakage is not negligible
the transmitter-receiver distance(glogn) andO(1) respec-  Constraint {{) is mainly due to the fact that in ACK-based
tively. By Lemma[3, we can obtain bi-directional feasibl€SMA schemes (e.g., IEEE 802.11), there is an ACK packet
versions of(sf)fill‘)g% and(SB)¢s,, denoted a$8’f)fi‘1°g2" in the reverse direction after the transmission of a DATA
and (S’tB)fil, which can be applied to backbone-periphergacket. If the nodes transmit on two frequency channels
routing scheme without altering the order results on capaciand the DATA packets are of different lengths, one of the
Since the two frequency channels are independent, BATA frames may finish first and the station may end up
Theorem[l, we can obtain suitable settingsr®f and rf,, transmitting DATA and receiving ACK packets at the same
such thats™ [ X, r8] and¢™ [ XP, "] are hidden node free time, thus violating constraint)(

7' cs 7' cs

in their respective channels with respect to any interfegen
modelb.0)-b.2), and Carrier-sening MechanismWe now describe the carrier-

b sening mechanism under constrainis gnd (i) as follows.
St ce™ (X rg] forallt=1..cslog’n  (29) The mechanism is illustrated in Figl 6. The basic idea is that
we allow a shorter carrier-sensing range to be used among
backbone-backbone links, whereas a longer carrier-sgnsin
range to be used in both channels when there is an active

Next, we employ LemmE&]9 to establish a lower bound d¥ackbone-peripheral link in the neighborhood.
the throughput of random access on eack®f [ X®,rE] and

’ ' cs

7' cs

Sy Ce™[xP ] forallt=1..cs (30)

%P [XP, "], by the throughput of a corresponding determin- 7 :__: S ;7 - N
istic scheduling scheme as follows: oy \\ Y\ | deo o 1
Pycslog?n d 1 ! rfe \
« ForeachS € {S'{ }{2® ", we setP®(S) = O(—=5) = 1 ‘o oL
/Byes det ® ol * 7 ! ==
o For eachS € {S'{}{2,, we setP(S) = O(1) RSP (b)
Therefore, this satisfies the sufficient condition in .o __.-7 SRk 2N
Lemma[® thatP(S) > 0. It is easy to see that @ RO NN
(gfﬁ)lvi, [(XB, chs)v (XP, rcPs)} is jUSt a prOdUCt Of(gPW [XBa chs] ! ! \\ \\
- et - i | ede er—>0 |
and " [XB, rE]. Since such a deterministic scheduling bBakctI:bon:a_ = ‘ ‘ : :
scheme can achieve throughput 8§—=) on a uniform ackbonen oo g
random network w.h.p., it completes the proof by Lenirha 9. Backbone- S Sl L
m peripheral link — = Rl

. Fig. 6. There are two carrier sensing ranges as in Fig. (&fidn(b) short-
B. Half-duplexity across Two Frequency Channels range backbone-backbone links will use a shorter careesisg range among
We now consider a system thaﬁialf-duplexacross the two themselves, while in Fig. (c) longer carrier-sensing rangleused when there

. : is any active backbone-peripheral link.
frequency channels to ease implementation further. A node

can still receive on differept channels simulta_neouslyr (fo First, we consider the case of a backbone-peripheral link,
the purpose of carrier-sensing both channels simultaeougnere its carrier-sensing range . In this case, either a

rather than receiving data targeted for it). However, W& iinheral node desires to transmit to a backbone node, or a

place a restriction on simultaneous transmission and tTep o one node desires to transmit to a peripheral node. The

on the same channel or different channels, as eIaborate“’j"beltransmission cannot be allowed if there is any simultaneous
) i ) _ transmitters within the carrier-sensing rangg in either
Half-duplexity ConstraintsiWe introduce the following con- peripheral channel or backbone channel. Sirfce> &, this

straints to formulate half—duplexny: _ implies precluding transmission in backbone channel under
(i) a node cannot transmit on channeland receive on carrier-sensing rangé..

_ channelj at the same time, whether= j or i 7# j. The reason for this requirement is because of the following
(i) a node can only transmit on at most one frequengpynsideration. Suppose that a peripheral node wants tertrian
channel at any time. to its access backbone node. It is possible that the backbone

Constraint i) is mainly to simplify implementation. When node is in the midst of a communication with another back-
a node transmits, its own transmitted signal power may ovdérene node. To make sure that the peripheral node does not
whelm the received signal. Although in principle, the useofinitiate a transmission to the backbone node in that sinati
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the peripheral node also has to perform carrier-sensing the half duplexity constraint is.1) will not affect the setting

the backbone channel. In practice, further implementatiaf hidden-node-free design ih?2).

optimization is possible (skipped here due to limited space Similar to Theorenil3, by Theoreld 4 we can immediately
Next, we consider the case of a backbone-backbone lirghoow thatd.2) can also achieve throughput Qiﬁ)

where its carrier-sensing rangerf. In this case, a backbone

node wants to transmit to another backbone node. The transTheorem 5:Consider half-duplex pairwise dual carrier-

mission is not allowed if 1) there is any simultaneous transensing modet.2) on a uniform random network based on

mitters within the carrier-sensing rangg in the backbone backbone-peripheral routing. Using multi-backoff-raadom

channel, or 2) there is any simultaneous transmitters withiccess, there exists a suitable settingrff, i), such that

the carrier-sensing rangé, in the peripheral channel. The 1

former condition is obvious. The latter condition is duehet A% [(X®. 1), (XF.riy)]) = Q(ﬁ) (w.h.p.) (32)

fact that the target receiver backbone node may be in thetmids

of a communication with a peripheral node. Again, further \ye remark that our CSMA capacity scaling-law results also
optlmlzat|on_ is poss!ble with th.e latter case. Here_, we §MPpoid for dense networks (where all nodes are packed in a
set the carrier-sensing range in the later torfie since the fiyeq ared0, 1] x [0, 1]), because the construction of backbone-

order result_s we Wa_mt to establish are not compromised. peripheral routing also applies to dense networks [8].
The feasible family that captures the above carrier-sgnsin

mechanism is defined as: VIIl. CONCLUSION

d.2) Half-duplex pairwise dual carrier-sensing feasible fam-
ily: S € g [(XB,rB), (XP,rE)], if and only if for all
i,j €8,

This paper contains a number of new results and ideas
that lend insights and solutions to maximize the achiev-
able capacity in CSMA wireless networks. We formulate

a comprehensive set of CSMA models, considering various
wherei € X, j € X< andc,c € {B, P}. distributed decision controls and common interferenceénggst

That is, there is a dynamic switching process of carriefom the literature. We establish the relationship between

sensing ranges, depending on the presence of the classeg%’f/'A mode_ls with the existipg interference models from the
active links. literature. This can characterize both the upper and aahlev

bounds on the capacity of CSMA networks to @eﬁ).

Throughput:Since we are considering half-duplexity across e show that, based on an efficient backbone-peripheral
two frequency channels, the proof of throughput is differef0Uting scheme and a careful design of dual carrier-sersidg
than Theorenf]3. To show that carrier-sensing mati2) in dual channel scheme, hidden-node-free CSMA networks can

the presence of half-duplexity can achieve the throughput @hieve throughput a3(7), as optimal as TDMA schemes
Q(L) we first need to determine®. and r®. We have C€an on a uniform random network. Along the journey, we also

to formally show carrier-sensing decision mode2) can be Show that normal, single, and homogeneous carrier sensing

implemented practically, by considering dual channelriete operation is insufficient to achleve the capacity as optiazl

ence models that explicitly incorporate the constraintaf-h 1PMA schemes can on a uniform random network.

duplexity across two frequency channels. Thus, we define the

aggregate interference model in such case as follows:

e.1) Half-duplex bi-directional dual channel aggregate SINR The authors would like to thank Bin Tang, Libin Jiang, Yang
feasible family S € % [(X®, 3), (X", 3)], if and Yang and Kit Wong for helpful comments and suggestions.
only if

It; — ti| > max{rS,, 1}, (31)

cs?
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IX. APPENDIX

Lemma 11:For~ > 1, it is straightforward that
A

No +~vB No + B

Lemma 12:Let r, = max;ex|t; —r;|. If there exista, >
rx such thatlt; — r;| > rg for all 4,5 € S, then

Z [t —7ri| ™% < k(o) (rd = rex) ™
JE€S\ {4}

wherek(a) £ Y77 4[m(2k + 2) k.
Proof: The proof is adopted from [18] (Lemma 3).
For alli,j € S, we have

<pB = <~B (33)

(34)

|ti - t_]| > Ixel — Mix (35)

For any non-negative integér, let
Tk(ri) = {] € X\{z} | k(rxcl_rtX) < |tj_ri| < (k+1)(rxc|_rtX)

(36)

By Eq. (35), we obtafh
|Th(ri)| < 4[m(2k +2)] (37)

9Note that [I8] (Lemma 3) contains a slight mistake [&3,(r;)|
2[m(2k + 2)].
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Hence, it follows that

>ty =™ < Mk
jesS\{i}
< Z

: (rxcl - rtx))ia

T2k +2)] (k- (hat — 1))

(38)

]

Corollary 13: By Lemmal12, if there existgs such that
[t; —t;| > re forall i,j €8, then

Zjes\{i} Ity =t~ k(ar)(res) (39)
Lemma 1:If A < Ba — 1, then
U1 X, A 2 Ui [ X, B] 2 U, [ X, ] (40)
Proof: % (X, 8] 2 %35 [ X, ] is trivial.
w2 X, Al 2 %L X, 8] follows from:
Ptx|t1_rwl Ptx|t1_rwl
Notpul,—ri = 0 = Bli—n= =7 (41)
|t] - T 2 ﬁa|tz - Ti|
[
Lemma 2:Let ry = max;ex|t; — 7. If
1 Ptx _ _é
xcl 2 “—N X 42
feel = (Ptxk( 15 ) T @2
wherek(a) £ Y77 | 4[m(2k + 2)1k—a, then
UE[X,B) 2 UL [ X, tel 1 (43)

Proof: SupposeS € %f [X, e, 1] @ndi € S. By
Lemma[IP, we obtain:

Ptx|t' — 7’1'|7a > Ptxr;(a
NO + Z Ptx|t | @ NO + Ptxk( )(rxcl - I'tx)_
JES\{i}
(44)
Hence,
_1
Mxcl Z (Ptxl( )(Pt I’t;a - NO)) ° + lex (45)
Ptxrtx
= No-+Puxk(cr) (ruet —re) =< >2p = Se %S?Iglr[X’ B]
]
Lemma 3:1f 1l > re + 21, then
gZ/ffW [X7 Ixcls rtx] 2 %zw [X, Ixels I'tx} 2 %?W [X7 I’>/(C|, I'tx}
(46)
Proof: By Lemmal4 and sef\ = r,q/r, — 1 and A’ =
Neat/Tex = 1 u

Lemmal4 can be proven by applying Lempia 5 and letting
No =0, A =p85 —1andA’ = g'= — 1. For clarity of
presentation, we present the proof of Lemija 4 in order to
reveal the basic idea of Lemrha 5 in the simpler context when

=0.

Lemma 4:1f A’ > A + 2, then

UL [X,A] 2 BLX Al DU [X, A (47)
Proof: Follows from Lemmdb. ]

Lemma 5:1f 3’ > (2 + 3=)2, then
U [ X, 8] 2 B, (X, B] 2 %5 [X, 8] (48)
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Proof: This is proven in a similar fashion as Leminla 4.

SupposeS € %% [ X, 3]. First, note thatPy|t; — r;|~* >
BNp for all ¢ € X. Otherwiseg; will be unable to transmit to

r; even without interference. Second,
Pudlti —mi| ™
No + Py (dist(i, 5)) "

1

= (s (Blti =l = No)) ©

The last inequality is due to the fact tha% < 0 andPy|t; —
ri|~* > BNo.
We need to show that

SU{i} ¢ Bo [ X, 8] = SU{i} ¢

(50)
SupposesU{i} ¢ 2% [ X, 3] for some given linki. Then
there are four cases as follows.

1): Supposetellizril =~ 3 for somej € S. This is

N0+Ptx‘t]‘7’r‘| @
trivial that S U {i} ¢ %5 [X, B].

sinr

(49)
P
B

> dist(i, j)

Ui [X

(24 B7)°]

2): Suppose for somg € S that
Puclti — i~
< 51
N0+Ptx|7'j_7'i|_a b ( )
Without loss of generality, we also assume
[ti — 1 = [tj —rj] (52)
Otherwise, if|t; —r;| > |t; — r;|, then
_1
ri — 1 < (L Pecit, — 7|7 = No ) °
il < (Gl N

Q=

< (pltx(P“lt — i —NO))
Therefore, we can equivalently assume
Pucltj — 5|~
Ng + Ptxlrj — T‘il_o‘

< ﬂ and|tj—7’j| > |t1‘—7’1‘|, (54)

by inter-changing and .
Next, we obtain:

[ty =il <[y —ril +[t; — 74
(1 (Ptx|t 'Tz| e} NO))
(1 (Ptx|t | —No))

<+50)(R (5

Q=

+ [t;=rj| by Eqns. [G1)[{49)

by Eqn. [56)

1

e NO)) ‘” (55)

The last inequality is due to the fact that whip > 0,

L (Bt — i (56)

By Lemma[1l, settingy =

Peclti — i~
No + Ptx|tj — 7’1'|7°‘

Q=

IN A

+ [ti-ri

—No) > [t; —ri| @
(1+87%)",
< (14+87%)"3 =

we obtain:

(1487) (57)

Poti—ri|~*

3): Supposem < [ for somej € S. This is
shown in a similar way as Case
4): Suppose for somg € S that
Pot; — 7| ™
< 58
No + Py|ti — rj|=@ P (58)
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In addition, we assume
PtX|tj B Tj|7a 2 ﬂ
No + Puti — 7|~

Otherwise, it reduces to Cadeby inter-changing and
j. Hence, we obtain:

(% (Bt — 717> = No) )
< It =131 < (g (5lti == = No) )
[ty — sl <lti =i
Next, we obtain:
[t; =il < tj =gl + |ry = tal + [ti — 74
i+ (3

< (1+287%) (& (B ltirrd

(59)

1
o

Q=

(60)

=

No)) et |ti-r;| by Eqn. [59)

— No))_

(Ptx|t"rj|

1
@

(61)
By LemmalTl, setting/ = (2 + 3~ =)*, we obtain:
Peclti — s~ _1 1
<Bl4287)* = (24 p=)
N0+Ptx|tj—7°i|_o‘ ﬂ( B ) ( B )
(62)

UL [X '] This proves Eqn[{30)m

(2 + B=)°, then

Therefore S U {i} ¢
Lemma 6:1f 5’ >

Ui, [ X, 8] 2 B3, (X, 8] 2 %35 [X. 8] (83)
Proof: SupposeS € %2 [X, 3]. We need to show
SUli} ¢ ZE[X.8] = SU{i} ¢ %E[X.(2+5)"]
(64)
First, we assume
Po |t —ri| > ﬂ
No+Py (dlst(g 1)) - (65)
Peltiril Z > g |ty — | < B (dist(j,
Ptx(dlst(],z)) B | J| B ( ( ’ ))
and
Poti—ri| >3
No+Pe (dist(i,7)) ~ (66)
Pultizrid 25 8o |t — 1| < B (dist(i
Poc (dist(ig)) "~ | | = (dist(i, )
Otherwise, we complete the proof by Lemfda 5, such that
SU{i} ¢ U35 [X, 2+ 52)°] (67)
Next, we obtain:
[ty =il < [t; =l +Irs —ril
< By —ril + |ry — il by Eqn. [66)
=t —ml < (1+87 )|7‘7—7°1|
[t; =il < [t =il + [t; — il
= |tj —ril < (14 B87=)[t; — il by Eqn. [65)
[t; =il < |t =i+ [rj — bl + |ti — 7

= t; —ri| < (1+287%)|r; — by Eqns.E:?:gf)sl)ZHG)
Therefore,
It; —ri| < (14287 =) -dist(i, 5) (69)

by Eans. [(6D)((56)
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Also, sinceS U {i} ¢ ¢

sinr

[X, ], we obtain: If i € X¢andj € X¢, then Eqn.[(ZB) follows from the tree

Pualts —ri] diagram Fig[# that there exists a suitablg, such that
tx|bi T4 7Q< B

No+ > Pu(dist(ig)) B [ X, A D[ X ] (79)
jedNii) .

= > (dist(i,5)) "> p%(%ltﬂira-'\'o) for any A° > 0. Else ifi € X° andj ¢ X°¢, then without

JES\{i} loss of generality, we consider € X°¢ andj € X°¢, and

-l\o -« 1 (P4 o " 7
:>_€§\:{i}(1+2ﬂ =) ftjeri "> g (G [timri|™-No) by Eqn. (69 - < Then, Eqn.[(78) follows from the fact that there
’ (70) exists a suitable’s,, such that
By LemmalTL, setting = (2-+ 5%)7, we obtain: 2 [x<, (1), A7 5 €7 [X<U (j}.r%] > 47X V<]
Ptxlti — Ti|_a (80)
NO + Z_Hél Ptx|tj - Ti|a

_1l.q 1.
<BA+287)" = (24 B%) for any A¢ > 0.
(71) Finally, we take the maximum carrier-sensing range among

C

Finally, we complete the proof by combining with Lemia 5cs @nd r'c, for eachc € {P,B}. Hence, we complete the

m broof. u
Lemma 7:1f ry = max|t; — ;| andres > rua + 2rix Lemma 9:Given a deterministic scheduling scheme
i€X - (So),, let the fraction of time spent IS € %[X] be

X ] 2 B X ra o] 26 [Xr]  (72) BFUS) = 300 LS = S I PES) > 0 for al
S € €[X], then there exists count-down rate such that for
Proof: It can be proven in a similar fashion as Lemha 3a¢ch transmitter-receiver paie X, it satisfies:
where we replace constraiftt — r;| > re by [t; —t;] > res.

m ¢ [(Soiza] < P [(E]X],v)] (81)
Lemma 8:(¢[X],v) is a reversible Markov process. The  proof: Let et L (det[(Sn ], and ¢nd(y) 2
stationary distribution for eacli € #[X] is: c@d[(#[X],v)]. We start by considering the following feasi-
_logu; bility problem:
P, (S) P (Sics 0g14) (73)

Pl1: max,>o 0
subject to Z zs > ¢t forallie X
SeE[X)ies

C Ysewx o (Xjes logy))
Proof: Egn. [73) satisfies the detailed balanced egn:

exp (Zje{z‘}us loguj): exp (Zjes logl/j) - exp (logl/i) Z 25 =1
= P,({i}uS)=P,(S) v Se€(X]
Hence,(¢'[X],v) is a reversible Markov process, Eqi](73) idts corresponding Lagranian problem is given by:
the stationary distribution. ] minmax  — S\, cdet 4 . DY
Theorem 4:There exists a suitable setting ¢f2, "), A>0 220 g;( o SG%X] S 2ies N
depending on3 and the maximum transmission distance in subject to Z zg =1
X¢, such that Se?1X]

28 (XB,B), (XP,B)] 2 €l [(XB,rB), (XP,rE)] (74) The subproblem ir is the Maximum Weighted Independent
Set (MWIS) problem, which is a combinatorial problem,

Proof: First, we note that whose optimal value is given on the left hand side of the

B [(XB,B), (XP,B)] following formula and is approximated by the log-sum-exp
_ {Uce{B,P} S| 8¢ e B [Xcvﬁ}} (75) function on the right hand sidel[4]:
U {8 li,j €8, {tiri} N {tj,r;} = @} max S\ ~ log ( Y e (Z/\i)). (82)
SeeiX] s Se€[X] i€S

By Theorenf, for each € {B, P}, there exists a suitable _ . .
rc_, depending on3 and the maximum transmission distance Define the log-sum-exp function gs(A). It is known that

cs?

in X< such that ts conjugate function is a convex function and is given(By [4]
B [X<, 5] 2 6™ [XC,re,] (76) g (z) = {Zsmx] sslogzs it 2> 0and1lz =1
, 00 otherwise.
Also, it follows that (83)
{Uce{B by S°| 8¢ € TP X< re,] Further,g (A) is convex and closed; hence, the conjugate of

O EPU[(XB,1B), (XP, 1] (77 its conjugatey™® (z) is its_elf_. Speciﬁcallyg (.)\) is the optimal
a value of a concave optimization problem:

Next, we need to show there exists another suitable
such that A g = max Zs» A= Y zslog(zs)(84)

Seg[X] €S Se?[X]
{5 li,j €8 {ti,ri} N{ty,r;} = Q} (78) subjectto Y~ zs =1

2 Cg}?;vf[(XB rlB)a(XP r/P)] Se€[X]

77 Cs 77 Cs



Therefore, by the log-sum-exp approximation in Eg.](82), Lemma 15:Let ry = max;ex|t; — ri|. If
we implicitly solve an approximated version of the MWIS 1 p
problem, off by anentropyterm — 3¢ .y #s log(zs). By Fes > (P—(irgf* — No)) + 2ry
solving the Karush-Kuhn-Tucker (KKT) conditions] [4], we o B

obtain the optimal solution to the approximated problem i#en

Eq. (83) as follows, UL [X,B) 2 €7V [ X, res]

exp (Y ;es M) (85) Proof: Follows from Lemma T4,19.]7.
Zs'e(g[x] exp (ZjeS’ /\j) .

Comparing Eg.[(43) and(85), we observe that(\) is
the percentage of time state being activated under CSMA
scheduling, with every link € X counts down with a rate of
v; = exp (A;).

After the log-sum-exp approximation in Ed.{82), the La-
granian problem becomes

1
o

zZS ()\)

minmax — > \;cdt 4 S 2 Dies Ni
]

A>0 z>0 iex SEBIX
- ZSE%’[X] zs log(zs) (86)
subject to Z 2s=1
Se6[X]

We reverse-engineer to get the corresponding primal pnoble
as the following entropy maximization problem:

P2:  max,>9 — Z zs log(zs)

Se€[X]
subject to Z 25 > ¢t forallie X
Se¢[X]:ieS
Z zZs = 1
Se€X]

By the setting in the lemma statement, the linear constsaint
of problemP2 contains at least one relative interior point, and
thus problenP2 satisfies Slater’s conditionl[4]. Consequently,
the optimal dual and primal solutions to its Lagranian peoibl

in Eq. (BB)A* andzs (A") exist, andzs (A") is the optimal
solution to problemP2 and is feasible. In other words, by
CSMA scheduling with every link € X counts down with a
rate of; = exp (AF), we obtain that for every link € X its
link throughput satisfies:

)= Y zs (W) > 87)
Se€[X]HeS
This completes the proof. [ |
Lemma 14:Let ry = max;ex|t; — 7. If
1 Ptx _ 7%
> — (e —

Fxel = (Ptx( B ey NO)) (88)
then

US| X, B8] 2 UL [ X, vt 1] (89)

Proof: SupposeS € %" [ X, rl, 1] andi, j € S. Then,

Fecl > (p%x(%r;“ —~ No))

Ptxr;a > Ptx‘tifri‘ia >
A No+Pur > — pe No-+Pu|t; —ri|~> = s

xcl

for all i, € S. Hence,S € %8 X, 3. ]

sinr

1
o

(90)
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(91)

(92)
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