
1402 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 20, NO. 5, OCTOBER 2012

Steady-State Throughput Analysis of Network
Coding Nodes Employing Stop-and-Wait

Automatic Repeat Request
Yang Qin, Student Member, IEEE, and Lie-Liang Yang, Senior Member, IEEE

Abstract—This paper analyzes the steady-state throughput of
network coding nodes when data is transmitted based on the stop-
and-wait automatic repeat request (SW-ARQ) scheme. The state
transition of network coding nodes employing SW-ARQ is ana-
lyzed, which shows that the operations of network coding nodes can
be modeled by a finite state machine. Therefore, the throughput
expressions of network coding nodes can be derived based on the
properties of finite state machines. Furthermore, the throughput
performance of network coding nodes is investigated either by sim-
ulations or by evaluation of the expressions obtained. It can be
shown that the simulation results converge closely to the numer-
ical results and justify the effectiveness of our analytical expres-
sions obtained.

Index Terms—Automatic repeat request (ARQ), network
coding, network coding node, state machine, throughput.

I. INTRODUCTION

N ETWORK coding has received a lot of attention, since its
invention by Ahlswede et al. [1]. Network coding deals

with the problems of coding over packet networks, and it has
been recognized that the network-coding-assisted routing has
the potential to outperform the conventional routing [1], [2].
Performance of communication systems with network coding
has been investigated, when assuming that packets are conveyed
error-free in the networks [3]. However, in practice, transmis-
sion errors always occur, and error-detection or error-correction
techniques are often required in order to ensure reliable com-
munications [2], [4]. Therefore, in this paper we motivate to
study the steady-state throughput of the network coding nodes,
where communications between two nodes are based on the
stop-and-wait automatic repeat request (SW-ARQ) data trans-
mission scheme [5]–[7].
Here, the throughput of a network coding node is defined as

the rate that coded packets are correctly conveyed by the net-
work coding node to its following node(s). Note that we focus
our attention on the steady-state throughput of network coding
node since, when communicating over unreliable channels, the
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achievable throughput of a communication network with net-
work coding nodes is mainly constrained by the throughput of
the network coding nodes, as shown in the butterfly network that
will be detailed in Section III-A.
More specifically, in this paper, the steady-state throughput

of the network coding node is analyzed, where the coding node
is associated with multiple-input–single-output (MISO) links
connecting the coding node with multiple source nodes and
one sink node [8], [9]. Therefore, we refer to it as the MISO
network coding node. At our MISO network coding node, we
assume that there is a buffer storing at most one packet for
each of the incoming and outgoing links, which are supported
by the SW-ARQ data transmission scheme. Specifically, we
first analyze in detail the operations, properties, and steady-state
throughput of a two-input–single-output (2ISO) network coding
node supported by the SW-ARQ transmission scheme. It can be
shown that the operations of the network coding nodes can be
modeled by a state machine working in the principles of dis-
crete-time Markov chain, which is convenient for analyzing the
steady-state throughput. Then, the analytical approaches for de-
riving the steady-state throughput of the 2ISO network coding
node is extended to the MISO network coding nodes. Finally,
the throughput performance of network coding nodes with dif-
ferent numbers of input links is investigated by both simula-
tion and numerical approaches. Our performance results demon-
strate that the simulation results converge well to the numerical
results, which justifies the effectiveness of our analytical expres-
sions derived.
It is worthy of mentioning that our analytical approaches

proposed and the expressions derived can be applied not only
to linear network coding, but also to the other families of net-
work coding schemes, provided that, in these network coding
schemes, a network coding node requires one packet from
each of the incoming links before encoding a new outgoing
packet. Furthermore, our study of the single network coding
node may be extended to the networks having multiple network
coding nodes. For example, once the throughput values of the
network coding nodes in a network are respectively obtained,
the achievable throughput of the network, or its approximation,
may be found with the aid of the max-flow min-cut princi-
ples [10]. However, we should realize that the throughput
analysis of the networks with multiple network coding nodes is
much more challenging than that of the single network coding
node. Hence, the throughput analysis of networks with multiple
coding nodes constitutes one of the open problems that require
further research.
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The remainder of this contribution is organized as follows.
Section II provides a review for the work related to this paper.
Section III considers the 2ISO network coding system, where
system model, representation of coding node’s operations, and
steady-state throughput are considered. Then, in Section IV, the
steady-state throughput of the MISO network coding node is
addressed. Performance results are provided in Section V, and
finally, in Section VI, we provide the conclusions.

II. RELATED WORK

In this section, we provide a brief summary of the existing
references related to our work in this paper. Network coding
with feedback has first been considered in [11], where the au-
thors use some simple examples to indicate that using feedback
associated with network coding may be beneficial to parameter
adaptation, reliability enhancement, and packet acknowledg-
ment in network coding systems. In [12], the authors have
introduced buffer into random network coding in order to over-
come the problem due to asynchronous arrivals of incoming
packets. In [13], an ARQ-assisted network coding scheme,
namely the “drop-when-seen” algorithm, has been proposed
and studied for the sake of reducing queue size. Motivated to
reduce the average decoding delay, this ARQ-assisted network
coding scheme has also been extended to the three-receiver
case [14], where one transmitter communicates with multiple
receivers. To be in a little more detail, in the ARQ-assisted
drop-when-seen network coding, the transmitter broadcasts
linear combinations of the packets stored in its buffer. In order
to decide which packets are combined for transmission, in [13]
and [14], the concept of “seen” packets has been introduced,
which can be explained as follows. Let us denote a packet by
. Then, is said to be seen by a receiver if it is capable of
computing the linear combination of , where is a packet
linearly combined only by the packets arriving at this receiver
later than the packet . In the ARQ-assisted drop-when-seen
network coding, once a packet is seen by all the receivers
concerned, then, the packet can be removed from the trans-
mitter’s buffer. In this manner, the transmission queue can be
kept relatively short [13], while the average decoding delay can
be reduced [14].
Additionally, there are several schemes, which have been pro-

posed in order to improve the delay performance of the ARQ-as-
sisted network coding schemes. Specifically, in [15], the au-
thors have suggested to transmit uncoded packets at critical mo-
ments, so as to meet the delay requirement. By contrast, in [16],
the authors have developed a feedback-based adaptive broad-
cast coding scheme in order to reduce the delay for the appli-
cations where packets must be accepted in order. Furthermore,
in contrast to two-hop networks, as the one considered in this
paper, some network coding schemes have been proposed and
analyzed in the context of single-hop networks. For example,
in [17], a random network coding framework employing hybrid
ARQ scheme has been proposed for single-hop real-time media
broadcast. In [10], a queuing-based dynamic network coding
scheme has been studied in the context of the single-hop net-
works consisting of one source node and multiple receivers. The

Fig. 1. Network coding node with two incoming links , and one out-
going link .

studies in [10] illustrate that this network coding scheme is ca-
pable of asymptotically achieving both the throughput of near
the max-flowmin-cut bound and the channel erasure probability
of near zero.
Against this background, in this paper, our motivation is

to use mathematical and simulation approaches to study the
throughput performance of the network coding nodes when the
link-level SW-ARQ data transmission scheme is employed.
As noted previously in Section I, our analytical approaches as
well as the derived expressions may be suitable for the network
coding nodes employing possibly different coding strategies.
Although our study in this paper was inspired by [11] and [12],
however, to the best of the authors’ knowledge, the work has
not been published in the open literature.
Furthermore, we note that our 2ISO model represents an ab-

straction of the network coding nodes in a variety of applica-
tions, such as the network coding nodes employed in distributed
antenna systems [18]. It can be seen that our MISO model and
the Fork-Join networks [19], [20] share some similarities if we
view each of the incoming links of the coding node in our model
as a “server” of the Fork-Join networks. However, the Fork-Join
network is a one-hop network model consisting of several par-
allel queues. By contrast, our MISO network considered is a
two-hop network, where the first hop consists of several par-
allel queues as in the Fork-Join network, while the second hop
is a first-input–first-service (FIFS) queue with finite buffer. Let
us now turn to consider the throughput analysis of the 2ISO net-
work coding node.

III. THROUGHPUT OF TWO-INPUT–SINGLE-OUTPUT NETWORK
CODING NODE

A. System Models

The system considered in this contribution is shown in Fig. 1,
which is constituted by three types of nodes, namely source
nodes and , network coding node , as well as sink
node . Packets to be transmitted are generated at the source
nodes , . Node is a 2ISO node employing packet-level
network coding, while the sink node receives packets from
node . As shown in Fig. 1, link connects nodes and ,
while links and connect the source nodes and with
node . We assume that packets are transmitted based on the
SW-ARQ strategy by the links , , and .
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At node of Fig. 1, denotes the buffer that stores the out-
standing packet being transmitted by . By contrast, and
are the buffers that store the packets having been successfully
received from links and , respectively. In Fig. 1, the net-
work coding operation is represented by . Note that, although
the notation is used, it does not necessary mean the “XOR”
operation. In fact, our study in this contribution is independent
of the specific network coding employed and is suitable for any
types of network coding operations, provided that the following
assumptions adopted in this paper are met.
• The system is operated in synchronous manner.
• The sources and always have packets to send. The

th packets generated by and are denoted by
and , respectively.

• Each of the links , , and is divided into two channels:
the forward channel and the feedback channel. The forward
channel is assumed to be a binary symmetric channel. The
probability that a detectable packet error occurs is denoted
as , , or for the link , , or . We assume that the
undetectable packet errors can be neglected, which is usu-
ally reasonable since, for most error-control codes adopted
in practical communication systems, the probability of un-
detectable errors is very small, in comparison to the proba-
bility of detectable errors. Furthermore, we assume that the
feedback channel is perfect without yielding transmission
errors.

• Let denote the round-trip time (RTT), which is the time
duration between when a node sends a packet and when it
receives a confirmation signal. We assume that half of an
RTT, i.e., , is required for transmitting a packet from
one node to another by the corresponding forward channel.
Similarly, half of an RTT is required for sending a con-
firmation signal from one node to another by the corre-
sponding feedback channel.

• The duration of packets is assumed much shorter than of
the RTT and can be ignored. Furthermore, the processing
time of a packet is assumed to be absorbed in the RTT.

• Buffer , , or can store only one packet. When both
and are ready and stored in and , once

is empty, and are encoded to form ,
which is immediately stored into . At the same time, the
buffers and are released for receiving the following
packets.

Based on the above assumptions, the operations at nodes ,
, , and at time , , or

, , can be described as follows.
1) First, at , the source nodes and transmit
and through respective links and to node .
Correspondingly, the outstanding packet is set to for
source node and for source node .

2) Assume that a packet (or ) is transmitted by
node (or ) to node at time ,

. This packet arrives at node through the
forward channel of link (or ) at time
after half of an RTT. Upon receiving this packet, node
checks whether the packet (or ) is corrupted
during the transmission and whether the buffer (or )
is available to store. If the received packet is corrupted or

the buffer (or ) is still occupied by the last packet
(or ), a NACK is sent back through

the feedback channel of link (or ) to (or ).
Otherwise, node sends an ACK to node (or ) and
simultaneously stores (or ) into buffer (or
).

In the context of the sink node , if there is a packet
transmitted by node at , this packet is
received by node from the forward channel of link
at time . In this case, the outstanding
packet of node is set to , which is stored tem-
porarily in buffer . Upon receiving this packet, node
checks whether the packet is corrupted during the trans-
mission. If the packet is corrupted, a NACK is fed back to
node . By contrast, if the packet is assumed correct, then

is accepted by node , and node sends an ACK
to node using the feedback channel of link .

3) At , source node (or ) and coding node
check the feedback channels to see whether the last trans-
mitted packets are successfully conveyed. Specifically, for
the source node (or ), if an ACK is received from
the feedback channel of link (or ) while the outstanding
packet is (or ), then source node (or )
transmits the next packet (or ). Simul-
taneously, the outstanding packet for (or ) is set to

(or ). However, if a NACK is received
from the feedback channel of link (or ) while the out-
standing packet for source node (or ) is (or

), then the packet (or ) is retransmitted
to node through the forward channel of link (or ).
For the coding node , if an ACK is received from the
feedback channel of link while the outstanding packet
stored in is , then node updates the outgoing
packet from to by encoding the contents
of and . Simultaneously, is transmitted
from node to node through the forward channel of
link . By contrast, if a NACK is received from the feed-
back channel of link while the outstanding packet stored
in is , then node retransmits over the for-
ward channel of link and retains as its outstanding
packet.

According to our above discussion, explicitly, the system
model of Fig. 1 fits well the coding path in the butterfly net-
work, as shown by the heavily lined path in Fig. 2, associated
with the following assumptions.
• The two links from source nodes and to node are
two links that employ end-to-end SW-ARQ transmission
scheme associated with an RTT of .

• Node has an infinite buffer capacity for storing received
packets. In other words, node rejects a received packet
only if the packet is detected in error.

As we know from [1] and [3], in the butterfly network of
Fig. 2, the data and generated at the source
nodes and , respectively, are required to be sent to both
the sink nodes and . Specifically, when we consider the
sink node , the data generated at the source node
can be directly sent to this sink node without the constraint
from the network coding node . Hence, the corresponding
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Fig. 2. Schema of butterfly network. It can be seen that the two-input–one-
output coding node model shown in Fig. 1 forms the coding path of the butterfly
network.

throughput may not be affected by the throughput of the coding
node . However, as seen in Fig. 2, the data sent from
the source node to the sink node goes through the network
coding node , and therefore, the resultant throughput is lim-
ited by the network coding node. Furthermore, if we assume that
all links in the network have a similar reliability, then we have
reason to assume that the throughput of the direct link from
to is higher than that of the coding path containing node .
This is because successful delivery of a packet by the coding
node depends on that it correctly receives two packets from
both the source nodes and . Consequently, if transmit-
ting data from and to is the ultimate objective, the
overall throughput at node is the sum of the direct link’s
throughput and the coding path’s throughput. However, if is
also an intermediate node and if its following operations depend
on both and , then the achievable throughput
at node is limited by the coding path’s throughput. Addi-
tionally, from Fig. 2, we can easily know that analyzing the
throughput of the coding path is much more challenging than
analyzing the throughput of the direct links, which is a classic
problem of throughput analysis. Therefore, it is highly impor-
tant for us to study separately the throughput of network coding
node.

B. State Machine Modeling of Operations at Network Coding
Node

In this section, we first show that a finite state machine can
be employed to represent the network coding system shown in
Fig. 1. Then, we illustrate that this finite state machine is a sta-
tionary Markov process. Therefore, the steady-state throughput
of the system is analyzed, where the steady-state throughput is
defined as the rate of the packets received by the node from
the coding node .
Let us first analyze the throughput of node . Let

be a set containing the two states of , , where
state “1” corresponds to the state that is available to store a
new packet, while state “0” indicates that is occupied. Then,
the state of node at every is determined by the

TABLE I
LIST OF STATES OF THE CODING NODE

triple , where for
. Let denote the states of node cor-

responding to all the possible combinations of the triple
, which are listed in Table I.

As an example, Fig. 3 demonstrates the state transition of
node with the time, where the number in every box repre-
sents the generation number of the corresponding packet, i.e.,
the number indicating which batch the packet comes from. In
more detail, Fig. 3 can be explained as follows.
1) Let us assume that at , the state of node is

. At , source nodes and send packets
and to node .

2) At , and are received by node
without any errors and, hence, and are stored
in and , and node sends correspondingly the ACKs
to nodes and . In this case, the state of node at

changes to .
3) At , node encodes and into ,
which is stored into and is also sent to node . Cor-
respondingly, the state of node is set to .
At , source nodes and receive the ACKs
for and . Hence, they send and to
node at .

4) As seen in Fig. 3, at , is received by node
without error, but is received in error. Hence, node
sends node an ACK for , but sends node a
NACK for requesting a retransmission of . Corre-
spondingly, the state of node becomes .
Furthermore, it can be implied from Fig. 3 that transmis-
sion errors are detected in by node . Thus, node
sends back node a NACK to request retransmission of

at .
5) At , node receives a NACK for from
node and retransmits over the forward channel of
. At the same time, node receives an ACK for ,
while node receives a NACK for from node .
Hence, node transmits a new packet over the
forward channel of link , and node retransmits
over the forward channel of link . At , the state of
node remains unchanged and is .

6) At , arrives at node without error, but
finds is occupied. Thus, node sends a NACK along
the feedback channel of link . At the same time, is
received by node without error. Therefore, node sends
an ACK to node and stores into , making the
state of change from to . Furthermore, at ,

arrives at node without error. Therefore, node
sends an ACK to node using the feedback channel of
. From the above analysis, it can be seen that the state of
node at is .
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Fig. 3. Illustration of state transition of node .

7) At , node receives a NACK for , and
node receives a ACK for , hence node re-
transmits , and node transmits a new packet
over the forward channels of links and , respectively.
At , node receives an ACK for from the
feedback channel of link . Hence, node encodes
and into and then stores it into as well as
sends it to node . Based on the above analysis, the state
of node at is .

8) As shown in Fig. 3, at , both and are
detected by node with transmission errors. Hence, both
packets are rejected by node , and the states of and
do not change. Since is still occupied by at

, the state of node at is still .
The state of node at other times can be analyzed in the
same way as discussed above. Explicitly, the network coding
operations at node can be described by a state machine
with eight states. Let us analyze the steady-state throughput
of the coding node . Note that, in this paper, the normalized
throughput is considered. Given that packets are suc-
cessfully conveyed from node to node during and

, the normalized throughput is defined as

(1)

When , converges to the normalized steady-
state throughput expressed by . Furthermore, it can be readily
shown that the steady-state throughput is equal to the prob-
ability that coded packets are formed and forwarded to by
node .

C. Throughput Analysis

From the analysis in Section III-B, we can know that the
throughput analysis of node can be carried out by consid-
ering only the integer values of . This is because, as seen in
Fig. 3 and the corresponding description, a packet can possibly
be successfully delivered at only when is an integer.
Furthermore, as demonstrated in Section III-B, when is an
integer, the state of node will never enter state , which can
be explained in detail as follows. Let us assume that the state of
node at time is . Then, according to the
operation procedure described in Section III-A, we must have

and . However,
only takes value “0” or “1,” which results in the following cases.
1) : Since , then at

, packets in and should be encoded into a
new packet and stored into , making . Si-
multaneously, both the buffers of and are released
for receiving the following packets, yielding

. Hence, the state of node at
should be , which contradicts the assumption
of .

2) , and node receives an ACK at
: In this case, buffer is released at .

The packets in and are encoded to form a new packet
and stored into , making . Since both and
are available for receiving the following packets, we have

. Hence, the state of node at
is instead of as assumed.

3) , and node receives a NACK at
: In this case, node needs to retransmit the

packet stored in and . Furthermore,
, , since both and cannot be released
at . Hence, the state of node in this case is

, which again contradicts the assumption of
.

From the above analysis, it can be implied that, when
and , for any cases,

implying that is always occupied at . Therefore, in
our analysis below, we assume that is an integer and do not
consider the state .
Let denote the probability that the state of node is
at time . Let ,

which does not contain since is always zero. Ex-
plicitly, we have . Let us assume that the
system starts with an idle state . Then, we have

(2)

Let ,
, denote the transition probability from state at
to state at . can be derived

based on the buffer states in and as well as the probabil-
ities that links , , and successfully deliver their packets.
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Specifically, let denote the event that link suc-
cessfully delivers a packet and , while denote the
event that fails to deliver a packet on link and .
Explicitly, . Then, it can be shown that we have

illegitimate transition
...

...

...

(3)

As an example, we explain how is obtained. Note that
since , is the th element of seen in (4) at
the bottom of the page. For , we have and

, which means that a packet in is success-
fully delivered to node , yielding a probability ,
while the link fails to deliver a packet, corresponding to
a probability . Furthermore, since there is a packet
occupying , it cannot accept a new packet no matter whether
this packet is correct or not. Hence, this transition probability
is . Consequently, we have

. From the above equa-
tions in (3), we can see that ’s are independent of ,
implying that are time-invariant. Therefore, in our
forthcoming discourse, the index associated with the transi-
tion probabilities is dropped for simplicity. Finally, with the aid
of (3), it can be shown that the transition matrix can be ex-
pressed as (4).
Using the law of total probability [24], the probability

can be expressed as

(5)

which, when considering all the seven states, can be expressed
in vector form as

(6)

Equation (6) represents a recursive equation. Hence, it can be
readily shown that can be expressed as

(7)

As shown in (4), the sum of each row of is equal to one.
Hence, is a left stochastic matrix [24], whose limit of

exists, according to the Perron–Frobenius
theorem [25], [24]. Therefore, when , the Markov
process becomes stationary [26] and yields

(8)

Let . Then, the steady-
state probabilities in can be obtained by solving the equation

(9)

associated with the constraint . Equation (9)

shows that is the right eigenvector of matrix associ-
ated with an eigenvalue one. Therefore, can be evaluated
with the aid of the methods for solving the eigenvector
problem [24], [25].
Finally, when reaching the steady-state, the throughput of the

2ISO network coding node of Fig. 1 or of the 2ISO network
coding branch of Fig. 2 is the rate that the encoded packets are
successfully conveyed from node to node . This rate is also
equal to the rate that packets in and are encoded and for-
warded to . When this rate is normalized by of the RTT, the
throughput is then equal to the probability that the packets are
forwarded from nodes and to .
From the operation principles described in Section III-A, we

can know that the state , , say, at always changes
to at , when the packets in and are encoded
and forwarded to at . Otherwise, the state at

will never be . By contrast, when ,
then either if all the packets transmitted at

are correctly conveyed—which results in that the two
packets received by node are encoded and forwarded to at

, and this probability is —or if all the
packets transmitted at are detected in error, which
makes node retains its previous state . However, only the
former event makes contribution to the throughput. Therefore,

(4)
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when considering all the above events, the throughput of the
2ISO network coding node normalized by of the RTT can be
expressed as

(10)

where , is the probability of the event that the
current state is , which transits to at the next time.
From the discussion and analysis in this section, it can be

implied that our analytical approaches and the derived expres-
sions may be applied for the network coding nodes with dif-
ferent network coding schemes, provided that, in these network
coding schemes, a network coding node requires one packet
from each of the incoming links before encoding a new outgoing
packet. Note furthermore that our approaches and derived ex-
pressions are also suitable for the node employing random net-
work coding. This is because, in our model, every buffer asso-
ciated with the network coding node is assumed to store at most
one packet. In this case, when operated under the SW-ARQ, the
network coding always deals with the packets of the same gen-
eration of all the source nodes, regardless of the random network
coding scheme. Let us now consider the case of network coding
nodes having multiple incoming channels.

IV. THROUGHPUT OF MULTIPLE-INPUT–SINGLE-OUTPUT
NETWORK CODING NODE

In this section, we extend our study in Section III to the
MISO network coding nodes, as shown, for example, in the
diagram of Fig. 4. As with Fig. 1 for the 2ISO system, the MISO
network coding node of Fig. 4 is also constituted by three types
of nodes, namely, source nodes , network
coding node , and sink node . As shown in Fig. 4, the
source nodes are connected with the coding
node through the links, . The sink node is
connected with the coding node via one link . We assume
that each link in Fig. 5 consists of a forward channel and a
feedback channel. Furthermore, in Fig. 4, and
are the buffers for storing the outstanding packet transmitted
on link and the packets received from links ,
respectively. It is assumed that each buffer can store at most
one packet.
As for the 2ISO network coding node in Fig. 4, the opera-

tions of the MISO network coding node in Fig. 4 can also be
modeled by a Markov chain with states and a cor-
responding transition matrix . The throughput of the MISO
network coding node can also be analyzed in the same way as
that for the 2ISO network coding node, once the state transition
matrix is available. Hence, in order to analyze the throughput
of the MISO network coding node, it is essential to determine
first the state transition matrix . In this paper, an algorithm is
proposed for generating the state transition matrix , which is
described in detail as follows.
Let denote the state

at time , where or 0, and
means that is empty or occupied

Fig. 4. Network coding node with incoming links and one
outgoing link .

Fig. 5. Steady-state throughput and simulated throughput for the network
coding node shown in Fig. 4 with . Explicitly, the simulated throughput
converges to the theoretical steady-state throughput.

at . It can be shown that, for the MISO network
coding node, the state does not
exist, which explains that the Markov chain has
states. Let the possible states of be ex-
pressed as , where the subscript is the
integer representation of a corresponding binary represen-
tation of , such as

, , etc.
Let the -dimensional transition

matrix be , , where
expresses the

transition probability from state at to state at
. Let , where .

Then, the calculation of can be described as follows.
First, corresponding to the transition probability from

to is an exceptional case
that needs to be considered specifically. The state changes from

to , either if all the packets
transmitted on the links are correctly received, which
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corresponds a probability of , or if all these packets are
failed to deliver, which has a probability of . Hence,
the transition probability of is given by

(11)

Second, the transition probability

can be expressed in the form of

(12)

where, by definition

if
if

if
if

(13)

Note that may be interpreted as the probability of availability
for to store the next new packet, and is always available

at if and is available with
a probability of at if . By
contrast, , may be interpreted as the probability of
availability of a packet at that can be encoded and forwarded
to at . Explicitly, if and

if .
Except for the above cases, all the other entries

in correspond to the transitions that do not yield throughput.
In these cases, the state of is not affected by the states of

, implying that there is no correlation between
the inputs and output of the network coding node. Furthermore,
from the operation of the network coding node as described in
the previous sections, the operations of the input links of the
network coding node are also independent. Therefore, the prob-
ability of a transition of this type can be obtained by the product
of the individual state transition probabilities of ,
due to the fact that the operations associated with their cor-
responding links are independent. Specifically, the transition
probability with can be expressed in the form of

(14)

where is the corresponding transition probability of de-
fined as

if and
if and
if and
if and

(15)

and, for , the corresponding transition proba-
bility of can be expressed as

if and
if and
if and
if and

(16)

Note that since the state of node always changes to after a
new packet is formed and forwarded to , hence the transition
from to with means no new packet is formed
and forwarded to . When keeping this in mind, it is then not
difficult to follow the equations in (15) and (16). For example,
when (occupied) and (occupied), this
event occurs only when the packet is not successfully delivered
at . Hence, we have . As another example,
for the case of , the event of (empty) and

(occupied) means that is filled by a new
packet at . Hence, the probability is .
After the transition probability matrix is determined, the

steady-state probabilities in can be obtained by following the
equations from (6)–(9). Finally, the throughput of the MISO
network coding node normalized by of the RTT is the total
probability of entering the state excluding the probability
of the erroneous event from the state to the state

. Hence, the normalized throughput can be ex-
pressed as

(17)

It can be readily shown that, when , (17) is reduced to
(10), the throughput expression of 2ISO network coding nodes.
Let us demonstrate a range of performance results for char-

acterizing the throughput performance of the network coding
node.

V. PERFORMANCE RESULTS

In this section, we illustrate a range of numerical and simula-
tion results in order to characterize the throughput performance
of the MISO network coding node and to justify our analytical
results obtained in the previous sections. In our simulation and
numerical evaluation examples, we assume that the packet error
rates of links are the same and equal to .
As an example, Table II shows the steady-state probabilities

as well as the normalized throughput, which were evaluated
using (10), for different packet error rate values. As the results
in Table II show, the normalized throughput decreases as the
packet error rate of the communication links increases.
Figs. 5–8 depict the normalized throughput versus the time

normalized by RTT, when the network coding node employs
incoming links, respectively. In these figures,

the corresponding steady-state throughput evaluated by (17) are
depicted for all the packet error rate values considered.
From the results of Figs. 5–8, we can observe that the simu-

lated throughput starts at since there are no packets
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TABLE II
STEADY-STATE PROBABILITIES AND CORRESPONDING STEADY-STATE THROUGHPUT EVALUATED BY (10)

Fig. 6. Steady-state throughput and simulated throughput for the network
coding node shown in Fig. 4 with . Explicitly, the simulated throughput
converges to the theoretical steady-state throughput.

Fig. 7. Steady-state throughput and simulated throughput for the network
coding node shown in Fig. 4 with . Explicitly, the simulated throughput
converges to the theoretical steady-state throughput.

received by node at . Then, the throughput obtained
by simulations fluctuates around its corresponding steady-state
throughput obtained from evaluation of (17) due to insufficient
number of samples. Finally, the throughput obtained by simula-
tions converges to the theoretical steady-state throughput. The
results of Figs. 5–8 demonstrate that our analytical results ob-
tained in Sections III and IV are effective for evaluation of the
steady-state throughput of MISO network coding nodes.
Finally, in Fig. 9, we compare the normalized steady-state

throughput versus packet error rate performance of the network

Fig. 8. Steady-state throughput and simulated throughput for the network
coding node shown in Fig. 4 with . Explicitly, the simulated throughput
converges to the theoretical steady-state throughput.

Fig. 9. Steady-state throughput versus packet error rate performance of the net-
work coding node associated with incoming links.

coding node, when it has incoming links. The
results of Fig. 9 show that at a given packet error rate , the
normalized throughput decreases when the coding node has
more incoming links. This is because, explicitly, the chance of
forming a new packet and forwarding it to buffer becomes
smaller, as the new packet depends on correctly receiving more
packets. Additionally, from Fig. 9 we observe that the differ-
ence of the normalized throughput corresponding to different
number of incoming links becomes smaller as the packet error
rate increases.
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VI. CONCLUSION

In this paper, we have investigated the steady-state
throughput of network coding nodes when the simple SW-ARQ
transmission scheme is employed. Expressions for computing
the steady-state throughput have been obtained by first consid-
ering a specific 2ISO network coding node and then extending
it to the more general MISO network coding nodes. The
steady-state throughput performance is investigated by both
simulation and numerical approaches. It can be shown that the
simulation results justify our analytical expressions derived.
Furthermore, our performance results show that the throughput
of a coding node decreases as the number of source nodes
feeding packets into the coding node increases. This property
implies that, in a network coding system, the coding nodes may
form the bottlenecks for information delivery. The method pre-
sented in this paper is versatile in the sense that the steady-state
throughput of a network coding system can be evaluated by
following the similar steps of our method, provided that a
corresponding transition probability matrix can be obtained.
Our future research in this area will consider extensions to
the network coding systems using other types ARQ schemes,
where every buffer may store a number of packets, and to the
network coding systems with multiple coding nodes.
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