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Abstract

Virtual machine technology and the ease with which VMs can be
migrated within the LAN, has changed the scope of resourae ma
agement from allocating resources on a single server topukatt

ing pools of resources within a data center. We expect WAN mi-
gration of virtual machines to likewise transform the scoppro-
visioning compute resources from a single data center toiprail
data centers spread across the country or around the wortisl
paper we present the CloudNet architecure as a cloud frarkewo
consisting of cloud computing platforms linked with a VPNsed
network infrastructure to provide seamless and secureextivn

ity between enterprise and cloud data center sites. Tozeealir
vision of efficiently pooling geographically distributectd cen-
ter resources, CloudNet provides optimized support fa WAN
migration of virtual machines. Specifically, we presentta$epti-
mizations that minimize the cost of transferring storage: drtual
machine memory during migrations over low bandwidth andhhig
latency Internet links. We evaluate our system on an operati
cloud platform distributed across the continental US. Byirsi-
multaneous migrations of four VMs between data centers xaJe
and lllinois, CloudNet's optimizations reduce memory raigwn
time by 65% and lower bandwidth consumption for the storagk a
memory transfer by 19GB, a 50% reduction.

Categories and Subject Descriptors  C.2.4 [Computer Communi-
cation Network Distributed Systems

General Terms Design, Performance

Keywords WAN migration, Virtualization, Cloud Computing

1. Introduction

Today’s enterprises run their server applications in datsters,
which provide them with computational and storage resaurce
Cloud computing platforms, both public and private, previdnew
avenue for both small and large enterprises to host theiicapp
tions by renting resources on-demand and paying based oal act
usage. Thus, a typical enterprise’s IT services will be agpr@ecross
the corporation’s data centers as well as dynamically atext re-
sources in cloud data centers.
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From an IT perspective, it would be ideal if both in-house
data centers and private and public clouds could be corsider
as a flexible pool of computing and storage resources that are
seamlessly connected to overcome their geographical atépar
The management of such a pool of resources requires théyabili
to flexibly map applications to different sites as well as dbdity
to move applications and their data across and within pddis.
agility with which such decisions can be made and implentente
determines the responsiveness with which enterprise |Thoest
changing business needs.

Virtualization is a key technology that has enabled suchtggi
within a data center. Hardware virtualization provides a logiepts
aration between applications and the underlying physexaies re-
sources, thereby enabling a flexible mapping of virtual nrehto
servers in a data center. Further, virtual machine platcsupport
resizing of VM containers to accommodate changing worldoad
as well as the ability to live-migrate virtual machines frame
server to another without incurring application down-tim&his
same flexibility is also desirabkecrossgeographically distributed
data centers. Such cross data center management reqficesef
migration of both memory and disk state between such datarsen
overcoming constraints imposed by the WAN connectivitynssn
them. Consider the following use cases that illustratertbid:

Cloud bursting:Cloud bursting is a technique where an enterprise
normally employs local servers to run applications and dyina
cally harnesses cloud servers to enhance capacity durifagpef
workload stress. The stress on local IT servers can be r@tigay
temporarily migrating a few overloaded applications to ¢heud

or by instantiating new application replicas in the cloudhbsorb
some of the workload increase. These cloud resources alle-dea
cated once the workload peak has ebbed. Cloud burstingeltes
the need to pre-provision for the peak workload locallyesinloud
resources can be provisioned dynamically when needediyigl
cost savings due to the cloud’s pay-as-you go model. Cuctent
bursting approaches adopt the strategy of spawning nevcaspl
of the application. This limits the range of enterprise agiions
that may use cloud bursting to stateless applications aetltioat
include elaborate consistency mechanisms. Live migrgtémits
any application to exploit cloud bursting while experiencingnim
mal downtime.

Enterprise IT ConsolidationMany enterprises with multiple data
centers have attempted to deal with data center “spraw!”cand
costs by consolidating multiple smaller sites into a fevgéadata
centers. Such consolidation requires applications and ttabe
moved from one site to another over a WAN; a subset of thede app
cations may also be moved to cloud platforms if doing so isemor
cost-effective than hosting locally. Typically such tremimation
projects have incurred application down-times, often agrever
multiple days. Hence, the ability to implement these movéh w



minimal or no down-time is attractive due to the correspogdie-
duction in the disruption seen by a business.

Follow the sun:“Follow the sun” is a new IT strategy that is de-
signed for project teams that span multiple continents. Jde
nario assumes multiple groups spanning different geoggaghat
are collaborating on a common project and that each groupresg
low-latency access to the project applications and dataglunor-
mal business hours. One approach is to replicate contergcat e
site—e.g., a data center on each continent—and keep theagpl
consistent. While this approach may suffice for contentsgpoes
or replicable applications, it is often unsuitable for aggtions that
are not amenable to replication. In such a scenario, it magirhe
pler to migrate one or more VM containers with applications a
project data from one site to another every evening; the atigr
overhead can be reduced by transferring only incremerattd and
applying it to the snapshot from the previous day to recréate
current state of the application.

Network virtualization and Virtual Cloud Pool%Ve propose a Vir-
tual Cloud Pool (VCP) abstraction which allows CloudNetdars-
lessly connect geographically separate servers and fertivéillu-
sion of a single logical pool of resources connected over &lLA
VCPs can be thought of as a form of network virtualization kghe
the network identity of a VM can be dynamically (re)bound to a
server at any physical site. This minimizes the need for agtne-
configuration during WAN migration. CloudNet uses existifigN
technologies to provide this infrastructure, but we préesenew
signaling protocol that allows endpoint reconfiguratioticats that
currently take hours or days, to be performed in tens of ston
This capability is crucial, since scenarios such as Cloudsithg
require rapid reconfiguration of the VCP topology in ordeofo
fload local applications to newly instantiated cloud sesver

Live Migration over WANsCloudNet supports live migration of
virtual machines over WANs. There are two key differences be
tween LAN-based live migration and WAN-based migratiomsgi
live migration over LAN only moves memory state, since ditkes

These scenarios represent the spectrum from pre-planned tds assumed to be stored on a storage area network. In contiist

reactive migrations across data centers. Although theatiigin
of treating resources that span data centers and clouddersvas
a single unified pool of resources is attractive, the realftthese
resources being distributed across significant geogratisiances
and interconnected via static wide area network links (WANs
conspire to make the realization of this vision difficult.veeal
challenges need to be addressed to realize the above wese-cas

Minimize downtimeMigration of application VMs and their data
may involve copying tens of gigabytes of state or more. l&sid
able to mask the latency of this data copying overhead bymiini
ing application downtimes during the migration. One pdssfo-
lution is to support live migration of virtual machines oeYAN,
where data copying is done in the background while the agfidic
continues to run, followed by a quick switch-over to the neaal
tion. While live migration techniques over LAN are well know
WAN migration raises new challenges, such as the need tatsigr
disk state in addition to memory state.

Minimize network reconfigurationdVhereas VM migration over
a LAN can be performed transparently from a network perspec-
tive (IP addresses remains unchanged, TCP connectionsovexe
etc), doing so transparently is a major challenge over a WAN.
Different data centers and cloud sites support differerad&ress
spaces, so additional network support is necessary if WAgtani
tion is to remain transparent from a user and applicatiosear-
tive.

Handle WAN linksMigration of virtual machines over a LAN is
relatively simple since data center LANs are provisionethgis
high-speed low-latency links. In contrast, WAN links irdennect-
ing data centers of an enterprise and the connection to divesl
may be bandwidth-constrained and speed-of-light cortgalic-
tate that inter-data center latencies are significantlipdrighan in a
LAN environment. Even when data centers are inter-condacte
ing well provisioned links, it may not be possible to dedéchtin-
dreds of megabits/s of bandwidth tsiagle VM transfer from one
site to another. Further, cloud sites charge for networgesmsed
on the total network 1/0 from and to cloud servers. Consetjyien
WAN migration techniques must be designed to operate effigie
over low bandwidth links and must optimize the data trangfér
ume to reduce the migration latency and cost.

In this paper we propose a platform call@tbudNetto achieve
the vision of seamlessly connected resource pools thatipiert
ible placement and live migration of applications and thdsta
across sites. The design and implementation of CloudNetdyas
sulted in the following contributions.

migration may need to move both memory and disk state of an ap-
plication if the Storage Area Network (SAN) does not spantmul
ple data center sites. Second, LAN VM migration is transpiati@
an application from a network standpoint. In contrast, Wb&éed
VM migration must coordinate with the network routers to lep
ment a similar level of transparency. CloudNet includesoaagfe
migration mechanism and leverages its dynamic VCP abgiract
to support transparent VM migration over WANSs.

WAN OptimizationsCloudNet implements several WAN optimiza-
tions to enable migration over low-bandwidth links. It irapients
an adaptive live migration algorithm that dynamically ¢adl the
migration of memory state based on application behaviaalsio
implements mechanisms such as content-based redundaméy el
nation and page deltas into the hypervisor to reduce thevdatme
sent during the migration process. Collectively thesenoigttions
minimize total migration time, application downtime, anolume
of data transferred.

Prototyping and Experimentation across multiple data eesitWe
implement a prototype of Cloudnet using the Xen platform and
commercial layer-2 VPN implementation. We perform an esiten
evaluation using three data centers spread across theneotati
United States. Our results show CloudNet’s optimizatiosseas-
ing memory migration and pause time by 30 to 70% in typicd lin
capacity scenarios; in a set of VM migrations over a distasfce
1200km, CloudNet saves 20GB of bandwidth, a 50% reductian. W
also evaluate application performance during migrati@anshiow
that CloudNet’s optimizations reduce the window of deceelgser-
formance compared to existing techniques.

2. Cloudnet Overview

In this section, we present an overview of the key abstrastand
design building blocks in CloudNet.

2.1 Resource Pooling: Virtual Cloud Pools

At the heart of CloudNet is a Virtual Cloud Pool (VCP) abstrac
tion that enables server resources across data centerdaut ¢
providers to be logically grouped into a single server peatzown
in Figure 1. The notion of a Virtual Cloud Pool is similar taath
of a Virtual Private Cloud, which is used by Amazon’s EC2 plat
form and was also proposed in our previous research [30pitzes
the similarity, the design motivations are different. Inr @ase,
we are concerned with grouping server pools across datarsent
while Amazon’s product seeks to provide the abstraction jfi-a
vate cloud that is hosted on a public cloud. Both abstrastims®e
virtual private networks (VPNSs) as their underlying intemoec-
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Figure 1. Two VCPs isolate resources within the cloud sites and

securely link them to the enterprise networks.

tion technology—we employ Layer 2 VPNs to implement a form

of network virtualization/transparency, while Amazon’®® uses

layer 3 VPNSs to provide control over the network addressihg o

VM services.

The VCPs provided by CloudNet allow cloud resources to be

connected to as securely and seamlessly as if they wereimedta
within the enterprise itself. Further, the cloud to enteg@map-
pings can be adjusted dynamically, allowing cross dataecest

source pools to grow and change depending on an enterprise’s

needs. In the following sections we discuss the benefitsasktlab-
stractions for enterprise applications and discuss hosvdymamic
infrastructure facilitates VM migration between data eesit

2.2 Dynamic, Seamless Cloud Connections

CloudNet uses Multi-Protocol Label Switching (MPLS) based
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Figure 2. The phases of a migration for non-shared disk, memory,
and the network in CloudNet .

operation. Alternatively, some applications can be easli-
cated into the cloud while the original continues runningwh
ever, this only applies to a small class of applications. (state-
less web servers or MapReduce style data processing jos3eT
approaches are insufficient for the majority of enterprisgliaa-
tions which have not been designed for ease of replicatiorher,
many legacy applications can require significant recondigiom
to deal with the changed network configuration required by cu
rent approaches. In contrast, the live VM migration supgabiby
CloudNet provides a much more attractive mechanism for ngpvi
applications between data centers because it is compkgtelica-
tion independent and can be done with only minimal downtime.
Most recent virtualization platforms support efficient naigion
of VMs within a local network [9, 21]. By virtue of presenting
WAN resources as LAN resources, CloudNet's VCP abstraction
allows these live migration mechanisms to function unmedifi

VPNs to create the abstraction of a private network and addre 5cross data centers separated by a WAN. However, the lower ba

space shared by multiple data centers. Since addressgseartcs

width and higher latencies over WAN links result in poor naiipn

to a VPN, the cloud operator can allow customers to use any IP performance. In fact, VMWare’s preliminary support for WA

address ranges that they prefer without concern for comfliet
tween cloud customers. CloudNet makes the level of abgiract
even greater by usinyirtual Private LAN Services (VPLShat
bridge multiple MPLS endpoints onto a single LAN segmenisTh
allows cloud resources to appéadistinguishabldrom existing IT
infrastructure already on the enterprise’s own LAN. VPL8les
transparent, secure, and resource guaranteed layer-2ativiiy
without requiring sophisticated network configuration bg esers.
This simplifies the network reconfiguration that must be qranied
when migrating VMs between data centers.

migration requires at least 622 Mbps of bandwidth dedictigte
transfer, and is designed for links with less than 5 mseatstg29].
Despite being interconnected using “fat” gigabit pipesad#nters
will typically be unable to dedicate such high bandwidth dain-
gle application transfer and enterprises will want the abiiityni-
grate a group of related VMs concurrently. CloudNet useg afse
optimizations to conserve bandwidth and reduce WAN migregi
impact on application performance.

Current LAN-based VM migration techniques assume the pres-
ence of a shared file system which enables them to migrate only

_ VPNs are already used by many large enterprises, and cloudmemory data and avoid moving disk state. A shared file system
sites can be easily added as new secure endpoints withie thes may not always be available across a WAN or the performance of
existing networks. VCPs use VPNs to provide secure communi- e application may suffer if it has to perform 1/O over a WAN.

cation channels via the creation of “virtually dedicatediths in
the provider network. The VPNs protects traffic between tigee
routers at each enterprise and cloud site. Within a clowe] gie
traffic for a given enterprise is restricted to a particuldrAN.
This provides a secure end-to-end path from the enterpuisieet
cloud and eliminates the need to configure complex firewddisru
between the cloud and the enterprise, as all sites can bec®th
via a private network inaccessible from the public Internet

Therefore, CloudNet coordinates the hypervisor's memoigran
tion with a disk replication system so that the entire VM etean
be transferred if needed.

Current LAN-based live migration techniques must be opti-
mized for WAN environments, and cloud computing network in-
frastructure must be enhanced to support dynamic relacafice-
sources between cloud and enterprise sites; these chedleng the
primary focus of this paper.

As enterprises deploy and move resources between cloud data

centers, it is necessary to adjust the topology of the ¢ciantP.

In typical networks, connecting a new data center to a VPN end 3. WAN VM Migration

point can take hours or days, but these delays are administra
rather than fundamental to the network operations requézlid-
Net utilizes a VPN Controller to automate the process of VEN r
configuration, allowing resources at a new cloud data ceotbe
connected to a VPN within seconds.

2.3 Efficient WAN Migration

Currently, moving an application to the cloud or anotheadanter
can require substantial downtime while application stateopied
and networks are reconfigured before the application camres

Consider an organization which desires to move one or more ap
plications (and possibly their data) between two data cenkach
application is assumed to be run in a VM, and we wish to live mi-
grate those virtual machines across the WAN.

CloudNet uses these steps to live migrate each VM:
Step 1:Establish virtual connectivity between VCP endpoints.
Step 2:1f storage is not shared, transfer all disk state.
Step 3: Transfer the memory state of the VM to a server in the des-
tination data center as it continues running without intgtion.
Step 4: Once the disk and memory state have been transferred,
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Figure 3. The VPN Controller remaps the route targets (A,B,C) adsediby each cloud data center to match the proper enterpebe V
(E1 or E2). To migrat&/M; to Cloud Site 2, the VPN controller redefines E1’s VPN to inewoute target A and C, then performs the disk

and memory migration.

briefly pause the VM for the final transition of memory and m®c
sor state to the destination host. This process must natgdiany
active network connections between the application antligats.
While these steps, illustrated in Figure 2, are well undert
in LAN environments, migration over the WAN poses new chal-
lenges. The constraints on bandwidth and the high latengydfn
WAN links makes steps 2 and 3 more difficult since they involve
large data transfers. The IP address space in step 4 would typ
cally be different when the VM moves between routers at diffe
ent sites. Potentially, application, system, router areill con-
figurations would need to be updated to reflect this chang&; ma
ing it difficult or impossible to seamlessly transfer acthatwork
connections. CloudNet avoids this problem by virtualizihg net-
work connectivity so that the VM appears to be on the samaalirt
LAN. We achieve this using VPLS VPN technology in step 1, and
CloudNet utilizes a set of migration optimizations to imyggqer-
formance in the other steps.

3.1 Migrating Networks, Disk, and Memory

Here we discuss the techniques used in CloudNet to tranisfer d
and memory, and to maintain network connectivity througtibe
migration. We discuss further optimizations to these apgies in
Section 3.2.

3.1.1 Dynamic VPN Connectivity to the Cloud

A straightforward implementation of VM migration betweeR |
networks results in significant network management and gorst
tion complexity [14]. As a resuliirtualizing network connectivity
is key in CloudNet for achieving the task of WAN migratiomsea
lessly relative to applicationsHowever, reconfiguring the VPNs
that CloudNet can take advantage of to provide this abstrabas
typically taken a long time because of manual (or nearly ragnu
provisioning and configuration. CloudNet explicitly recizes the
need to set up new VPN endpoints quickly, and exploits the-cap
bility of BGP route servers [28] to achieve this.

In many cases, the destination data center will already lzata p
of the customer’s virtual cloud pool because other VMs owimgd
the enterprise are already running there. However, if thike first
VM being moved to the site, then a new VPLS endpoint must be
created to extend the VCP into the new data center.

Creating a new VPLS endpoint involves configuration changes
on the data center routers, a process that can be readilpatgd
on modern routers [8, 20]. A traditional, but naive, apptroaould
require modifying the router configurations at each sitéhe\YCP
so they all advertise and accept the properte targets A route
target is an ID used to determine which endpoints share ctnne
ity. An alternative to adjusting the router configuratiom®ctly, is
to dynamically adjust the routes advertised by each siteinvthe
network itself. CloudNet takes this approach by having data
ter routers announce their routes to a centralized VPN Ghbeitr
The VPN Controller acts as an intelligent route server armis
nected via BGP sessions to each of the cloud and enterprige da

centers. The controller maintains a ruleset indicatingcivieénd-
points should have connectivity; as all route control mgesagass
through this VPN Controller, itis able to rewrite the routegets in
these messages, which in turn control how the tunnels faredach
VPLS are created. Figure 3 illustrates an example wkidde is to
be migrated from enterprise site E1 to Cloud Site 2. The VPN-Co
troller must extend E1’s VPLS to include route targgt@nd C,
while Enterprise 2's VPLS only includes route targ&tOnce the
change is made by the VPN Controller, it is propagated to thero
endpoints via BGP. This ensures that each customer’s resoare
isolated within their own private network, providing Clduelt's
virtual cloud pool abstraction. Likewise, the VPN Conteolis able
to set and distribute fine grained access control rules vig Bs&ng
technologies such as Flowspec (RFC 5575).

Our approach allows for fast VCP reconfiguration since ckang
only need to be made at a central location and then propagated
BGP to all other sites. This provides simpler connectivigrmage-
ment compared to making changes individually at each sité, a
allows a centralized management scheme that can set cimityect
and access control rules for all sites.

In our vision for the service, the VPN Controller is operated
by the network service provider. As the VPLS network in Cloud
Net spans both the enterprise sites and cloud data cetiterdptid
platform must have a means of communicating with the entexigr
network operator. The cloud platform needs to expose anface
that would inform the network service provider of the ID ftwet
VLAN used within the cloud data center so that it can be cotetec
to the appropriate VPN endpoint. Before the VPN Controlier e
ables the new endpoint, it must authenticate with the cloadiger
to ensure that the enterprise customer has authorized theene
sources to be added to its VPN. These security details adnegrt
onal to our main work, and in CloudNet we assume that there is a
trusted relationship between the enterprise, the netwakiger,
and the cloud platform.

3.1.2 Disk State Migration

LAN based live migration assumes a shared file system for VM
disks, eliminating the need to migrate disk state betwesitshés
this may not be true in a WAN environment, CloudNet supports
either shared disk state or a replicated system that allmwage to

be migrated with the VM.

If we have a “shared nothing” architecture where VM storage
must be migrated along with the VM memory state, CloudNes use
the DRBD disk replication system to migrate storage to tistida-
tion data center [11]. In Figure 3, once connectivity is kished to
Cloud 2, the replication system must cogyl; ’s disk to the remote
host, and must continue to synchronize the remote disk with a
subsequent writes made at the primary. In order to reducpeahe
formance impact of this synchronization, CloudNet uses DRB
asynchronouseplication mode during this stage. Once the remote
disk has been brought to a consistent state, CloudNet ssgititha
synchronouseplication scheme and the live migration of the VM'’s



memory state is initiated. During the VM migration, disk apes
are synchronously propagated to the remote disk to ensasszo
tency when the memory transfer completes. When the migratio
completes, the new host’s disk becomes the primary, andrthe o
gin’s disk is disabled.

Migrating disk state typically represents the largest congmt
of the overall migration time as the disk state may be in the t&
hundreds of gigabytes. Fortunately, disk replication caeiabled
well in advance of a planned migration. Since the disk state f
many applications changes only over very long time scalés, t
can allow the majority of the disk to be transferred with tigkly
little wasted resources (e.g., network bandwidth). Forlamped

migrations such as a cloud burst in response to a flash crowd,
storage may need to be migrated on demand. CloudNet's use of

asynchronous replication during bulk disk transfer miziesi the
impact on application performance.

3.1.3 Transferring Memory State

Most VM migration techniques use a “pre-copy” mechanisnt-o i
eratively copy the memory contents of a live VM to the dediora
machine, with only the modified pages being sent during e&ch i
ation [9, 21]. At a certain point, the VM is paused to copy the fi
nal memory state. WAN migration can be accomplished by simil
means, but the limited bandwidth and higher latencies caah te
decreased performance—particularly much higher VM dawesi-
since the final iteration where the VM is paused can last much
longer. CloudNet augments the existing migration code ftben
Xen virtualization platform with a set of optimizations thaprove
performance, as described in Section 3.2.

The amount of time required to transfer a VM’s memory de-
pends on its RAM allocation, working set size and write rated
available bandwidth. These factors impact both the totaétbf
the migration, and the application-experienced downtieesed by
pausing the VM during the final iteration. With WAN migratian
is desirable to minimize both these times as well as the batdw
costs for transferring data. While pause time may have thst mo
direct impact on application performance, the use of syorobus
disk replication throughout the memory migration means itha
also important to minimize the total time to migrate memdates,
particularly in high latency environments.

As bandwidth reduces, the total time and pause time incurred

by a migration can rise dramatically. Figure 4(a) shows thesp
time of VMs running several different applications, as thaila
able bandwidth is varied (assumes shared storage and aebnst
10 msec round trip latency). Note that performance decsease-
linearly; migrating a VM running the SPECjbb benchmark on a
gigabit link incurs a pause time of 0.04 seconds, but rise&.To
seconds on a 100 Mbps connection. This nearly 200X increase i
unacceptable for most applications, and happens becaugga m
tion across a slower link causes each iteration to last Iorige
creasing the chance that additional pages will be modifieldlauns
need to be resent. This is particularly the case in the fiagdtion.
This result illustrates the importance of optimizing VM magon
algorithms to better handle low bandwidth connections.
Migrations over the WAN may also have a greater chance of
being disrupted due to network failures between the sounck a
destination hosts. Because the switch-over to the secaadssi
performed only after the migration is complete, CloudNetl wi
suffer no ill effects from this type of failure because thelagation
will continue running on the origin site, unaffected. In tast,
some pull or "post-copy” based migration approaches starting
the application at the destination prior to receiving aliadavhich
could lead to the VM crashing if there is a network disconioect

3.1.4 Maintaining Network Connections

Once disk and memory state have been migrated, CloudNet must
ensure thatvM;’s active network connections are redirected to
Cloud 2. In LAN migration, this is achieved by having the deast
tion host transmit an unsolicited ARP message that adesrtise
VM’s MAC and IP address. This causes the local Ethernet switc
to adjust the mapping for the VM’s MAC address to its new skvitc
port [9]. Over a WAN, this is not normally a feasible solutiba-
cause the source and destination are not connected to thee sam
switch. Fortunately, CloudNet's use of VPLS bridges the \NsA
at Cloud 2 and E1, causing the ARP message to be forwarded over
the Internet to update the Ethernet switch mappings at htgh. s
This allows open network connections to be seamlesslyeetdid
to the VM’s new location.

In the Xen virtualization platform, this ARP is triggered the
VM itself after the migration has completed. In CloudNet, o
timize this procedure by having the destination host preely
send the ARP message immediately after the VM is pauseddor th
final iteration of the memory transfer. This can reduce therdo
time experienced by the VM by allowing the ARP to propagate
through the network in parallel with the data sent duringfthal
iteration. However, on our evaluation platform this doesappear
to influence the downtime, although it could be useful witheot
router hardware since some implementations can cache MAE ma
pings rather than immediately updating them when an ARResTi

3.2 Optimizing WAN VM Migration

In this section we propose a set of optimizations to imprdwe t
performance of VM migration over the WAN. The changes are
made within the virtualization hypervisor; while we use then
virtualization platform in our work [9], they would be equal
useful for other platforms such as VMWare which uses a simila
migration mechanism [21].

3.2.1 Smart Stop and Copy

The Xen migration algorithm typically iterates until eithee very

small number of pages remain to be sent or a limit of 30 itenati
is reached. At that point, the VM is paused, and all remaipizges
are sent. However, our results indicate that this tends usec¢éhe
migration algorithm to run through many unnecessary itenat

increasing both the total time for the migration and the ambad

data transferred.

Figure 4(b) shows the number of pages remaining to be sent
at the end of each iteration during a migration of a VM running
a kernel compilation over a link with 622 Mbps bandwidth and 5
msec latency. After the fourth iteration there is no sigaificdrop
in the number of pages remaining to be sent. This indicatith
a large number of iterations only extends the total migratime
and increases the data transferred, and (ii) the migratgorithm
could intelligently pick when to stop iterating in order tealease
both total and pause time. For the migration shown, pickhng t
optimal point to stop the migration would reduce pause time b
40% compared to the worst stopping point.

CloudNet uses &mart Stop and Copgptimization to reduce
the number of unnecessary iterations and to pick a stopping p
that minimizes pause time. Unfortunately, these two goadspa-
tentially conflicting. Stopping after only a few iterationsuld re-
ducetotal time but running for an extra few rounds may result in
a lowerpause timewhich can potentially have a larger impact on
application performance. The Smart Stop algorithm is dexigo
balance this trade-off by minimizing pause time withoutnsfig
cantly increasing total time.

We note that in most cases (e.g. Figure 4(b)), after about five
iterations the migration reaches a point of diminishingumes,
where in a given iteration, approximately the same amounatd
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is dirtied as is sent. To detect this point, the first stagenad® Stop
monitors the number of pages sent and dirtied until they ineco
equal. Prior to this point there was a clear gain from goimgugh
another iteration because more data was sent than dirtiedrihg
the potential pause time.

While it is possible to stop the migration immediately at the

during migrations over a 100 Mbps link as the number of blocks
per page was varied. Increasing the number of sub-pages tthis
level of redundancy that is found, but it can incur greatesrbead
since each block requires a hash table lookup. In CloudNetivwe
vide each page into four sub-pages since this provides atgadet

off of detection rate versus overhead.

point where as many pages are dirtied as sent, we have found Disk transfers can also contain large amounts of redundsat d

that often the random fluctuations in how pages are written to
can mean that waiting a few more iterations can result in a@fow
pause time with only a marginal increase in total time. Bazed
this observation, Smart Stop switches mode once it detbis t
crossover, and begins to search for a local minimum in thebaum

of pages remaining to be sent. If at the start of an iteratioa,
number of pages to be sent is less than any previous iteration
a sliding window, Smart Stop pauses the VM to prevent any more
memory writes and sends the final iteration of memory data.

3.2.2 Content Based Redundancy

Content based redundancy (CBR) elimination techniques begn
used to save bandwidth between network routers [2], and @@ us
similar approach to eliminate the redundant data whilesfieming
VM memory and disk staté.Disks can have large amounts of
redundant data caused by either empty blocks or similar. files
Likewise, a single virtual machine can often have redungages
in memory from similar applications or duplicated librarie

There are a variety of mechanisms that can be used to elimi-
nate redundancy in a network transfer, and a good compaoison
techniques is found in [1]. CloudNet can support any typesdfin-
dancy elimination algorithm; for efficiency, we use a blodsed
approach that detects identical, fixed size regions in eéhmem-
ory page or disk block. We have also tested a Rabin Fingerprin
based redundancy elimination algorithm, but found it to lbever
without substantially improving the redundancy detectiate.

CloudNet's block based CBR approach splits each memory
page or disk block into fixed sized blocks and generates kashe
based on their content using the Super Fast Hash Algoritiin 1
a hash matches an entry in fixed size, FIFO caches maintaitiesl a
source and destination hosts, then a block with the samemisnt
was sent previously. After verifying the pages match (inecab
hash collisions), the migration algorithm can simply serigPhit
index to the cache entry instead of the full block (e.g. 4KBdo
full memory page).

Dividing a memory page into smaller blocks allows redun-
dant data to be found with finer granularity. Figure 4(c) skiow
the amount of memory redundancy found in several applioatio

1Commercial products such as those from RiverBed Techresagin also
perform CBR using a transparent network appliance. Suctygts may
not be suitable in our case since memory and/or disk migratiata is
likely to use encryption to avoid interception of applicatistate. In such
cases, end-host based redundancy elimination has beensprb@as an
alternative [1]—an approach we use here also.

Our redundancy elimination code is not yet fully integrateith
DRBD, however, we are able to evaluate the potential bengfit o
this optimization by analyzing disk images with an offline B
elimination tool.

We currently only detect redundancy within a single VM's
memory or disk. Previous work has demonstrated that differe
virtual machines often have some identical pages in meneogy,
for common system libraries [13, 31]. Likewise, differeritwal
machines often have large amounts of identical data on disk d
to overlap in the operating system and installed applicati®ome
of this redundancy could be found by using a network basetl-app
ance to detect redundancy across the migration traffic ofipheil
virtual machines. However, a network based approach can onl
find a redundant disk or memory block if it matches a packet sen
during a previous migration. In order to find redundancy ia th
disks or memories of VMs which are not being moved, such an
approach could be complemented with a distributed, corddnt
dressable cache run across the hosts at each site [22]n&t@ty
the single VM redundancy detection technique used in ClaadN
is still able to save a significant amount of bandwidth withiis
added complexity.

3.2.3 Using Page Deltas

After the first iteration, most of the pages transferred ameso
which were sent previously, but have since been modifiecteSin
an application may be modifying only portions of pages, heot
approach to reduce bandwidth consumption is to keep a cédche o
previously transmitted pages, and then only send the diffa be-
tween the cached and current page if it is retransmitteds Eah-
nique has been demonstrated in the Remus high availabjisty s
tem to reduce the bandwidth required for VM synchronizafij
in a LAN. We enhance this type of communicating deltas in a
unique manner by complementing it with our CBR optimization
This combination helps overcome the performance limitegitnat
would otherwise constrain the adoption of WAN migration

We have modified the Xen migration code so that if a page, or
sub page block, does not match an entry in the cache using®@Re C
technique described previously, then the page addresgdsassa
secondary index into the cache. If the page was sent prayjous
then only the difference between the current version andttired
version of the page is sent. This delta is calculated by X@dRthe
current and cached pages, and run length encoding the.result

Figure 5 shows histograms of delta sizes calculated during m
grations of two applications. A smaller delta means lesa daeds
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Figure 6. Our CloudNet testbed is deployed across three data
centers. Migrations are performed between the data ceintéks
and TX, with application clients running in CA.

to be sent; both applications have a large number of pagés wit
only small modifications, but TPC-W also has a collectionadgs
that have been completely modified. This result suggestptue
deltas can reduce the amount of data to be transferred byngend
only the small updates, but that care must be taken to avotirsg
deltas of pages which have been heavily modified.

While it is possible to perform some WAN optimizations such
as redundancy elimination in network middleboxes [2], tlagd®
Delta optimization relies on memory page address informnatiat
can only be obtained from the hypervisor. As a result, we nadlke
of our modifications within the virtualization and storaggérs.
This requires no extra support from the network infrasticeeand
allows a single cache to be used for both redundancy eliimimat
and deltas. Further, VM migrations are typically encrypiegpre-
vent eavesdroppers from learning the memory contents dfthe
being migrated, and network level CBR generally does notkwor
over encrypted streams [1]. Finally, we believe our optation
code will be a valuable contribution back to the Xen communit

4. Evaluation

This section evaluates the benefits of each of our optintizati
and studies the performance of several different apptinatypes
during migrations between data center sites under a vadgty
network conditions. We also study migration under the thrse
case scenarios described in the introduction: Sectiorlldstrates
a cloud burst, Section 4.8 studies multiple simultaneougations
as part of a data center consolidation effort, and Secti®robks
at the cost of disk synchronization in a follow-the-sun scén

0s——Configuration uploaded to be verified by router

@ Commit procedure started by router

@ 16.87s”| Commit completes.

£ First ROUTE ADD message sent via BGP
= 24.21s

24.24s——L ast router finishes updating routes

Figure 7. Timeline of operations to add a new endpoint.

4.1 Testbed Setup

We have evaluated our techniques between three data céeter s
spread across the United States, and interconnected vipesa-o
tional network, as well as on a laboratory testbed that usest-a
work emulator to mimic a WAN environment.

Data Center Prototype: We have deployed CloudNet across
three data centers in lllinois, Texas, and California asvshm
Figure 6. Our prototype is run on top of the ShadowNet infras-
tructure which is used by CloudNet to configure a set of Idgica
routers located at each site [7]. At each site we have Sureiserv
with dual quad-core Xeon CPUs and 32GB of RAM. We use Ju-
niper M7i routers to create VPLS connectivity between dksi
We use the California site to run application clients, andrate
VMs between Texas and lllinois. Network characteristicsveen
sites are variable since the data centers are connecteuaeviater-
net; we measured an average round trip latency of 27 msec and a
max throughput of 465 Mbps between the sites used for marsti

Lab Testbed: Our lab testbed consists of multiple server/router
pairs linked by a VPLS connection. The routers are connected
through gigabit ethernet to a PacketSphere Network Emutao
pable of adjusting the bandwidth, latency, and packet lapsré
enced on the link. We use this testbed to evaluate WAN migmati
under a variety of controlled network conditions.

4.2 Applications and Workloads

Our evaluation studies three types of business applicatide run
each application within a Xen VM and allow it to warm up for at
least twenty minutes prior to migration.

SPECjbb 2005is a Java server benchmark that emulates a
client/server business application [24]. The majority lné tom-
putation performed is for the business logic performed atap-
plication’s middle tier. SPECjbb maintains all applicatidata in
memory and only minimal disk activity is performed duringth
benchmark.

Kernel Compile represents a development workload. We com-
pile the Linux 2.6.31 kernel along with all modules. This Wioad
involves moderate disk reads and writes, and memory is gainl
used by the page cache. In our simultaneous migration erpati
we run a compilation cluster usirdjstccto distribute compilation
activities across several VMs that are all migrated togethe

TPC-W is a web benchmark that emulates an Amazon.com like
retail site [26]. We run TPC-W in a two tier setup using Tome&t
and MySQL 5.0.45. Both tiers are run within a single VM. Addi-
tional servers are used to run the client workload genesaton-
ulating 600 simultaneous users accessing the site usiriphiop-
ping” workload that performs a mix of read and write openagio
The TPC-W benchmark allows us to analyze the client perdeive
application performance during the migration, as well affyéhat
active TCP sessions do not reset during the migration.

4.3 VPN Endpoint Manipulation

Before a migration can begin, the destination site may nedzbt
added to the customer’s VPN. This experiment measuresrtte ti
required for CloudNet’s VPN Controller to add the third de¢ater
site to our Internet-based prototype by manipulating reatgets.
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Figure 7 shows a timeline of the steps performed by the VPN
Controller to reconfigure its intelligent route server. Tuoatroller
sends a series of configuration commands followed by a commit
operation to the router, taking a total of 24.21s to be praseé®n

our Juniper M7i routers; these steps are manufacturer depén
and may vary depending on the hardware. As the intelligautero
server does not function as a general purpose router, itdvoul
be possible to further optimize this process if reductiorViPN
reconfiguration time is required.

Once the new configuration has been applied to the routermain
tained by the VPN controller, the updated information must b
propagated to the other routers in the network. The infaonas
sent in parallel via BGP. On our network where three sitesl nee
have their routes updated, the process completes in onlyiB0 m
liseconds, which is just over one round trip time. While @oat-
ing routes may take longer in larger networks, the initigdliigent
route server configuration steps will still dominate theltebst of
the operation.

4.4 Cloud Burst: Application Performance

Cloud Bursting allows an enterprise to offload computatigoias
from its own data centers into the cloud. Current cloud fgst
techniques require applications to be shut down in the lsital
and then restarted in the cloud; the live WAN migration sufgmb
by CloudNet allows applications to be seamlessly moved faom
enterprise data center into the cloud.

We consider a cloud bursting scenario where a live TPC-W web
application must be moved from an overloaded data centéli-in |
nois to one in Texas without disrupting its active cliente mi-
grate the VM to a more powerful server and increase its pemes
allocation from one to four cores once it arrives at the neta dan-
ter location. In a real deployment a single VM migration wbnbt
have access to the full capacity of the link between the dattecs,
so we limit the bandwidth available for the migration to 85)b
the VM is allocated 1.7GB of RAM and has a 10GB disk. We as-
sume that CloudNet has already configured the VPN endpoint in
Texas as described in the previous section. After this cetag)
the DRBD subsystem begins the initial bulk transfer of théusil
machine disk using asynchronous replication; we discussligk
migration performance details in Section 4.5 and focus eraih+
plication performance during the memory migration here.

The full disk transfer period takes forty minutes and is tfan
lowed by the memory migration. Figure 8 shows how the respons
time of the TPC-W web site is affected during the final 1.5 rtesu
of the storage transfer and during the subsequent memorgatioig
when using both default Xen and CloudNet with all optimiaat
enabled. During the disk transfer period, the asynchronepigca-
tion imposes negligible overhead; average response tiggrissec
compared to 20 msec prior to the transfer. During the VM migra
tion itself, response times become highly variable, anchtlezage
rises 2.5X to 52 msec in the default Xen case. This overhegaid-is

Data Tx (GB) | Total Time (s) | Pause Time (s)
TPC-W 15— 0.9 135— 78 3.7—23
Kernel 15—11 133— 101 59—35
SPECjbb| 1.2—04 112— 35 78— 6.5

Table 1. CloudNet reduces bandwidth, total time, and pause time
during migrations over a 100Mbps link with shared disk.

marily caused by the switch to synchronous disk replicatiany
web request which involves a write to the database will seeeit
sponse time increased by at least the round trip latency &tm
incurred during the synchronous write. As a result, it isyvien-
portant to minimize the length of time for the memory migoatin
order to reduce this period of lower performance. After thgrax
tion completes, the response time drops to an average of &0 ms
in both cases due to the increased capacity available forithe
While both default Xen and CloudNet migrations do suffer a
performance penalty during the migration, CloudNet's mjta-
tions reduce the memory migration time from 210 to 115 sesond
a 45% reduction. CloudNet also lowers the downtime by hedfnf
2.2 to 1 second. Throughout the migration, CloudNet’s mgmor
and disk optimizations conserve bandwidth. Using a 100Mihea
CloudNet reduces the memory state transfer from 2.2GB GR.5
Further, the seamless network connectivity provided byCioeid-
Net infrastructure prevents the need for any complicatevd/ank
reconfiguration, and allows the application to continue cami-
cating with all connected clients throughout the migratidhis is
a significant improvement compared to current cloud bugdtich-
niques which typically cause lengthy downtime as applicatiare
shutdown, replicated to the second site, and then rebootdgbir
new location.

4.5 Disk Synchronization

Storage migration can be the dominant cost during a migratio
terms of both time and bandwidth consumption. The DRBD syste
used by CloudNet transfers disk blocks to the migrationidagon
by reading through the source disk at a constant rate (4Md1d)
transmitting the non-empty blocks. This means that whieRRC-
W application in the previous experiment was allocated aB0G
disk, only 6.6GB of data is transferred during the migration

The amount of storage data sent during a migration can be fur-
ther reduced by employing redundancy elimination on thé dis
blocks being transferred. Using a small 100MB redundanicy-el
ination cache can reduce the transfer to 4.9GB, and a la@Br 1
cache can lower the bandwidth consumption to only 3.6GBceSin
the transfer rate is limited by the disk read speed, disk atiigmn
takes the same amount of time with and without CloudNet's- opt
mizations; however, the use of content based redundanayfisig
cantly reduces bandwidth costs during the transfer.

4.6 Memory Transfer

Here we discuss the benefits provided by each of our optimizat
for transferring memory state. To understand each optiioiza
contribution, we analyze migration performance using VMs-a
cated 1GB of RAM running each of our three test applicatioves;
create the VMs on a shared storage device and perform th@migr
tions over a 100 Mbps link with 20 msec RTT in our local testbed

Figure 9 shows each of CloudNet'’s optimizations enabled ind
vidually and in combination. We report the average improsem
in total time, pause time, and data transferred over foueatsul
migrations for each optimization. Overall, the combinatif all
optimizations provides a 30 to 70 percent reduction in thewrh
of data transferred and total migration time, plus up to a 6%
duction in pause time. Table 1 lists the absolute performanfc
migrations with the default Xen code and with CloudNet'si-opt
mizations.
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Smart Stop: The Smart Stop optimization can reduce the data
transferred and total time by over 20% (Figure 9). Using $mar
Stop lowers the number of iterations from 30 to an average of 9
7, and 10 iterations for Kernel Compile, TPC-W, and SPECjbb
respectively. By eliminating the unnecessary iterati@mart Stop
saves bandwidth and time.

Smart Stop is most effective for applications which havergda
working set in memory. In TPC-W, memory writes are spread

Data Transfer (MB)| Page Delta

lter 1 | lters 2-30 | Savings (MB)
TPC-W 954 315 172
Kernel 877 394 187
SPECjbb | 932 163 127

Table 2. The Page Delta optimization cannot be used during the
first iteration, but it provides substantial savings dutimg remain-
ing rounds.

Redundancy Elimination: Figure 11 shows the amount of
memory redundancy found in each applications during nignat
over a 100 Mbps link when each memory page is split into four
blocks. SPEC|bb exhibits the largest level of redundanowéver,
the majority of the redundant data is from empty “zero” pages
contrast, a kernel compilation has about 13% redundaneyhiwh
less than half is zero pages. The CBR optimization elimimate
this redundancy, providing substantial reductions in tialtdata
transferred and migration time (Figure 9). Since CBR canielte
redundancy in portions of a page, it also can significantiyelo
the pause time since pages sent in the final iteration oftee ha
only small modifications, allowing the remainder of the page
match the CBR cache. This particularly helps the kernel dlemp
and TPC-W migrations which see a 40 and 26 percent reduction
in pause time respectively. SPECjbb does not see a larges paus
time reduction because most of the redundancy in its mensory i
in unused zero pages which are almost all transferred dihieg
migration’s first iteration.

Page DeltasThe first iteration of a migration makes up a large
portion of the total data sent since during this iteratiaaigjority
of a VM's memory—containing less frequently touched pages—
transferred. Since the Page Delta optimization relies dactiag
memory addresses that have already been sent, it can onkebe u

across a database, and thus it sees a large benefit from ihe opt from the second iteration onward, and thus provides a smalle

mization. In contrast, SPECjbb repeatedly updates a snmatieon
of memory, and these updates occur fast enough that thetinigra
algorithm defers those pages until the final iteration. Aesult,

overall benefit, as seen in Figure 9.
Table 2 shows the amount of memory data transferred durang th
firstand remaining iterations during migrations of eachliappon.

only a small number of pages would have been sent during the in While the majority of data is sent in the first round, durireg@tions

termediate iterations that Smart Stop eliminates.

Figure 10 shows the total number of pages sent in each tearati
as well as how much of the datafisa-meaning it does not need
to be retransmitted in a later iteration—during a TPC-W atign.
After the second iteration, TPC-W sends over 20MB per itenat
but only a small fraction of the total data sent is final-thst is
resent in later iterations when pages are modified againrtStap
eliminates these long and unnecessary iterations to retiadetal
data sent and migration time.

2 to 30 the Page Delta optimization still significantly redsi¢he
amount of data that needs to be sent. For example, TPC-W sees a
reduction from 487MB to 315MB, a 36 percent improvement.
Currently, the Page Delta optimization does not reduce awigr
tion time as much as it reduces data transferred due to iegfties
in the code. With further optimization, the Page Delta téghe
could save both bandwidth and time.
Results Summary: The combination of all optimizations im-
proves the migration performance more than any single tqubn

Smart Stop is also able to reduce the pause time of the kernelWhile the Page Delta technique only comes into effect after t

compile by over 30% (Figure 9(a)). This is because the canpil
tion exhibits a variance in the rate at which memory is modifie
(Figure 4(b)). The algorithm is thus able to pick a more iigeht
iteration to conclude the migration, minimizing the amoahtiata
that needs to be sent in the final iteration.

firstiteration, it can provide significant reductions in #maount of
data sent during the remainder of the migration. The CBRase
approach, however, can substantially reduce the time dfrdtet-
eration during which many empty or mostly empty pages arestra
ferred. Finally, Smart Stop eliminates many unnecessargtiopns
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Figure 12. Decreased bandwidth has a large impact on migration
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the migration process, but may impact application perfarreadue to synchronous disk replication.

and combines with both the CBR and Page Delta techniquegito mi
imize the pause time during the final iteration.

4.7 Impact of Network Conditions

We next use the network emulator testbed to evaluate thecingpa
latency and bandwidth on migration performance.

Bandwidth: Many data centers are now connected by gigabit
links. However, this is shared by thousands of servers,ebahd-
width that can be dedicated to the migration of a single apgibn
is much lower. In this experiment we evaluate the impact ofdba
width on migrations when using a shared storage system. We va
the link bandwidth from 50 to 1000 Mbps, and maintain a camtsta
10 msec round trip delay between sites.

Figure 12 compares the performance of default Xen to Cloud-
Net's optimized migration system. We present data for TPC-W
and SPECjbb; the kernel compile performs similar to TPC-\& D
creased bandwidth increases migration time for both agfpdios,
but our optimizations provide significant benefits, patacy in
low bandwidth scenarios. CloudNet also substantially cedithe
amount of data that needs to be transferred during the riogriae-
cause of redundancy elimination, page delta optimizatiwhtae
lower number of iterations, as seen in Figure 13(a-b).

CloudNet's code presently does not operate at linespeed whe
the transfer rate is very high (e.g. about 1Gbps or higiezrVM
transfel). Thus in high bandwidth scenarios, CloudNet reduces the
data transferred, but does not significantly affect thd tatgration
or pause time compared to default Xen. We expect that further
optimizing the CloudNet code will improve performance iesk
areas, allowing the optimizations to benefit even LAN miigira.

Latency: Latency between distant data centers is inevitable due
to speed of light delays. This experiment tests how latemgaicts
migration performance as we adjust the delay introducedhby t
network emulator over a 100Mbps link. Even with TCP settiogs
timized for WAN environments, slow start causes perforneatac
decrease some as latency rises. CloudNet’s optimizatidhgre-
vide a consistent improvement regardless of link latencghasvn
in Figure 13(c). While latency has only a minor impact on ltota
migration and pause time, it can degrade application pmidace
due to the synchronous disk replication required during\ive

migration. Fortunately, CloudNet’s optimizations cannsfigantly
reduce this period of lowered performance.

Results Summary: CloudNet's optimized migrations perform
well even in low bandwidth (50 to 100Mbps) and high latenag-sc
narios, requiring substantially less data to be transfieared reduc-
ing migration times compared to default Xen. In contrastdme
mercial products that require 622 Mbps per VM transfer, @Glou
Net enables efficient VM migrations in much lower bandwidtid a
higher latency scenarios.

4.8 Consolidation: Simultaneous Migrations

We next mimic an enterprise consolidation where four VMs-run
ning a distributed development environment must be tramst
from the data center in Texas to the data center in lllinog:Hof

the VMs has a 10GB disk (of which 6GB is in use) and is allocated
1.7GB of RAM and one CPU, similar to a “small” VM instance
on Amazon EC2 The load on the cluster is created by repeatedly
running a distributed kernel compilation across the fours/Whe
maximum bandwidth available between the two sites was medsu
as 465Mbps with a 27 msec round trip latency; note that beatttiwi
must besharedby the four simultaneous migrations.

We first run a baseline experiment using the default DRBD and
Xen systems. During the disk synchronization period a wita#.1
GB of data is sent after skipping the empty disk blocks. Thsk di
transfers take a total of 36 minutes. We then run the VM memory
migrations using the default Xen code, incurring an addél®45
second delay as the four VMs are transferred.

Next, we repeat this experiment using CloudNet's optimized
migration code and a 1GB CBR cache for the disk transfer. Our
optimizations reduce the memory migration time to only 8@-se
onds, and halves the average pause time from 6.1 to 3.1 second
Figure 14 compares the bandwidth consumption of each agiproa
CloudNet reduces the data sent during the disk transfer®@B1
and lowers the memory migrations from 13GB to 4GB. In totad, t

2Small EC2 instances have a single CPU, 1.7GB RAM, a 10GB root
disk, plus an additional 150GB disk. Transferring this é&rgisk would
increase the storage migration time, but could typicallystieeduled well

in advance.
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Figure 14. CloudNet saves nearly 20GB of bandwidth when si-
multaneously migrating four VMs.

data transferred to move the memory and storage for all fdds V
falls from 37.4GB in the default Xen case to 18.5GB when using
CloudNet’s optimizations.

Results Summary: CloudNet's optimizations reduce pause
time by a factor of 2, and lower memory migration time—when
application performance is impacted most—by nearly 3X. ddre-
bination of eliminating redundant memory state and dislckdo
can reduce the total data transferred during the migratjoavier
50%, saving nearly 20GB worth of network transfers.

4.9 Follow-the-Sun: Disk Synchronization

In a follow-the-sun scenario, one or more applications aoeed
between geographic locations in order to be co-located thigh
workforce currently using the application. In this expegith we
consider moving an application with a large amount of staigkb
and forth between two locations. We focus on the disk migrati
cost and demonstrate the benefits of using incrementalugidttes
when moving back to a location which already has a snapstt fr
the previous day.

We use the TPC-W web application, but configure it with a
much larger 45GB database. The initial migration of thik dikes
3.6 hours and transfers 51GB of data to move the databaseaind r
operating system partitions. We then run a TCP-W workloaitkwh
lasts for 12 hours to represent a full workday at the siteetthe
workload finishes, we migrate the application back to itgjioal
site. In this case, only 723MB of storage data needs to be-tran

Our vision for Virtual Private Clouds was initially propase
in [30]. Subsequently, Amazon EC2 launched a new serviae als
called “Virtual Private Clouds” which similarly uses VPNs se-
curely link enterprise and cloud resources. However, Amamses
IPSec based VPNSs that operate at layer-3 by creating s@&twar
tunnels between end hosts or IPSec routers. In contrastid€lo
Net focuses on VPNs provided by a network operator. Network
based VPNs are typically realized and enabled by multipaito
label switching (MPLS) provider networks, following the d'se
model” [12] and are commonly used by enterprises. Provideed
VPNSs can be either layer-3 VPNs following RFC 2547, or |lager-
virtual private LAN Service (VPLS) VPNs according to RFC 476
CloudNet relies on network based VPLS as it simplifies WAN mi-
gration, has lower overheads, and can provide additiomaition-
ality from the network provider, such as resource resesuati

LAN Migration: Live migration is essentially transparent to
any applications running inside the VM, and is supported logtm
major virtualization platforms [9, 18, 21]. Work has beeméddo
optimize migration within the LAN by exploiting fast intesnnects
that support remote memory access technology [17]. Jin baae
proposed using memory compression algorithms to optimize m
grations [19]. Breitgand et al. have developed a model baged
proach to determine when to stop iterating during a memogyani
tion [5], similar to Smart Stop. Their approach can allownthi®
more precisely predict the best time to stop, but it requiresnl-
edge of the VM’s memory behavior, and it is not clear how the
model would perform if this behavior changes over time. @lou
Net's CBR and Page Delta optimizations are simple forms of-co
pression, and more advanced compression techniques cald p
vide further benefits in low bandwidth WAN scenarios, althioat
the expense of increased CPU overhead. The Remus projeca use
constantly running version of Xen'’s live migration code tolt an
asynchronous high availability system [10]. Remus obtaitege
benefit from an optimization similar to CloudNet’s Page Bétich-
nigue because it runs a form of continuous migration whegega
see only small updates between iterations.

WAN Migration: VMware has announced limited support for
WAN migration, but only under very constrained conditio622

ferred since the snapshot from the previous day is used asea ba MBps link bandwidth and less than 5 msec network delay [29].

image. This reduces the migration time to under five minuias,
the disk and memory migrations can be performed transpgrent
while workers from either site are accessing the applicafitis il-
lustrates that many applications with large state sizesajlg only
modify relatively small portions of their data over the ceiof a
day. Using live migration and incremental snapshots allapli-
cations to be seamlessly moved from site to site for religtiittie
cost and only minimal downtime.

5. Related Work

Cloud Computing: Armbrust et al provide a thorough overview
of the challenges and opportunities in cloud computing TBre
are several types of cloud platforms, but we focus on Infuastire
as a Service (laaS) platforms which rent virtual machine stod
age resources to customers. InterCloud explores the itémt
federated cloud platforms to provide highly scalable s&wi[6];
CloudNet seeks to build a similar environment and uses WAN mi
gration to move resources between clouds and businesses.

Private Clouds & Virtual Networks: The VIOLIN and Virtu-
0s0 projects use overlay networks to create private grofipd/s
across multiple grid computing sites [23, 25]. VIOLIN alsaps
ports WAN migrations over well provisioned links, but doest n
have a mechanism for migrating disk state. Overlay netwprk a
proaches require additional software to be run on each bostate
network tunnels. CloudNet places this responsibility anributers
at each site, reducing the configuration required on endghost

CloudNet seeks to lower these requirements so that WAN tidgra
can become an efficient tool for dynamic provisioning of teses
across data centers. Past research investigating migraftidMs
over the WAN has focused on either storage or network coscern
Bradford et al. describe a WAN migration system focusing ifin e
ciently synchronizing disk state during the migration;ytheodify
the Xen block driver to support storage migration, and caottie
VM disk accesses if writes are occurring faster than whantte
work supports [4]. Shrinker uses content based addressidetect
redundancy acrosaultiple hosts at the destination site during VM
migrations [22]. This could allow it to reduce bandwidth tsosom-
pared to CloudNet, but exposes it to security concerns dhash
collisions, although the likelihood of this can be boundEde VM
Turntable Demonstrator showed a VM migration over inteticon
nental distances with latencies of nearly 200 msec; thédigeti-
gabit lightpath links, and like us, find that the increasegray
has less impact on performance than bandwidth [27]. Harhaly e
propose the use of Mobile IPv6 to reroute packets to the VM af-
ter it is moved to a new destination [15]; this provides thadji

of supporting layer-3 connections between the VM and digmit
the authors report a minimum downtime of several secondsalue
the Mobile IP switchover, and the downtime increases funthith
network latency. In this work, we leverage existing mechans to
simplify storage migration and network reconfigurationd gmo-
pose a set of optimizations to reduce the cost of migratiorew
bandwidth and high latency environments.



6. Conclusions

The scale of cloud computing is growing as business apjitat
are increasingly being deployed across multiple global danters.
We have built CloudNet, a prototype cloud computing platfor
that coordinates with the underlying network provider teate
seamless connectivity between enterprise and data cetesr s
as well as supporting live WAN migration of virtual machines
CloudNet supports a holistic view of WAN migration that hkesd
persistent storage, network connections, and memory stitie
minimal downtime even in low bandwidth, high latency segtin
While existing migration techniques can wastefully senghgm
or redundant memory pages and disk blocks, CloudNet is opti-
mized to minimize the amount of data transferred and lowetks b
total migration time and application-experienced dowetirRe-
ducing this downtime is critical for preventing applicatialis-
ruptions during WAN migrations. CloudNet's use of both asyn
chronous and synchronous disk replication further mingsithe
impact of WAN latency on application performance during mi-
grations. We have demonstrated CloudNet’s performanceotin b
a prototype deployed across three data centers separateeby
1,200km and a local testbed. During simultaneous migratimfhn
four VMs between operational data centers, CloudNet'snugé-

tions reduced memory transfer time by 65%, and saved 20GB in

bandwidth for storage and memory migration.
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