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Interactive Anomaly Detection in Dynamic
Communication Networks
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Abstract— Network flows are the basic components of the
Internet. Considering the serious consequences of abnormal
flows, it is crucial to provide timely anomaly detection in
dynamic communication networks. To obtain accurate anomaly
detection results in dynamic networks, supervision from experts
is highly demanded. However, to obtain high-quality ground
truth of abnormal flows, we suffer from two major problems:
(1) limited labor resources: experts with the latest domain
knowledge are much fewer than the large number of flows;
and (2) dynamic environment: considering the new abnormal
patterns (i.e., new attacks) and continuously changing network
structures, it requires timely supervision to adaptively update
the parameters. To tackle these problems, we propose HADDN,
a novel bandit framework for periodic-updated anomaly detec-
tion in dynamic communication networks. We formulate the
task as a bandit problem, where by interactions, supervision
is offered by human experts to provide the ground truth to
a fraction of flows. We construct semi-parametric expected
rewards to optimize the estimation of flows’ abnormality in
limited interactions. Also, we utilize feature-based clusters and
structural correlations to make connections between historical
flows and new flows to improve both efficiency and accuracy of
abnormality estimation. What’s more, we provide two implemen-
tations for the semi-parametric expected reward of the proposed
HADDN with theoretical proof. Experimental evaluations on
public datasets demonstrate the substantial improvement of our
proposed approaches compared to state-of-art anomaly detection
methods.

Index Terms— Anomaly detection, interactive learning,
dynamic networks, communication networks, semi-parametric
bandits.
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I. INTRODUCTION

INTERNET is becoming an essential part of our daily life.
As necessary components of the Internet, network flows

have attracted much attention. Especially, abnormal flows
can have great negative impacts on users and Internet-based
companies and will lead to catastrophic costs. Thus, to keep
the Internet secure, it is crucial to provide timely detection on
abnormal flows in dynamic communication networks. Note
that, anomaly detection is an umbrella term that aggregates
many different tasks, e.g., novelty detection, outlier detection
and rare event detection [1]. In this paper, as attacks are
employed to jeopardize cyber security and will incur much
higher costs than other abnormality types in communication
networks, we refer “abnormality” to abnormal flows with
attacks (e.g., denial-of-service, infiltration or port scan), and
aim to detect these abnormal flows by their dynamic context.

Considering the sparsity of abnormal flows and the abun-
dance of normal flows [1]–[3], it is difficult to learn abnormal
patterns from limited abnormal flows, and the imbalanced
ratio of abnormal and normal flows makes it hard to learn
unbiased classifiers to distinguish the abnormal flows from
the vast normal ones. To tackle these problems, most of
the existing works are conducted in a fully unsupervised or
supervised way [4]–[8]. Unsupervised models [4]–[6] do not
require labels but they can apply only to attacks with distinct
characteristics (such as DoS attack with bursty traffic flows).
For supervised models [7], [8], although they can accurately
detect abnormal flows based on the balanced adequate numbers
of labeled normal and abnormal flows, most of these works are
for static works. With fixed labels, they cannot adapt to the new
communication networks with new abnormal patterns. Thus,
to adapt to the dynamic environment, we need continuous
supervision from experts.

It is very challenging to continuously provide high-quality
labels for anomaly detection in dynamic communication net-
works due to the following two reasons. First, labor resources
are limited. To find the potential abnormal flows among the
vast normal ones, it requires a large number of experts with
the latest domain knowledge. Manually offering high-quality
labels for all data is labor and time consuming, which is
impractical. Second, the network is dynamic. New attacks keep
arising in the dynamic networks, and can not be detected based
on prior labels. Also, the adversarial attacks can add carefully
crafted small perturbations to make prior knowledge lose effi-
cacy [9], [10]. There are some initial attempts to reduce lim-
itation from prior labels in a semi-supervised way [11]–[14].
The most relevant work among them is GraphUCB [11] which
utilizes multi-armed bandits to conduct anomaly detection with
limited feedback from experts. However, it is designed for
static networks, where features and structures of each arm do
not change with time. In dynamic communication networks,
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for flows from the same OD pair (Origin and Destination node
pair), both the abnormality degree and the abnormal pattern are
changing (i.e., the origin can sometimes send abnormal flows
and sometimes send normal ones to the same destination, and
different kinds of attacks happen between the same OD pair).
Correspondingly, the features and structures are changing,
and models on historical labels of these flows can even
have negative effects. It is difficult for the existing works to
adapt to the new environment especially with limited labor
resources.

With the above concerns, we aim to conduct interactive
anomaly detection in dynamic communication networks with a
small amount of supervision. By interactions, supervision can
be provided by human experts and there is high possibility to
obtain the ground truth for a small number of flows. The main
challenges are (i) how to effectively detect abnormal flows
with limited supervision; and (ii) how to adapt to the dynamic
communication networks for anomaly detection. In detail, for
the first challenge, with limited interactions, there is a dilemma
between exploiting historical received labels and exploring
flows of new abnormal patterns, where multi-armed bandits
are widely used to solve this dilemma. To improve efficiency
ad accuracy, we utilize semi-parametric bandits for interactive
learning based on the parametric and non-parametric models,
respectively. However, since the existing semi-parametric ban-
dits are proposed for recommender systems, and cannot fit the
dynamic networks with the new evolving abnormal patterns
and continuously changing structures. To adapt to the dynamic
networks and tackle the second challenge, we have several
observations: in terms of flow features, abnormal flows with
similar attacks have similar flow features, which can provide
a quick estimation on the abnormality of new flows; and for
flow sequences, attackers have high probability to conduct
a sequence of abnormal flows towards the target victims,
thus origin and destination nodes of each flow can help
indicate flows’ abnormality. These observations can be utilized
to optimize the abnormality estimation results in dynamic
networks.

In this paper, we propose a novel Human-in-the-loop
framework for Anomaly Detection in Dynamic communi-
cation Networks, HADDN, which utilizes contextual ban-
dits to detect abnormal flows in dynamic communication
networks with periodic supervision. In detail, we build
semi-parametric expected reward to estimate the abnormality
based on feature-based clusters and structure characteristic
vector for each flow, sharing parameters among flows in each
cluster based on the similarities to old flows, and utilizing
each flow’s origin and destination nodes’ historical behaviors
to improve the efficiency and accuracy of the abnormality
estimation in a dynamic environment. Based on the dynamic
expected rewards, we propose to implement two models to
adapt to the new communication networks, strategically select-
ing flows to present to experts and updating the anomaly
detection model with the new received labels. Our major
contributions are summarized as follows:

• We model the problem of interactive anomaly detec-
tion in dynamic communication networks, translating the
online stochastic optimization problems into one bandit
task;

• We propose HADDN, a periodic update framework
for adaptive anomaly detection with the full advan-
tage of limited labels in dynamic communication
networks;

• We novelly define the dynamic expected reward by uti-
lizing feature-based clusters and structural correlations to
help increase the adaptiveness to the dynamic networks
for anomaly detection;

• We introduce two implementations for the semi-
parametric expected reward of HADDN with theoretical
proof; and

• We demonstrate the substantial improvement of our
proposed approaches compared to state-of-art anomaly
detection methods.

II. RELATED WORK

A. Anomaly Detection in Communication Networks

It is important to keep communication networks safe and
secure, as they are the foundation of various Internet appli-
cations. Thus, anomaly detection in communication networks,
which aims to detect abnormal flows, is essential. Except those
designed for communication networks [2], [3], [15], [16],
some existing anomaly detection methods can also work
for communication networks, and we categorize them into
unsupervised, supervised and semi-supervised ones.

First, for the unsupervised models [4]–[6], these algorithms
are designed for some special attacks with distinct character-
istics. For example, Pang et al. [4] obtain the refined anomaly
detection results based on iterative selecting distinguishable
features. Eswaran et al. [5] conduct anomaly detection based
on observations that abnormal flows tend to occur as bursts
of activity and will connect parts of the networks which
are sparsely connected. As these works treat abnormality in
communication networks as general outliers, they can only
detect characteristic abnormal flows and can not adapt to
different kinds of changing attacks in the dynamic networks.

Second, for the supervised anomaly detection
models [7], [8], they can achieve good detection results
with balanced numbers of labeled normal and abnormal
flows. For example, Zhou et al. [7] utilize DNN to train a
classifier to detect internet intrusion attacks. However, they
are for static networks and labels should keep adequate and
balanced, which is unrealistic for dynamic networks.

Third, in order not to be limited to the small num-
bers of abnormal labels, some semi-supervised detection
works [13], [14] assume that anomalies have different char-
acteristics from the normal ones, and fully depend on labeled
normal flows. However, they will be subject to the same limita-
tion as unsupervised ones, only work for characteristic attacks.
To detect different kinds of attacks, some works utilize active
learning to present unlabeled data to experts, and incremen-
tally update models based on new labels [11], [12], [17], [18].
For example, Ding et al. [11] utilize bandits algorithm to
select the most abnormal ones to query experts, treating
instances in a community as the same arm. Zha et al. [12]
utilize reinforcement learning to learn a meta-policy for query
selection to maximize the labeled anomalies. However, these
works can only work in static networks, and they do not
consider the dynamic abnormal patterns and continuously
changing structures of each instance, which will greatly reduce
the effectiveness of anomaly detection in dynamic networks.

Different from the aforementioned works, we aim to exploit
contextual information to detect abnormal flows for vari-
ous attack types, and investigate semi-parametric bandits to
improve the efficiency and accuracy of anomaly detection in
dynamic communication networks.
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B. Contextual Multi-Armed Bandits

Multi-Armed Bandit (MAB) based models are widely used
for active learning, especially in recommender systems [19].
It is usually formulated as a system of many base arms, where
the learning agent pulls one arm in every interaction, gets a
reward from the environment and tries to maximize the cumu-
lative rewards based on the observed reward. Generally, MAB
algorithms can be categorized into two categories, i.e., the
classical ones (with non-parametric expected reward) and
the contextual ones (with parametric expected reward) [20].
The classical non-contextual MAB algorithms [21], [22] have
no contextual features, among which, upper confidence bound
(UCB) [21] and Thompson sampling [22] are the most popular
ones. For contextual bandits, by utilizing contextual features,
they achieve great efficiency especially when the number of
arms is large, and have attracted increasing attention in recent
years [23]–[25].

To further increase the efficiency and effectiveness, some
works utilize clusters to build contextual bandits models with
shared parameters [26]–[29] for personalized recommendation.
For example, Gentile et al. [26] assume users within each
group tend to provide similar feedback to different arms, thus
they utilize the confidence bound to build user clusters, and
share parameters across users in the same cluster. Li et al. [27]
not only group users but also group items (e.g., arms) based on
the similarity of clusterings induced over the users. Although
the set of items and users can be changing, they are based
on the assumption that users tend to give different feedback
on the same arm and the characteristic of each arm do not
change, which is completely different to the bandit settings
of anomaly detection. For anomaly detection, the abnormal
arms should always have a higher possibility to get reward 1,
thus different experts should provide similar feedback on the
same arm. Also, for each arm, both the abnormality degree and
the abnormal patterns are changing, thus the characteristics of
arms are changing. In summary, the existing works on the
clustering of bandits can not be adopted to anomaly detection
in dynamic communication networks.

Some works have utilized contextual MAB to detect anom-
alies, but most of these works are for outliers [30], [31].
For example, Zhuang et al. [30] identify abnormal arms
based on the assumption that their expected rewards deviate
significantly from most of the other arms. They do not
require interactions with human, and obtain rewards based on
reward expectation and standard deviation. Except for these
general outliers, to adapt to different kinds of abnormalities,
some works involve human interactions [11], [12], [32], [33].
However, these works ignore that the characteristics of flows
are frequently changing, and cannot adapt to the dynamic
communication networks. Thus, we propose to maintain the
detection accuracy in dynamic communication networks by
sharing the updated value to all flows in the same feature-based
cluster and updating semi-parametric expected rewards in each
interaction.

III. PROBLEM STATEMENT

We first introduce the notations used in this paper; for con-
venience, we summarize the main notations used throughout
the paper in Table I. All estimated notations are attached with a
hat like â, and the optimal results are attached with an asterisk
like a∗. Other notations will be explained in the corresponding
sections.

Assuming there are {1, . . . , t, . . . , T} time periods, the set
Dt is made up of flows appearing in the t-th time period.

TABLE I

TABLE OF MAIN NOTATIONS

The feature matrix of all flows across all time periods is
denoted as X. The feature matrix of flows on Dt is Xt ∈
R

|Dt|×d, and xt,a ∈ R
d is the a-th row of Xt. To characterize

flow a from various aspects, we construct d-dimension feature
vector xt,a for each flow a with both flow package attributes
(e.g., duration) and structural attributes (e.g., counts of flows
with the same destination node in the past two seconds) [34].
The OD pair of each flow a is maintained in P , where
Pa = (i, j).

As shown in Fig. 1, in the dynamic networks, both abnormal
patterns (i.e., attacks) and network structure change with
time. To adapt to the new communication network, we pro-
vide K labels in each time period for the periodic update.
In detail, in the t-th network, we provide K labels on Dt to
update the model; and before the next periodic update in the
(t + 1)-th network, we can detect anomalies on Dt+1 with the
updated model.

Although both labeled abnormal and normal flows can
improve the performance of anomaly detection, it has
been demonstrated that the labeled anomalies provide more
help than the normal ones [32] and our experiments in
Section VII-D also provide evidence for this observation. Thus
we formally define our problem as follows

Given flow feature matrix X and their corresponding OD
pair set P , by interactions with experts, we aim to: (1) in each
time period t, maximize the number of labeled abnormal flows
within K interactions, including the new-attack ones; and
(2) in each time period t+1, maximize the detected abnormal
flows based on labels received before t + 1.

IV. PROPOSED FRAMEWORK HADDN

In this section, we propose the framework HADDN and
translate our two problems into one bandit task. We first
provide an overview of the proposed framework.

A. Framework Overview

In dynamic communication networks, new attacks keep
arising and can not be characterized by static models. In order
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Fig. 1. An illustration of HADDN.

to adapt to new communication networks, we propose a
novel Human-in-the-loop framework for Anomaly Detection in
Dynamic communication Networks (HADDN). An overview
of HADDN is shown in Fig. 1. We divide the framework
into two parts, i.e., the periodic update and the anomaly
detection. (1) For the periodic update, in each time period,
we select flows to present to experts and update the anomaly
detection model with the new received labels. The parameter
update component helps increase the adaptiveness to the new
networks, and the selection policy component will directly
decide the number of labeled anomalies. (2) For the anomaly
detection, we estimate the abnormality vector r̂t+1 ∈ R

|Dt+1|
for flows on Dt+1 by the model learned from the received
labels before t + 1. The dynamic abnormality estimation
component will not increase the number of detected anomalies
but also help the selection policy to exploit historical labels.

There are many similarities between the task of maximizing
the number of labeled abnormal flows and the task of maximiz-
ing the number of detected abnormal flows. The difference is
that the labeling process needs experts’ participation to adapt
to the new networks, while the process of detecting abnormal
flows does not need experts but a trained detection model.
As the dynamic abnormality estimation is a part of selection
policy, we translate our two maximization problems into one
bandit task, maximizing the labeled abnormal flows in the
continuously changing networks with limited labor resources.

B. Contextual Bandits for Dynamic Communication Networks

Bandits are widely used to find the optimal tradeoff between
exploring new possibilities and exploiting historical experi-
ences [35]. To adapt to new networks, we utilize contextual
bandits to maximize the labeled abnormal flows and improve
anomaly detection performance accordingly. In bandits prob-
lems, there are multiple arms, where each arm has a probability
pa to get reward 1, and 1− pa to get 0. In each time period,
we can try K times, and one arm can be pulled each time.
In our scenario, we regard each OD pair as an arm, and
flows from some OD pairs have a higher possibility to be
abnormal. Flows of each arm can be treated as an outward
manifestation of abnormality, and will also be represented
as a for simplification. If the k-th presented flow on Dt is
abnormal, we will receive a reward r̃tk

= 1. To maximize
the accumulated rewards in K times interactions, the selection

policy will be updated based on the received reward (i.e., label)
after each interaction.

To estimate the abnormality (or reward) rt,a of each arm
a on Dt, contextual bandits utilize the feature vector xt,a to
increase the convergence speed. The expected reward is

rt,a = f(xt,a,Ω∗
a), (1)

where f(xt,a,Ω∗
a) is a parametric reward function, Ω∗

a is the
optimal feature weight for arm a.

We define the history set Ftk
= {xν,aντ

, aντ , r̃ντ |(ν, τ) ∈
Ψtk
}, where aντ is the selected flow of the τ -th interaction

on Dν . The history index Ψtk
is constructed by the historical

interactions before the k-th interaction on Dt, thus ν ∈
{1, · · · , t} and τ ∈ {1, · · · , k−1}. Given FTK+1 , the optimal
function parameter can be obtained by

Ω∗
a = argmax

Ωa

P (FTK+1 |Ωa). (2)

To maximize the number of labeled abnormal flows,
we need a policy that can maximize the cumulative reward.
As direct analysis of cumulative reward is not tractable,
the cumulative regret Reg(TK) of T ×K interactions is used
instead [11], [36], [37]

Reg(TK) =
T∑

t=1

K∑
k=1

(wt,a∗
tk

rt,a∗
tk
− wt,atk

rt,atk
), (3)

where a∗
tk

and atk
are the optimal arm and the selected arm.

To reduce the costs of abnormality, it is instinctive to give
expensive flows (i.e., with higher-cost attacks) higher weights,
and we provide weights wt,a∗

tk
and wt,atk

for a∗
tk

and atk
.

Also, with expensive flows, to increase the detection speed
and reduce costs, the scale of time periods should be small.
However, updating too often can lead to high labor expenses.
The flow weights (or costs) will affect the scale of time
periods. Considering the complexity to estimate the real costs
(e.g., based on flow locations, attack types and attack scales),
for simplification, we set wt,a = 1 to be the weight of any
arm a in each time period t with the pre-defined time scale.

C. Solution Analysis

Since we cannot obtain the FTK+1 at the beginning,
as shown in Fig.1, we update Ω̂tk,a for better abnormality
estimation (i.e., expected reward) r̂tk,a in each interaction.
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Algorithm 1 Proposed Framework HADDN
1: for t = 1, · · · , T do
2: for k = 1, · · · , K do
3: // Dynamic Abnormality Estimation
4: for a ∈ Dt do
5: Estimate E[r̂tk ,a|Ω̂tk,a]
6: // Model Implementation based on r̂tk,a

7: Select atk
by the Section Policy

8: Receive reward r̃tk
from experts

9: Update parameters to maximize P (Ftk+1 |Ω̂tk+1,a)
10: Detect anomalies by r̂t+1 before the (t + 1)-th update

Fig. 2. Feature-based clusters, where the bold denotes features of the flows
after t, the unbold are before t, and the red are labeled anomaly.

We describe the process of our bandit-based framework in
Algorithm 1. In detail, for the k-th interaction of Dt, we first
obtain the abnormality estimation E[r̂tk,a|Ω̂tk,a] for each arm
a on Dt from line 4 to 5. To maximize the labeled anomalies
in the new network, we implement our bandit model with the
estimation r̂tk,a, utilizing our selection policy to pursue the
tradeoff between exploitation and exploration in line 7, and
updating parameters for better abnormality estimation with
received rewards from line 8 to 9. After K times interactions,
we utilize the learned parameters Ω̂tK+1,a to detect anomalies
before the next periodic update, utilizing the abnormality
estimation r̂t+1 = {r̂t+1,a|a ∈ Dt+1} ∈ R

|Dt+1| based
on Eq.(1).

With the framework HADDN, there remains two challenges,
i.e., (1) how to construct the expected rewards E[r̂tk,a|Ω̂tk,a]
for accurate abnormality estimation, and (2) based on r̂tk,a,
how to accordingly implement the bandit model to maxi-
mize the labeled anomalies in the dynamic communication
networks. To tackle these two challenges, we will introduce
our dynamic abnormality estimation in Section V, and provide
two implementation algorithms in Section VI with derived
selection policy and parameter update procedures.

V. DYNAMIC ABNORMALITY ESTIMATION

Traditional contextual bandits construct expected reward
fully on the parametric function of features like Eq.(1) [35].
To provide better abnormality estimation for E[r̂tk,a|Ω̂tk,a],
we define the expected reward in a semi-parametric form,
utilizing feature-based clusters and historical flow sequences.

A. Modeling Feature-Based Clusters

In dynamic networks, as shown in Fig. 1 and Fig. 2,
new arms keep arising and abnormal patterns of each arm
are always changing. For example, flows a10 and a11 are

from new node pairs (n4, n7) and (n8, n4). Also, a3 and
a9 are from (n1, n4) but xa9 is very different to xa3.
To improve both efficiency and accuracy of adapting the
dynamic communication networks, we need to (1) speed up
the abnormality estimation of flows from new arms; and (2)
adjust the estimation result for new attacks.

First, as arms have different and changing characteristics
in dynamic networks, each arm will have its own parameters
θa in Eq. (1). For new arms, in order not to train parameters
from scratch and speed up the abnormality estimation process,
we utilize cluster-based parameters θc. Except for the speedup,
the θc will also help adapt to each arm’s changing abnormal
patterns. In other words, no matter which arm it is and how
it changes, flows from these arms are similar if they employ
similar attacks. As similar attacks will lead to similar flow
features [2], we classify flows into clusters based on features,
and flows in the same cluster c share the same θc. Thus, we can
transform the (t + 1)-th network in Fig. 1 into Fig. 2. Our
contextual reward is defined as

rt,a = f(xt,a, θc(a)), (4)

where c(a) is a clustering function for flow a.
To explain the interactive process, we take Fig. 1 and Fig. 2

as an example. In the t-th network, we construct clusters
based on the static features, and obtain the updated parameters
θc for each cluster based on K labels, where the reduced
parameters will still well estimate the expected rewards for
each arm with their personalized xt,a. In the (t+1)-th network,
to detect anomalies among the new flows (i.e., a9, a10 and
a11), we can quickly get the approximate expected rewards
by their cluster information. In detail, a9 is clustered into c1,
and a10 and a11 are clustered into c3. As a9 is in a cluster
most of which are labeled abnormal, and a11 is away from the
center of its cluster c3, thus a9 and a11 have a high chance
to be abnormal and will be presented to experts. In summary,
these cluster-based parameters will help speedup the detection
process while maintaining the accuracy of the expected reward
estimation for each time period.

Second, to adjust the estimation result for new abnormal
patterns, we utilize the non-parametric value bc(ak) as the
estimation bias to improve the accuracy.

rt,a = f(xt,a, θc(a)) + bc(a), (5)

where bc(a) is different from cluster to cluster. Since clustering
results are based on feature similarities [38], irrelevant features
will be eliminated before the clustering process. However,
new attacks show different dependencies on different features,
which may lead to different feature selection results. To well
fit the expected reward estimation for new attacks, the adap-
tive bias can greatly help alleviate the inappropriate features
problem for dynamic environment [39].

Any unsupervised feature selection and unsupervised clus-
tering can be adopted in our model. To utilize the mutual
effect of feature selection and clustering, we use MCFS
(Multi-Cluster Feature Selection) [40] to select features such
that the multi-cluster structure of the data can be well pre-
served. As to clustering, although there are new abnormal pat-
terns in dynamic networks, the number of attacks is relatively
steady. For example, there are different kinds of DoS attacks
(e.g., ping-of-death, syn flood, smurf), but these DoS attacks
have similar features and can be included in one cluster. Thus,
here we can fix the number of clusters and perform k-means
clustering for simplification. As to the similarity metrics for

Authorized licensed use limited to: Penn State University. Downloaded on July 25,2022 at 17:20:27 UTC from IEEE Xplore.  Restrictions apply. 



MENG et al.: INTERACTIVE ANOMALY DETECTION IN DYNAMIC COMMUNICATION NETWORKS 2607

Fig. 3. Two kinds of historical flow sequences.

k-means, since different similarity metrics can lead to different
clustering results, we utilize Euclidean distances here. That is
because some kinds of abnormal patterns (e.g., DoS attacks)
can lead increases of not only one feature. Although features’
absolute values greatly increase, the feature vectors’ relative
similarities between the abnormal flows and normal flows
(e.g., by cosine distances) may be similar. Also, we will
discuss incremental clustering in the next subsection.

B. Modeling Structural Correlations

Although the expected reward of flow a on the same origin
and destination node pair (i, j) is not fixed, the historical
flows where i or j are involved can still provide guidance
for anomaly detection. As shown in Fig. 3, abnormal flows
happen in a sequence, i.e., multi-step and multi-hop flow
sequences, where the previous detected abnormal flows will
increase the abnormal possibility of the upcoming flows [41].
For example, in Fig. 3(a), if a1 is detected as an anomaly, there
may come another abnormal flows based on the multi-step
flow sequences. Thus, the participation of n1 can increase a2’s
probability to be abnormal. Similarly, for the multi-hop flow
sequences a3 and a4 in Fig. 3(b), if a3 is a detected anomaly,
the participation of n4 will also increase a4’s probability to be
abnormal. In summary, for the origin and destination node i
and j of flow a, the frequency of i and j’s involvement of
abnormal flows can help estimate a’s abnormality.

With a small budget to receive feedback, the number
of detected abnormal flows is limited. Considering the
feature-based clusters in Section V-A, flows in the same cluster
share the similar expected reward, which means flows in some
of the clusters have a higher possibility to be abnormal. Thus
the frequency of i and j’s flows in these clusters can help
estimate a’s possibility to be abnormal. However, we do not
know which cluster is abnormal. What’s more, there are many
flows related to i or j, and these flows may be classified into
more than one cluster. It is still difficult to take advantage of
the structural correlation information.

In order to learn each cluster’s contribution to the abnormal-
ity estimation, we construct the structure characteristic vector
za ∈ R

C for each flow a, where each element z
(c)
a denotes

the accumulated number of its historical structural correlated
flows in the cluster c. We take a9 in Fig. 1 as an example.
Without considering the new emerged flows, the origin n1
of a9 has two flows in cluster c2 and two in c3, and the
destination n4 has one in c1 and one in c2, thus we have
za9 = [1, 3, 2] based on flows of Dt. The involvement of
c1 and c2 (i.e., clusters with many labeled abnormal nodes)
would contribute to a9’s abnormality estimation. To utilize
the clustering statistic information zt,a based on the historical
structure correlations, the expected reward is

rt,a = f(xt,a, θc(a)) + g(zt,a, ρ) + bc(a), (6)

where ρ is a parameter vector shared to all arms, as it evaluates
the abnormality of each cluster and will not be affected by each
individual arm. Note that the initial motivation of clustering is
to utilize the arms’ current attacks, but structural correlations
can only help detect anomalies based on historical abnormal
flows and are not related to exact abnormal patterns. Thus,
structural correlations should not join the clustering process.

In the (t + 1)-th network, if new attacks make the cor-
responding flows largely deviate the existing feature-based
clusters, the fixed number of clusters is not suitable to provide
an accurate expected reward estimation for these flows any
more. Besides, it will affect the parameter optimization of
the existing clusters and further decrease the detection perfor-
mance. To tackle these problems, we can utilize incremental
clustering [42], [43] for more precise and adaptive clustering
results. Although g(·) can be defined unaffected by the updated
dimensions of zt,a and ρ, the corresponding cluster-related
parameters θc and bc for the new cluster should be trained
from scratch, which will decrease the model efficiency to some
degree. There is a tradeoff between accuracy and efficiency.

VI. SEMI-PARAMETRIC IMPLEMENTATION

To achieve accurate and efficient anomaly detection
results for the dynamic communication networks, we utilize
feature-based clusters and structural correlations to define the
reward rt,a in a semi-parametric form by Eq. (6). Although
the E[r̂tk,a|Ω̂tk,a] can help estimate the abnormality with
exploitation of historical labels, it is still important to explore
new possibility, especially for new attacks. In order to meet the
balance between exploration and exploitation in dynamic com-
munication networks, we provide two semi-parametric linear
implementations based on two widely-used bandit strategies,
i.e., Upper Confidence Bound (UCB) [21] and Thompson
Sampling (TS) [22], to select flows to present to experts and
update parameters to maximize P (Ftk+1 |Ω̂tk+1,a) accordingly.

We first define the linear expected reward. There are plenty
of parametric functions for f(·) and g(·), among which, linear
function is the most widely used. In this work, we utilize linear
function for the parametric part of the expected reward in the
t-th interaction, i.e., f(xa, θc(a)) = xT

a θc(a) and g(za, ρ) =
zT

a ρ, where θc(a) ∈ R
d and ρ ∈ R

C . The expected reward is

ra = xT
a θc(a) + zT

a ρ + bc(a), (7)

Note that, as algorithms are the same for each time period t,
we utilize k, xak

, zak
to denote tk, xt,atk

and zt,atk
in the

following sections for notation simplification.

A. UCB-Based Strategy

Upper Confidence Bound is widely used to explore new
possibilities based on expected rewards. As an UCB-based
algorithm, to minimize accumulated regret Reg(TK), there
are two steps in the k-th interaction of each Dt:

• Selection Policy: Calculate the upper confidence bounds
(UCBs) Uk for the expected rewards, and select the arm
ak with highest UCB to present to experts; and

• Parameter Update: Update parameters to maximize
P (Ftk+1 |Ω̂tk+1,a) with the new received reward r̃k for
improve the estimation of both expected rewards and
UCBs in the (k + 1)-th interaction.

To provide the implementable algorithm, we first derive the
UCBs based on the proposed expected reward in Eq. (6),
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and will introduce the corresponding parameter update in the
following subsections.

1) Selection Policy: As the non-parametric part bc(ak) is the
bias of the received reward and the expected reward, we define
b̂k,c(ak) = r̄k,c(ak)− f̄(xak

, θ̂c(ak))− ḡ(zak
, ρ̂), where r̄k,c(ak)

is the average of received rewards of arms in cluster c(ak),
f̄(xak

, θ̂k,c(ak)) + ḡ(zak
, ρ̂k) represents the average of

expected rewards of arms in c(ak). Let oc(ak) denote the
number of received rewards of arms in c(ak) before k-th
interaction, we can define r̄k,c(ak) = 1

oc(ak)

∑oc(a)
τ=1 r̃τ ,

f̄(xak
, θ̂k,c(ak)) = 1

oc(ak)

∑oc(ak)

τ=1 xT
τ,aτ

θ̂k,c(ak) and

ḡ(zak
, ρ̂k) = 1

oc(ak)

∑oc(ak)

τ=1 zT
τ,aτ

ρ̂k. Accordingly,
we have the average optimal expected reward
r̄∗k,c(ak) = f̄(xak

, θ∗
c(ak)) + ḡ(zak

, ρ∗) + b∗c(ak) for the
optimal expected reward r∗k,a of each a in cluster c(ak)
based on the optimal parameters b∗c(ak), θ∗

c(ak) and ρ∗.
Next, to derive the upper bound of the expected reward
in Theorem 1, we divide it into three sub-equations, and
will first introduce Lemma 1, 2 and 3 to derive the three
sub-equations.

Lemma 1: Let αk = R
√−2ln(δ/2)/oc(ak), where R

is a positive scalar. If the received reward r̃k has a
R-sub-Gaussian tail ηk = r̃k−r∗k,ak

, i.e., E(eμηk) ≤ eR2μ2/2,
then, with probability at least 1− δ, we have

|r̄k,c(ak) − f̄(xak
, θ∗

c(ak))− ḡ(zak
, ρ∗)− b∗c(ak)| < αk. (8)

Proof: Since ηk is a zero-mean Gaussian noise lying in
[−R, R], by Hoeffding inequality, we have

P (|r̄k,c(ak) − f̄(xak
, θ∗

c(ak))− ḡ(zak
, ρ∗)− b∗c(ak)| < αk)

= P (|r̄k,c(ak)−r̄∗k,c(ak)| ≤ αk) = P (| 1
oc(ak)

oc(ak)∑
τ=1

ητ | ≤ αk)

≥ 1− 2 exp(−
2o2

c(ak)α
2
k∑

oc(ak)
(R − (−R))2)

) = 1− δ. (9)

which completes the proof. �
Lemma 2: With probability at least 1− δ/T , we have

|f(xak
, θ̂k,c(ak))− f̄(xak

, θ̂k,c(ak))
− f(xak

, θ∗
c(ak)) + f̄(xak

, θ∗
c(ak))| < βk (10)

where βk = (Rβ + 1)
√

ΔxT
k,ak

ΔA−1
k−1Δxak

=

(Rβ + 1)‖ΔxT
k,ak
‖ΔA−1

k−1
with Rβ =

√
1
2 ln 2KC

δ ,

Δxak
= xak

− 1
oc(ak)

∑oc(ak)

τ=1 xτ,aτ and ΔAk−1 =

Id +
∑oc(ak)

τ=1 Δxτ,aτ ΔxT
τ,aτ

.
Proof: As f(xak

, θ̂k,c(ak)) − f̄(xak
, θ̂k,c(ak)) −

f(xak
, θ∗

c(ak)) + f̄(xak
, θ∗

c(ak)) can be regarded as

(Δxak
)θ̂k,c(ak) − (Δxak

)θ∗
c(ak), this lemma can be proven

based on the Lemma 1 of [35], �
Lemma 3: With probability at least 1− δ/K , we have

|g(zak
, ρ̂k)− ḡ(zak

, ρ̂k) + ḡ(zak
, ρ∗)− g(zak

, ρ∗)| < γk,

where γk = (Rγ +1)‖ΔzT
k,ak
‖ΔB−1

k−1
, and Rγ =

√
1
2 ln 2KN

δ .
Let ok denote the number of received arms before the k-th
interaction, then Δzak

= zak
− 1

ok

∑ok

τ=1 zτ,aτ , ΔBk−1 =
IC +

∑ok

τ=1 ΔzT
τ,aτ

Δzτ,aτ .

Proof: As g(zak
, ρ̂k) − ḡ(zak

, ρ̂k) + ḡ(zak
, ρ∗) −

g(zak
, ρ∗) can be regarded as (Δzak

)ρ̂ − (Δzak
)ρ∗, this

lemma can be proven in the similar way of Lemma 2. �
Theorem 1: With probability at least 1− δ, we have:

|r̂k,ak
− r∗k| ≤ αk + βk + γk (11)

Proof: Based on Lemma 1, 2 and 3, we arrive at

|r̂k,ak
− r∗k| = |r̄k,c(ak) − f̄(xak

, θ̂k,c(ak))− ḡ(zak
, ρ̂k)

+ f(xak
, θ̂k,c(ak)) + g(zak

, ρ̂k)
− f(xak

, θ∗
c(ak))− g(zak

, ρ∗)− b∗c(ak)|
= |r̄k,c(ak)−f̄(xak

, θ∗
c(ak))−ḡ(zak

, ρ∗)− b∗c(ak)

+ f(xak
, θ̂k,c(ak))− f̄(xak

, θ̂k,c(ak))
− f(xak

, θ∗
c(ak)) + f̄(xak

, θ∗
c(ak))

+ g(zak
, ρ̂k)− ḡ(zak

, ρ̂k)
+ ḡ(zak

, ρ∗)− g(zak
, ρ∗)|

≤ αk + βk + γk (12)

which completes the proof. �
Based on Theorem 1, the upper confidence bound of

expected reward for each arm a in the k-th interaction is

Uk,a = f(xa, θ̂k,c(a))+g(za, ρ̂k)+ b̂k,c(a) + αk + βk + γk.

(13)

2) Parameter Update: In order to minimize the accumulated
regret Reg(TK), we need to learn the optimal coefficients
to estimate the expected rewards. Thus, we utilize ridge
regression [35] to learn the θ∗

c and ρ∗ that can best fit all
receive rewards r̃k by

K∑
k

(r̃k − xT
ak

θ∗
c(ak) − zT

ak
ρ∗)2 +

∑
c

‖θ∗
c‖2 + ‖ρ∗‖2, (14)

and b∗c can be obtained based on the θ∗
c , ρ∗ and Eq. (7).

In each interaction, the close-form estimation of the coef-
ficients can be achieved by setting the derivative of Eq. (14)
with respect to ρ̂k and θ̂k,c(ak) to be zero, and we have

ρ̂k = P−1
k Qk,

θ̂k,c(ak) = A−1
k,c(ak)(Bk,c(ak) −Ck,c(ak)ρ̂k), (15)

where we define Id ∈ R
d×d and IC ∈ R

C×C to be two identity
matrices, and

Pk = IC +
k∑

τ=1

zτ,aτ z
T
τ,aτ

,

Qk =
k∑

τ=1

zτ,aτ (r̃τ − xT
τ,aτ

θ̂τ,c(aτ)),

Ak,c(ak) = Id +
k∑

τ=1

xτ,aτ x
T
τ,aτ

,

Bk,c(ak) =
k∑

τ=1

xτ,aτ r̃τ , Ck,c(ak) =
k∑

τ=1

xτ,aτ z
T
τ,aτ

. (16)
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3) UCB-Based Online Learning Algorithm: With the
UCB-based strategy, we exploit historical feedback based on
the expected reward in Eq. (7) and explore new possibility by
the upper bound in Eq. (13). We summarize the UCB-based
online updating Algorithm 2. In each interaction, each flow
is evaluated by the UCB with Eq. (13). After we present the
arm with the highest UCB, we receive labels from experts, and
parameters can be updated by Eq. (15) based on the labels.
Taking the process in the t-th network as an example, we first
initialize the parameters and clusters from line 1 to 5, and
conduct K times interactions from line 7 to 26. Specially,
in each interaction, we estimate the UCBs for each arm in
line 10, present the arm with the highest Uk,a and receive
experts’ feedback in line 11. The parameter update is from line
13 to 25. As there are two coefficients θk and ρk, the update
of P and Q will be mutually affected by the A, B and C
in Eq. (15), we adopt the similar procedures as [36] in line
13 to 19. With the learned parameters, we detect anomalies
with r̂t+1 based on Eq.(6).

Based on Theorem 2, we bound the regret of UCB_HADDN
to Õ(

√
TKd), which is common in contextual bandits [21].

However, different from the existing algorithms, we separate
these interactions into T time intervals, thus we can keep
the freshness of labels to adapt to new communication net-
works and achieve better anomaly detection performance with
feature-based clusters and structural correlations.

Theorem 2: With probability at least 1−δ, the regret of the
algorithm is

O(
√

CTK ln δ +
√

TKd ln3(CTK ln(TK)/δ)

+
√

TKd ln3(NTK ln(TK)/δ)) (17)

Proof: With αk = R
√−2ln(δ/2)/oc(ak), βk = (Rβ +

1)‖ΔxT
k,ak
‖ΔA−1

k−1
and γk = (Rγ + 1)‖ΔzT

k,ak
‖ΔB−1

k−1
,

we have
T∑

t=1

K∑
k=1

αk≤O(
√

ln(δ)
∑

t

∑
k

1√
oc(ak)

) ≤ O(
√

CTK ln δ).

(18)

Then the regret can be proved by the Theorem 1 in [35]
with

T∑
t=1

K∑
k=1

βk ≤ O(
√

TKd ln3(CTK ln(TK)/δ)

T∑
t=1

K∑
k=1

γk ≤ O(
√

TKd ln3(NTK ln(TK)/δ). (19)

which completes the proof. �

B. TS-Based Strategy

Thompson Sampling [22] is another popular criteria to
meet the balance between exploitation and exploration, which
selects arms by sampling from the posterior distribution of
the optimal arm on candidate arms. As the optimal arm
is unknown, modeling the distribution of expected reward
is adopted. In each time step, we sample a reward from
the posterior distribution of expected reward for each arm,
present the arm with the largest sampled reward to the experts,
receive the label, and utilize the received labels to update the

Algorithm 2 UCB_HADDN
Input: X, P , Dt, K , C, d, R, δ
1: // Initialization
2: Construct C clusters with c(a) based on X, and construct

Z by P
3: P0 ← IC , Q0 ← 0C , o0 ← 0,

Rβ ←
√

1
2 ln 2TC

δ , Rγ ←
√

1
2 ln 2TN

δ ,

α0 ← R
√−2ln(δ/2), β0 ← α0, γ0 ← α0

4: for c ∈ C do
5: oc ← 0, A0,c ← Id, C0,c ← 0d×C , B0,c ← 0d×1

6: // In the t-th communication network
7: for k = 1, . . ., K do
8: // Select the presented flow based on r̂t,a

9: for a ∈ Dt do
10: Uk,a ← xT

a θ̂k,c(a) + zT
a ρ̂k + b̂k,c(a) + αk−1 + βk−1 +

γk−1

11: Choose ak = argmaxa∈Dk
Uk,a and get the feedback

r̃k from experts
12: // Parameter update
13: Pk ← Pk−1 + CT

k−1,c(ak)A
−1
k−1,c(ak)Ck−1,c(ak)

14: Qk ← Qk−1 + CT
k−1,c(ak)A

−1
k−1,c(ak)Bk−1,c(ak)

15: Ak,c(ak) ← Ak−1,c(ak) + xak
xT

ak

16: Ck,c(ak) ← Ck−1,c(ak) + xak
zT

ak

17: Bk,c(ak) ← Bk−1,c(ak) + xak
r̃k

18: Pk ← Pk + zak
zT

ak
−CT

k,c(ak)A
−1
k,c(ak)Ck,c(ak)

19: Qk ← Qk + zτ,ak
r̃k −CT

k,c(ak)A
−1
k,c(ak)Bk,c(ak)

20: ρ̂k+1 ← PkQk

21: oc(ak)+ = 1, ok+ = 1, z
c(ak)
ak + = 1

22: for c ∈ {1, . . . , C} do
23: θ̂k+1,c ← A−1

k,c(Bk,c −Ck,cρ̂k+1)
24: b̂k+1,c ← r̄k+1,c − f̄(xa, θ̂k+1,c)− ḡ(za, ρ̂k+1)
25: Update αk, βk, γk based on Lemma 1, 2 and 3
26: Dt ← Dt − {ak}
27: Detect anomalies by r̂t+1, a before the (t + 1)-th update

reward distribution. As the optimal arm receives the highest
expected reward, such a sampling process is equivalent to
direct sampling from the posterior distribution of the optimal
arm on candidate arms.

For TS, Bayesian regret is widely used to minimize expec-
tation of accumulated regret Reg(TK) as

BayesRegret(TK) = E(Reg(TK)). (20)

Also, there are two main steps in the k-th interaction:
• Selection Policy: Sample reward r̂k,a by Gaussian distri-

bution based on the expected rewards, and find the arm
ak with highest r̂k,ak

for query label from experts; and
• Parameter Update: Update parameters based on the

received reward r̃k for the Gaussian distribution in the
next interaction.

The process is similar to the UCB-based methods, but the strat-
egy to explore new possibilities is different. For UCB-based
algorithms, the size of region for exploration depends on the
Upper Confidence Bounds, while it depends on the variance
of Gaussian distribution in this section. We will introduce the
selection policy first.
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1) Selection Policy: Based on Eq. (7), the expected reward
r̂k,a of each arm a in time k can be regarded as a sample from
the Gaussian distribution N(f(xa, θ̂k,c(a)) + g(za, ρ̂k), σ2

1),
where the bias b̂k,c(a) is controlled by the variance σ1.

In order to minimize the BayesRegret(TK), we update
our model by P (θ̂k,c, ρ̂k|Fk), and update the expected reward
estimation by P (r̂k,a|Fk, θ̂k,c(a), ρ̂k) with updated parame-
ters. Based on Bayesian function, the posterior distribution of
parameters P (θ̂k, ρ̂k|Fk) and the posterior distribution of the
expected reward P (r̂k,a|Fk, θ̂k, ρ̂k) can be denoted as

P (θ̂k, ρ̂k|Fk) ∝
k−1∏
τ=1

P (r̃τ |r̂τ,aτ )∏
a∈D

P (r̂τ,a|θ̂τ,c(a), ρ̂τ )

×P (θ̂τ,c(a), ρ̂τ ), (21)

P (r̂k,a|Fk, θ̂k,c(a), ρ̂k) ∝
∏

τ∈Ck

P (r̃τ |r̂τ,aτ )

×P (r̂τ,a|θ̂τ,c(a), ρ̂τ ). (22)

where Ck = {τ < t : c(aτ ) = c(a)}.
2) Parameter Update: Except obtaining the linear expected

reward r̂k,a|θ̂k,c(a), ρ̂k from N(xT
a θ̂k,c(a)+zT

a ρ̂k, σ2
1), the dis-

tribution of received reward P (r̃k|r̂k,ak
), and the distributions

of parameters P (θ̂k,c) and P (ρ̂k) can be also be regarded as
samples from Gaussian distributions based on [20], [37],

r̃k|r̂k,ak
∼ N(r̂k,ak

, σ2
2),

θ̂k,c ∼ N(0, σ2
3Id),

ρ̂k ∼ N(0, σ2
4IC), (23)

where σ1, σ2, σ3 and σ4 are hyper-parameters. Inserting the
Eq. (23) and Eq. (7) into Eq. (21), we can get the mean θ̄k,c of
the parameter posterior distribution by setting its probability

density function’s derivative to zero ∂P (θ̂k,c,ρ̂k|Fk)

∂θ̂k,c
= 0 as

∑
τ∈Ck

1
σ2

1

xaτ (−r̄τ,c(aτ) + xT
aτ

θ̂τ,c(aτ) + zT
aτ

ρ̂τ )

+
1
σ2

3

θ̂τ,c(aτ) = 0 (24)

Thus, we have θ̄k,c(a) = D−1
k,c(a)Ek,c(a), where

Dk,c(a) =
∑
τ∈Ck

1
σ2

1

xaτ x
T
aτ

+
1
σ2

3

Id,

Ek,c(a) =
∑
τ∈Ck

(r̄τ,c(aτ ) − zT
aτ

ρ̂τ )xaτ

σ2
1

. (25)

The deviation can be obtained by calculating the second
derivative of P (θ̂k,c, ρ̂k|Fk) to θ̂k,c, i.e., D−1

k,c, and we have

θ̂k,c|Fk ∼ N(θ̄k,c,D−1
k,c). (26)

Similarly, we have

ρ̂k|Fk ∼ N(ρ̄k,F−1
k ), (27)

Algorithm 3 TS_HADDN
Input: X, P , Dt, K , C, d, δ1, δ2, δ3, δ4

1: // Initialization
2: for c ∈ C do
3: Sample θ1,c from Eq. (23)
4: Sample ρ1 from Eq. (23)
5: // In the t-th communication network
6: for k = 1, . . ., K do
7: // Select the presented flow based on r̂t,a

8: for a ∈ Dt do
9: Sample r̂k,a from N(r̄k,a, σ2

k,a)
10: Choose ak = arg maxa∈D r̂k,a and get the feedback r̃k

11: // Parameter update
12: Dk,c(ak) ← Dk−1,c(ak) + 1

σ2
1
xak

xT
ak

13: Ek,c(ak) ← Ek−1,c(ak) +
(�rk−zT

ak
ρ̂k−1)xak

σ2
1

14: Sample θ̂k,c(ak) from N(D−1
k,c(ak)Ek,c(ak),D

−1
k,c(ak))

15: for c ∈ C − {c(ak)} do
16: Dk,c ← Dk−1,c, Ek,c ← Ek−1,c

17: Fk ← Fk−1 + 1
σ2
1
zak

zT
ak

18: Gk ← Gk−1 +
(�rk−xT

ak
θ̂k−1,c(ak))

σ2
1

zak

19: Sample ρ̂k from N(F−1
k Gk,F−1

k )
20: oc(ak) ← oc(ak) + 1
21: Dt ← Dt − {ak}
22: Detect anomalies by r̂t+1, a before the (t + 1)-th update

where

ρ̄k = F−1
k Gk,

Fk =
k−1∑

τ

1
σ2

1

zaτ z
T
aτ

+
1
σ2

4

IC ,

Gk =
k−1∑

τ

(r̄τ,c(aτ ) − xT
aτ

θ̂τ,c(aτ))
σ2

1

zaτ . (28)

Next, we insert Eq. (23) into Eq. (22), and the mean
r̄k,a of expected reward posterior distribution by calculating
∂P (r̂k,a|Fk,θ̂k,c(a),ρ̂k)

∂r̂k,a
= 0 as

−oc(a)σ
2
1(r̄k,a − r̄k,c(a))− σ2

2(r̄k,a − xT
a θ̂k,c(a) − zT

a ρ̂k)=0
(29)

Thus, we have

r̄k,a =
oc(a)σ

2
1 r̄k,c(a) + σ2

2(xT
a θ̂k,c(a) + zT

a ρ̂k)
oc(a)σ

2
1 + σ2

2

(30)

Also, based on the second derivative of
P (r̂k,a|Fk, θ̂k,c(a), ρ̂k) to r̂k,a, the deviation is

σ2
k,a = (

1
σ2

1

+
oc(a)

σ2
2

)−1. (31)

Thus, we have

r̂k,a|Fk, θ̂k,c(a), ρ̂k ∼ N(r̄k,a, σ2
k,a). (32)
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3) TS-Based Online Learning Algorithm: With the
TS-based strategy, we exploit historical feedback to calculate
the mean expected reward in Eq. (30) and explore new
possibility by the variance of Gaussian distribution in
Eq. (32). We summarize the TS-based online learning in
Algorithm 3. In each interaction, the expected reward of
each flow is sampled in line 9 by Eqs. (31) and (32). After
we present the arm with the highest r̂k,ak

, we get feedback
from experts and update parameters from line 12-19 based
on Eqs. (25) and (28).

Based on Theorem 3, we bound the regret of TS_HADDN
to Õ(

√
TKd). Similar to UCB_HADDN, although it is a

common upper bound of regret, we can achieve better anomaly
detection performance with well designed expected reward and
periodic labels in the dynamic communication networks.

Theorem 3: With probability at least 4δ
NT 2K2 , the upper

Bayesian regret bound of the TS_HADDN is

Õ(
√

NTK(
d√
N

)α) (33)

Proof: Based on Proposition 1 of [44], the bayesian regret
can be obtained by

BayesRegret(TK) = E(Uk,ak
− r̂k,ak

) + E(r∗k −Uk,ak
)

≤ O(
T∑

t=1

K∑
k=1

|r̂k,ak
− r∗k|) (34)

Based on Eq. (30), we have

|r̄k,ak
− r∗k| ≤

oc(ak)σ
2
1 r̄k,c(ak) + σ2

2(xT
ak

θ̂k,c(ak) + zT
ak

ρ̂k)
oc(ak)σ

2
1 + σ2

2

+ (
oc(ak)σ

2
1

oc(ak)σ
2
1 + σ2

2

+
σ2

2

oc(ak)σ
2
1 + σ2

2

)r∗k

≤ oc(ak)σ
2
1

oc(ak)σ
2
1 + σ2

2

|r̄k,c(ak) − r∗k|

+
σ2

2

oc(ak)σ
2
1 + σ2

2

|xT
ak

θ̂k,c(ak) − xT
ak

θ∗
c(ak)|

+
σ2

2

oc(ak)σ
2
1 + σ2

2

|zT
ak

ρ̂k − zT
ak

ρ∗|

+
σ2

2

oc(ak)σ
2
1 + σ2

2

|xT
ak

θ̂k,c(ak) + zT
ak

ρ̂k − r∗k|.
(35)

Based on Lemma 5 of [20], with probability 1 − 4δ
NT 2K2 ,

it is easy to obtain that

|r̂k,ak
− r∗k| ≤ |r̂k,ak

− r̄k,c(ak)|+ |r̄k,c(ak) − r∗k|

≤
√

2 ln
NT 2K2

2δ
σk,ak

+
oc(ak)σ

2
1

oc(ak)σ
2
1 + σ2

2

R

×
√

2 ln 2NT 2K2/δ

oc(ak)

+
σ2

2

oc(ak)σ
2
1 + σ2

2

((||xak
||D−1

k,c(ak)
+ ||zak

||F−1
k

)

× (

√
NTK

Nσ2
2 + TKσ2

1

dmax

+ 2R

√
2d ln NT 2K2

2δ
) + dmax). (36)

Fig. 4. Distribution of normal/abnormal flows over different time periods.

where we define dmax ≤
√

N/dTK( d√
N

)2α and σ2
2

σ2
1

=
TK
N ( d√

N
)−α, and we can get the upper bound of

BayesRegret(TK) as

O(
T∑

t=1

K∑
k=1

|r̂k,ak
− r∗k|)

≤ Õ(
σ2

2

oc(ak)σ
2
1 + σ2

2

(||xak
||D−1

k,c(ak)
+ ||zak

||F−1
k

)

×
√

NTK

Nσ2
2 + TKσ2

1

dmax)

≤ Õ(
σ2

2

σ2
1

N ln(σ2
2 +

TK

N
σ2

1)
√

ddmax)

≤ Õ(
√

NTK(
d√
N

)α) (37)

which completes the proof. �

VII. EXPERIMENTAL ANALYSIS

In this section, we conduct experiments to demonstrate the
effectiveness of our proposed framework HADDN. Through
the experiments, we aim to answer the following questions:

• Q1: Compared to the state-of-the-art models, can the
proposed UCB_HADDN and TS_HADDN achieve better
labeling performance in the dynamic networks?

• Q2: Can UCB_HADDN and TS_HADDN achieve better
anomaly detection performance?

• Q3: How do the abnormal and normal labels affect the
final anomaly detection performance? and

• Q4: How do the pre-defined parameters affect the anom-
aly detection performance?

Next, we will first introduce the experiment settings followed
by experiments to answer these questions.

A. Experimental Settings

1) Datasets: Two publicly available datasets CICIDS20171

and DARPA19982 are used for evaluation. Following the
guidance,3 we first extract 41 features for data packages of
each dataset, including continuous features like flow duration
and categorical features like protocols. For those categorical
ones, we use one-hot vectors to represent these features.

1https://www.unb.ca/cic/datasets/ids-2017.html
2https://www.ll.mit.edu/r-d/datasets/1998-darpa-intrusion-detection-

evaluation-dataset
3http://kdd.ics.uci.edu/databases/kddcup99/
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TABLE II

STATISTICS OF DATASETS

To imitate the dynamic network environment, one day
and one week are regarded as a new time period for
CICIDS2017 and DARPA1998, respectively, thus both datasets
have seven time periods. Also, to provide enough interactions
for algorithm convergence as well as evaluate the adaptiveness
in the new time period, we divide the datasets into two parts
Dt and Dt+1, where Dt is made up of flows before the last
time period and Dt+1 is constructed by flows of the last
time period. What’s more, to estimate whether we can explore
new attacks in the new time period, we imitate new attacks.
On the Dt+1, the most frequent attacks are “PortScan” and
“satan” for CICIDS2017 and DARPA1998, respectively. Thus
we regard “PortScan” and “satan” as new attacks, and remove
all flows of these two attack types on Dt for both datasets.
Also, to estimate whether we can detect old attacks based on
the historical labels, we randomly select about 10% normal
and abnormal flows from each time period into Dt+1.

After the preprocessing, the distributions of abnor-
mal/normal flows over different time periods are shown
in Fig. 4 and the detailed statistics are shown in Table II.
From which, we can observe that attacks do not always occur
as bursts (e.g., 2nd period in CICIDS2017 and 4th period
in DARPA1998), and abnormal flows are much smaller than
normal flows generally.

2) Compared Methods: We compare with the representative
and state-of-the-art contextual approaches, which include

• LinUCB [36]: A contextual bandit algorithm whose linear
parametric expected rewards utilize flow features to learn
separate parameters for each arm.

• LinTS [37]: A linear parametric Thompson-sampling-
based bandit algorithm whose parameters are globally
shared among all flows.

• GraphUCB [11]: A LinUCB-based anomaly detection
model, where their parameters can be shared among
instances in the same feature-based clusters.

• CINFO [4]: An unsupervised anomaly detection model
with feature selection.

• Meta-AAD [12]: A reinforcement learning model which
can adaptively detect anomalies from different distribu-
tions of data.

• U_Hc: Our UCB_HADDN but eliminating the structure
correlation parts in the expected reward and upper bound.

• U_H0: Our UCB_HADDN without the exploration part.
• T_Hc: Our TS_HADDN but eliminating the structure

correlation parts in the expected reward and Gaussian
distribution.

• T_H0: Our TS_HADDN without the exploration part.

For simplification, we also use U_H and T_H to represent our
proposed UCB_HADDN and TS_HADDN in the following
experiments. Since GraphUCB is developed for attributed
networks, it assumes that linked instances share similarities,
which doesn’t hold for the communication networks. Thus we
only implement the nodal attributes part of their algorithm,
i.e., Eq. (4) in our paper. This approach can also be treated as

Fig. 5. Labeling performance comparison on Dt.

a variant of UCB_HADDN, which utilizes the cluster-based
parameters but eliminates the non-parametric deduction and
structural correlations. Also, for the unsupervised approach
CINFO, the interactive process can be regarded as that we
present abnormal flows to the experts by their abnormality
estimation results in descending order. As to Meta-AAD,
it requires batches of labels to train the adaptive model, and
can not be used for labeling. Thus, we directly provide the
maximized number of true labels to train the model and
only compare with it in Section VII-C. Also, in order not to
influence the new abnormal patterns of Dt+1 and provide fair
results, we update the randomly selected 10% part of Dt+1

for five times and present the average results.
3) Evaluation Metrics: To evaluate both the labeling per-

formance and the anomaly detection performance, we adopt
several widely used metrics.

• Cumulative Regret [19], [24]: To evaluate the labeling
performance on both Dt and Dt+1, this metric shows the
cumulative regret we receive with respect to the number
of interactions by Eq.(3). Lower cumulative regret repre-
sents higher labeling performance.

• Anomaly Discovery Curve [11], [33]: To evaluate the
anomaly detection performance on the Dt+1, it plots the
number of true anomalies with respect to n. Each dot in
this curve represents the number of true anomalies among
those with the top n abnormality estimation values.
Ideally, this curve should climb as quickly as possible.

B. Labeling Performance Comparison

To answer the Q1, we will evaluate the labeling performance
on both Dt and Dt+1. In order to eliminate the noisy features
for building clusters, we use MCFS [40] to select features and
utilize KMeans to construct clusters. For CICIDS2017, d = 10
and C = 10; and for DARPA1998, d = 20 and C = 5.

We provide 50 labels for each time period. As we have six
time periods in Dt, we provide 300 labels on Dt+1 in both
datasets, and k changes from 0 to 300. Similarly, there are
50 labels on Dt+1 and k changes from 0 to 50 on Dt+1. The
comparison results on cumulative regret in two datasets are
presented in Fig. 5 and Fig. 6. From these results, we make
the following observations

• Generally, the interactive learning algorithm performs
better than the unsupervised CINFO, which demonstrates
the necessity of experts’ involvement.

• LinUCB sometimes plays worse than CINFO, which is
because it trains each arm separately and suffers from
cold start. It also demonstrates the necessity of clustering.

• Generally, our proposed approaches can outperform other
state-of-the-art algorithms in both datasets especially on
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Fig. 6. Labeling performance comparison on Dt+1.

Fig. 7. Anomaly detection performance comparison on Dt+1.

Dt+1 in Fig. 6, which shows that we can gain better
tradeoff between explore and exploitation and achieve
better labeling performance on Dt.

• UCB_HADDN provides more labels for anomalies than
U_Hc in general, and so are TS_HADDN and T_Hc,
which demonstrates the effectiveness of utilizing struc-
tural correlations.

• In CICIDS2017, U_H0 and U_H receive similar cumu-
lative regrets. In DARPA1998, T_H0 and T_H achieve
matchable performance. This is because some attacks
can lead to great numbers of abnormal flows. Without
exploration, H_H0 and T_H0 can fully exploit historical
labels and provide right labels for flows in the same
abnormal patterns. However, U_H0 and T_H0 can not
quickly adapt to new abnormal patterns on Dt+1 (as
shown in Fig. 6 and Fig. 7).

Based on the aforementioned observations of both Dt and
Dt+1, we can answer the Q1 that our UCB_HADDN and
TS_HADDN can achieve better labeling performance in the
dynamic networks.

C. Anomaly Detection Performance Comparison

To answer the Q2, we utilize the model learned from Dt,
and estimate the abnormality of each flow on Dt+1 based
on the expected reward (i.e., abnormality estimation) of each
algorithm. In Fig. 7, we plot the anomaly discovery curve to
show how the number of anomalies changes with regard to
n, where each dot represents the number of true anomalies
among those with the top n abnormality estimation results.
Also, in Table III, we provide the time (seconds) we use to
provide 300 labels on Dt (i.e., train the model) and the time
to obtain the abnormality estimation results on Dt+1 (i.e., test
the detection performance). From these results, we can observe
that

• As the unsupervised CINFO only treats the Dt+1 as a
new static network, the interactive learning algorithm can

TABLE III

EFFICIENCY COMPARISON

Fig. 8. Anomaly detection performance with different strategies.

detect more abnormal flows with the updated model based
on experts’ historical guidance.

• Among the interactive learning algorithms, our U_H and
T_H consistently outperform other baselines, demon-
strating the effectiveness of involving the cluster-based
non-parametric value.

• Among all baselines, Meta-AAD can obtain similar
results to our U_H in CICIDS2017. However, as shown
in Table III, with complex neural networks, Meta-AAD
needs much more time to train the model. Also,
as Meta-AAD requires large numbers of labels for train-
ing, the performance in DARPA1998 is not as good as
ours.

Based on the aforementioned observations, we can answer
the Q2 that our UCB_HADDN and TS_HADDN can achieve
better anomaly detection performance compared to the state-
of-the-art models.

D. Influence of the Labeled Normal and Abnormal

To provide insights of the importance of labeled normal and
abnormal flows, we change the selection policy to maximize
the number of labeled normal flows on Dt, i.e., if we present a
normal flow to the expert, we receive a reward 1, otherwise the
reward is 0. After the labeling process with changed selection
policy on Dt, we estimate the abnormality on Dt+1 with the
updated model. The comparison results are presented in Fig. 8.
We can observe better anomaly detection performance when
we try to maximize the labeled anomalies on Dt.

With the original strategy to maximize the number of
labeled anomalies on Dt, we further estimate how the maxi-
mized number of labels K in each time period influences the
anomaly detection performance on Dt+1. As shown in Fig. 9,
more labels can provide better anomaly detection performance
in general. However, as some attacks can lead to large numbers
of abnormal flows and there is tradeoff between exploitation
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Fig. 9. Anomaly detection performance with different numbers of labels.

Fig. 10. Impacts of C and d on anomaly detection performance.

Fig. 11. Impacts of σ1, σ2, σ3 and σ4 on anomaly detection performance.

and exploration, the increase of labels sometimes can not lead
to an increase in anomaly detection performance.

Thus, we can answer the Q3, despite the tradeoff between
exploitation and exploration weaken the effectiveness of labels,
compared to the labeled normal flows, the labeled anomalies
can provide more help to adapt to dynamic networks and
obtain better anomaly detection performance, which also pro-
vides evidence for our initial target to maximize the labeled
abnormal flows in dynamic networks.

E. Parameter Analysis

With the same proposed expected reward, both implemen-
tation approaches have two pre-defined parameters, i.e., the
number of clusters C and feature dimension d. Specially,
for TS_HADDN, there are four extra parameters, i.e., σ1,
σ2, σ3 and σ4, to denote the variance of expected reward
r̂k,a, the received reward r̃k, the feature weight θ̂k,c and the
structure weight ρ̂k.

In Fig. 10 and Fig. 11, we only show the results in
CICIDS2017 since we have similar observations on both
datasets. For C and d in Fig. 10, although the mutual influence
is complicated and not monotonic, with the increase of C,
the performance generally first increases, implying theeffec-
tiveness of clustering. For the four variances in Fig. 11, as σ1

and σ2 are related to reward and σ3 and σ4 are related to

parameters, we divide them into two groups for simplification.
We can observe that with the increase of the four variances,
the performance generally first increases, suggesting wider
exploration on Dt can help improve the anomaly detection
performance on Dt+1. After the first increase, the performance
decreases, implying that too wide exploration may lead to far
deviated from the exploitation results (i.e., the mean values).
There is a tradeoff between exploration and exploitation.

VIII. CONCLUSION

In this paper, we novelly utilize semi-parametric bandits
to detect abnormal flows in dynamic networks with lim-
ited labor resources. We propose a novel semi-parametric
bandit framework HADDN, utilizing contextual information,
i.e., feature-based clusters and structural correlations, to adapt
to dynamic networks, making connections between historical
labels and new emerging flows. The proposed semi-parametric
bandit framework leverages parametric functions with contex-
tual information to ensure the efficiency of anomaly detection,
and takes advantage of non-parametric value to improve the
accuracy of anomaly detection by the closed gap between
the expected reward and real reward. We provide two lin-
ear implementations UCB_HADDN and TS_HADDN for
HADDN with theoretical proof. Experimental results on two
publicly available datasets demonstrate the great improvement
of HADDN compared to other state-of-the-art baselines.

There are several interesting directions that need further
investigation as future work. First, in this paper, we only
present one flow in each interaction. We would like to present
more flows in each interaction with lower computing com-
plexity in streaming settings. Second, the number of clusters is
fixed in this paper. We will study how to detect anomalies with
flexible and scalable clustering strategies in dynamic networks
with semi-parametric bandits next.
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