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#### Abstract

The problem of output optimization within a specified input space of neural networks (NNs) with fixed weights is discussed in this paper. The problem is (highly) nonlinear when nonlinear activation functions are used. This global optimization problem is encountered in the reinforcement learning (RL) community. Interval analysis is applied to guarantee that all solutions are found to any degree of accuracy with guaranteed bounds. The major drawbacks of interval analysis, i.e., dependency effect and high-computational load, are both present for the problem of NN output optimization. Taylor models (TMs) are introduced to reduce these drawbacks. They have excellent convergence properties for small intervals. However, the dependency effect still remains and is even made worse when evaluating large input domains. As an alternative to TMs, a different form of polynomial inclusion functions, called the polynomial set (PS) method, is introduced. This new method has the property that the bounds on the network output are tighter or at least equal to those obtained through standard interval arithmetic (IA). Experiments show that the PS method outperforms the other methods for the NN output optimization problem.


Index Terms-Feedforward neural networks (FFNNs), global optimization, inclusion function, interval analysis, optimization methods, polynomial set, radial basis function neural networks (RBFNNs), Taylor expansion, Taylor model (TM).

## I. INTRODUCTION

NEURAL networks are general function approximators that are widely used in the scientific community. Applications in business [1], [2], pattern recognition and classification [3]-[6], statistical modeling [7], and many other research fields provide an enormous amount of information on neural networks (NNs), which comes in many forms and sizes. There are self-organizing maps, recurrent networks, feedforward neural networks (FFNNs), radial basis function neural networks (RBFNNs), and many others [8]. The origin of artificial NNs lies in 1943 when a first attempt was made by mathematicians McCulloch and Pitts to mimic the neurons in the human brain [9]. This opened a new research field although it was not until 1974 with the invention of error-back propagation learning by Werbos that the NNs became more widely applicable [10]. Since then many new NN forms and learning algorithms have been developed. Although great advances have been reported

[^0]in the past, there still remain some challenges. An example being the global optimization of network structure and weights given a certain data set. Various methods have been proposed that can be divided into two categories: probabilistic methods and deterministic methods [11]. Probabilistic methods, such as global descent [12] and the hybrid method of Baba et al. [13], guarantee to find the global optimal weight set provided that the number of iterations can go to infinity. Since the optimization problem must be solved within finite time, one cannot guarantee to (always) find the global optimum weight set (unless one knows the cost function value of the global minimum). Moreover, it has been shown in [14] that many global optimization methods of probabilistic nature have similar performance to standard gradient methods but have much larger computational costs.

Deterministic optimization method can guarantee to find the global optimum within finite time. However, there are few optimization methods available in literature which are truly deterministic global optimization methods. Methods as proposed by Toh [15], which use a penalty function that determines a correct outcome, or the NOVEL method proposed by Shang and Wah [11], which uses search trajectories to circumvent uninteresting regions, do not have an absolute guarantee to find the global minimum. So-called covering methods do have this guarantee and can moreover provide bounds on the found solution(s). The method of Tang and Koehler [16] based on Lipschitz bounds is such a method. Li et al. [17] use a method based on interval analysis to provide guaranteed bounds on the solutions. The latter method applies, among other things, gradient inclusion to cutoff uninteresting regions of the search space similar to the method of Tang and Koehler.

Instead of minimizing an error cost, in this paper, we solve the problem of global maximization of NN output, for networks with a fixed set of weights, within a given input space, i.e., find the input $\mathbf{x} \in \mathbf{X}$, which lead to the maximum output value

$$
\begin{equation*}
\max _{\mathbf{x} \in \mathbf{X}} \mathrm{NN}(\mathbf{x}, \mathbf{W}) \tag{1}
\end{equation*}
$$

where $\mathrm{NN}(\mathbf{x}, \mathbf{W})$ is an NN where $\mathbf{x}$ is the input vector, $\mathbf{X}$ is the total input space, and $\mathbf{W}$ is the set of network weights. This problem becomes a (highly) nonlinear optimization problem with many local maxima and minima when the NN uses nonlinear activation functions (see Fig. 1). The need to solve this problem stems from the reinforcement learning (RL) topic [18]. RL is an optimal control technique in which the agent (or agents) learns to control a system by interaction with the environment or with a model of the environment [19]. To derive the optimal control law the agent must process and store the gained knowledge. For $Q$-learning and advantage learning, this knowledge is


Fig. 1. Example of an input-output mapping of a 2-64-1 radial basis function network.
stored as a mapping from states and actions to expected accumulated future rewards, i.e., the state-action value function [20]

$$
\begin{align*}
& Q^{\pi}\left(\mathbf{s}_{\mathbf{t}}, \mathbf{u}_{\mathbf{t}}\right)=\mathrm{E}\left\{\sum_{i=t}^{\infty} \gamma^{i} r_{i}\right\} \\
& \text { with } \quad \mathbf{u}_{\mathbf{i}}=\pi\left(\mathbf{s}_{\mathbf{i}}\right), \quad \mathbf{i}=\mathbf{t}, \mathbf{t}+1, \ldots, \infty \tag{2}
\end{align*}
$$

where $\mathbf{s}$ is the state vector, $\mathbf{u}$ is the action vector, $\gamma$ is a discount factor $[0,1], r$ is the reward signal, and $\pi$ is the policy (mapping between state and actions). For most problems, this function is a nonlinear input-output mapping whose shape is not known beforehand.

NNs are commonly applied in RL techniques [21] to represent the state-action value function. NNs circumvent the "curse of dimensionality" since they are capable of providing a continuous nonlinear approximation of (in theory) any continuous function to any degree of accuracy [22] in an efficient manner, i.e., the number of parameters is limited compared to other storing methods. When applying $Q$-learning (or advantage learning), the agent uses an update rule to store the gained information in the state-action value function. To compute the weight update, one needs to determine which action set within the action input space $U$ leads to the maximal NN output value given the future state and network weights [18]. Furthermore, when applying RL, the applied policy is (at some stage) a greedy policy meaning that we apply those actions which lead to the maximal function output. It poses the same global optimization problem. In practice, the posed problem has to be solved each time step, which requires an efficient optimization algorithm. The accuracy of the found solution, in both the control input space and the output space, influences the outcome of the $Q$-learning algorithm and the performance of the agent. Moreover, all solutions leading to the maximal network output must be found such that the agent knows the complete set of optimal actions. It also helps in the exploration aspect of RL.

To solve the problem of finding the maximal network output one can use any covering method which provides guaranteed bounds (as presented earlier). In this paper, we propose to use interval analysis (IA) to solve the problem. IA is a global
optimization technique developed in the 1960s by Moore [23], which finds all solutions to any required degree of accuracy with guaranteed bounds. These properties make interval analysis very attractive for solving the stated problem. In the past, the applicability of interval analysis was limited because it can be computationally expensive. However, currently, this research field is rapidly growing due to the increasing computation power of personal computers. Examples of applications range from nonlinear aircraft trim [24] to reentry flight clearance [25], integer ambiguity resolution [26], stock market forecasting [27], data analysis [28], and many more (see also the Journal of Reliable Computing). In Section II, we will provide more information regarding interval analysis. The inclusion function theory on which interval analysis is based is given and the standard branch-and-bound algorithm is explained. The branch-and-bound algorithm is enhanced using the same improvements as given in [17] such that we can compare our new implementation to their method. In Section II, we also discuss several key drawbacks of interval analysis which, in the specific case of NN output optimization, lead to severe degradation of algorithm efficiency. In Section III, Taylor model (TM) inclusion functions are introduced in an attempt to remove the drawbacks and speed up the process. TMs have been developed by Lanford around 1980, subsequently studied by Eckmann, Koch, Wittwer, Berz, Makino, and Hoefkens [29]-[32], and have been successfully applied to many problems [33], [34]. However, for the current optimization problem, we will show that these models suffer from remainder blowup. We will combine TM with standard interval analysis to prevent the remainder blowup. A different approach to solving the drawbacks of standard interval analysis is given in Section IV, where we introduce another form of polynomial inclusion functions called the polynomial set (PS) method. Unlike TM, the PS method is guaranteed to have bounds equal to or tighter than the bounds provided by standard interval analysis. Simulation results for all described techniques are given in Section V followed by conclusions in Section VI.

For this paper, we handle two types of NNs: single-hiddenlayer FFNNs with tangent sigmoidal activation functions and RBFNNs

$$
\begin{align*}
\mathrm{FF} \quad y_{k}(x) & =\sum_{j} w_{j k}\left(\frac{2}{1+\exp \left(-2 v_{j}\right)}-1\right)+b_{k} \\
v_{j} & =\sum_{i}\left\{w_{i j} x_{i}\right\}+b_{j} \\
\operatorname{RBF} \quad y_{k}(x) & =\sum_{j} w_{j k} \exp \left(-v_{j}^{2}\right) \\
v_{j}^{2} & =\sum_{i}\left\{w_{i j}^{2}\left(x_{i}-c_{i j}\right)^{2}\right\} \tag{3}
\end{align*}
$$

where

| $y_{k}$ | output $k ;$ |
| :--- | :--- |
| $x_{i}$ | input $i ;$ |
| $w_{j k}$ | output weight: from hidden-layer neuron $j$ to output $k ;$ |
| $w_{i j}$ | input weight: from input $i$ for hidden-layer neuron $j$ |

$x_{i} \quad$ input $i$;
$w_{j k} \quad$ output weight: from hidden-layer neuron $j$ to output $k$;
$w_{i j} \quad$ input weight: from input $i$ for hidden-layer neuron $j$
where
$b_{k} \quad$ bias weight for output $k$;
$b_{j} \quad$ bias weight for hidden-layer neuron $j$;
$c_{i j} \quad$ center weight: hidden-layer neuron $j$ for input dimension $i$.

## II. Interval Analysis

In standard mathematics, crisp numbers, either real or imaginary, are used to perform crisp arithmetic operations. With interval mathematics, we use interval numbers that represent a set of crisp numbers, i.e., the interval number $[a, b]$ is the set of crisp numbers $x$ such that $a \leq x \leq b$. Interval numbers become equal to crisp numbers when the interval has zero width, e.g., $x=6, X=[6,6]$. Variables representing an interval number are indicated with capital letters whereas variables representing crisp numbers are written in lowercase. When dealing with interval numbers the arithmetic operations change. Some examples are as follows $\left(X=[a, b] ; Y=[c, d]^{1}\right)$ :
addition

$$
\begin{equation*}
X+Y=[a+c, b+d] ; \tag{4}
\end{equation*}
$$

subtraction

$$
\begin{equation*}
X-Y=[a-d, b-c] \tag{5}
\end{equation*}
$$

multiplication

$$
\begin{equation*}
X \times Y=[\min (a c, a d, b c, b d), \max (a c, a d, b c, b d)] \tag{6}
\end{equation*}
$$

division (excluding division by an interval $Y$ containing 0 )

$$
\begin{equation*}
\frac{X}{Y}=X \times\left(\frac{1}{Y}\right) \quad \text { with } \quad \frac{1}{Y}=\left[\frac{1}{d}, \frac{1}{c}\right] \tag{7}
\end{equation*}
$$

For a complete overview of interval arithmetic (IA) operands, see [35]. The key aspect of interval analysis is the ability of providing bounds on the output of any rational function with inputs within a specified domain. This property of IA follows from the inclusion function theorem given by Moore [23], [36]:

Theorem II.1: If $F\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a rational expression in the interval variables $X_{1}, X_{2}, \ldots, X_{n}$, i.e., a finite combination of $X_{1}, X_{2}, \ldots, X_{n}$ and a finite set of constant intervals with IA operations, then

$$
\begin{equation*}
X_{1}^{\prime} \subset X_{1}, X_{2}^{\prime} \subset X_{2}, \ldots, X_{n}^{\prime} \subset X_{n} \tag{8}
\end{equation*}
$$

implies

$$
\begin{equation*}
F\left(X_{1}^{\prime}, X_{2}^{\prime}, \ldots, X_{n}^{\prime}\right) \subset F\left(X_{1}, X_{2}, \ldots, X_{n}\right) \tag{9}
\end{equation*}
$$

for every set of interval numbers $X_{1}, X_{2}, \ldots, X_{n}$ for which the IA operations in $F$ are defined.

Proof: For the proof of this theorem, the reader is directed to [36].

If we take $X_{1}^{\prime}, X_{2}^{\prime}, \ldots, X_{n}^{\prime}$ to be crisp numbers $x_{1}, x_{2}, \ldots, x_{n}$ and apply the theorem, we have

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \subset F\left(X_{1}, X_{2}, \ldots, X_{n}\right) \tag{10}
\end{equation*}
$$

[^1]TABLE I
Standard Branch-and-Bound Algorithm

| 0. | Initialization: put initial box $\mathbf{X}_{0}$ into list $L$ |
| :--- | :---: |
| DO WHILE boxes are left in list $L$ |  |
| 1. | Take first box $\mathbf{X}$ out of list $L$ and remove it from the list |
| 2. | Perform function evaluation $N N(\mathbf{X}, \mathbf{W})$ |
| 3. | If function output fulfills all criteria |
|  | If function output and box fulfill stopping criteria |
|  | Save box in list of solutions and proceed with next box |
|  | Else |
|  | Split box and add all sub-boxes to list $L$ |
|  | End |
|  | Else |
|  | Delete box and go to 1 |
|  | End |
| END |  |

for $x_{1} \subset X_{1}, x_{2} \subset X_{2}, \ldots, x_{n} \subset X_{n}$. This means that if we replace all variables $x$ with their interval counterparts $X$, we can compute guaranteed bounds on any rational function for $\mathbf{x} \in \mathbf{X}$. Theorem II. 1 is the foundation of interval analysis and we can use this important property of function evaluations to obtain global optimization algorithms.

Using Theorem II.1, we can compute guaranteed bounds on the output of an NN for any input space $\mathbf{X}$

$$
\begin{equation*}
\operatorname{NN}(\mathbf{x}, \mathbf{W}) \subset \operatorname{NN}(\mathbf{X}, \mathbf{W}) \quad \forall \mathbf{x} \in \mathbf{X} . \tag{11}
\end{equation*}
$$

The obtained bounds on the output can be used to determine whether the corresponding input space contains the maximal output value.

Corollary II.2: If for $\mathbf{P} \subset \mathbf{X}$ and $\mathbf{Q} \subset \mathbf{X}$, we have $\sup \mathrm{NN}(\mathbf{P}, \mathbf{W})<\inf \mathrm{NN}(\mathbf{Q}, \mathbf{W})$, then the subset $\mathbf{P}$ is guaranteed not to contain any solution of

$$
\begin{equation*}
\max _{\mathbf{x} \in \mathbf{X}} \mathrm{NN}(\mathbf{x}, \mathbf{W}) \tag{12}
\end{equation*}
$$

Proof: Theorem II. 1 states that $\mathrm{NN}(\mathbf{x}) \in \mathrm{NN}(\mathbf{X}) \forall \mathbf{x} \in$ $\mathbf{X}$. Therefore, $\sup \mathrm{NN}(\mathbf{P}, \mathbf{W})<\inf \mathrm{NN}(\mathbf{Q}, \mathbf{W})$ implies $\mathrm{NN}(\mathbf{x}, \mathbf{W})<\mathrm{NN}(\mathbf{x}, \mathbf{W}) \forall \mathbf{x} \in \mathbf{P}, \mathbf{x} \in \mathbf{Q}$ and thus the location of the maximum of $\mathrm{NN}(\mathbf{x}, \mathbf{W})$ cannot lie in $\mathbf{P}$.

## A. Basic Branch-and-Bound Algorithm

The basic optimization algorithm to find the location and value of the maximal output is called branch-and-bound. The general setup of the basic branch-and-bound algorithm is given in Table I. If the task at hand is the computation of the maximal output of $\mathrm{NN}(\mathbf{x}, \mathbf{W})$, we replace the steps in Table I with the following.

- Step 2: Function evaluation is the computation of $\mathrm{NN}(\mathbf{X}, \mathbf{W})$.
- Step 3: The criterion is that $\sup \mathrm{NN}(\mathbf{X}, \mathbf{W})>\rho$ where $\rho$ is the current estimate of the maximal output value. It is equal to the highest $\inf \operatorname{NN}(\mathbf{X}, \mathbf{W})$ of all the boxes in the list $L$. The stopping criterion is commonly defined as $|\mathbf{X}|<\sigma_{x}$, where $\sigma_{x}$ is some minimal width per dimension of $\mathbf{X}$ or when $|\mathrm{NN}(\mathbf{X}, \mathbf{W})|<\sigma_{y}$.
- Splitting of the box is commonly done by bisecting the box in the dimension that has the largest width.
To clarify the basic algorithm, we will discuss a simple example.


Fig. 2. Function mapping and algorithm output for simple example branch-and-bound algorithm. (a) Function output. (b) Algorithm output.

1) Example Branch-and-Bound: Consider a 2-2-1 radial basis function network

$$
\begin{align*}
\mathrm{NN}\left(x_{1}, x_{2}\right)= & \exp \left(-4\left(x_{1}-1\right)^{2}-6\left(x_{2}-0.5\right)^{2}\right) \\
& +\exp \left(-7\left(x_{1}+1.5\right)^{2}-9\left(x_{2}+1\right)^{2}\right), \\
& x_{1} \in[-2,2], \quad x_{2} \in[-2,2] . \tag{13}
\end{align*}
$$

The function is plotted in Fig. 2(a). The maximal output value is 1 and the input set $\left\{x_{1}, x_{2}\right\}$ leading to this value is located at the center of both neurons. If we want to find the maximal value and its location, we apply the branch-and-bound algorithm with initial conditions $\rho=0, \sigma_{y}=0.1$, and $\sigma_{x}=[0.1,0.1]$, i.e., the best estimate of the maximal value is zero and the algorithm stops when all solution boxes are smaller than 0.1 in $x_{1}$ and $x_{2}$. The solution is plotted in Fig. 2(b). The accuracy of the solution can be increased by decreasing $\sigma_{x .} .^{2}$ As we can see, the algorithm can find the maximal value and both locations where this value is attained with guaranteed bounds (see Table III).

Global optimization algorithms, such as the branch-andbound algorithm, are based on the principle of box evaluation

[^2]and box elimination, i.e., discarding regions where the solution is guaranteed not to lie. The key to an efficient algorithm lies therefore in the box evaluation: the higher the accuracy and the more useful information about the output shape within the interval, the more efficient the optimization algorithm will be. This is where the drawbacks of standard interval analysis lie. There are two issues.

1) Standard IA provides an inclusion of the function $f(\mathbf{x})$ on the domain $\mathbf{X}$. Although this inclusion function is critical for the implementation of any optimization algorithm, its information contents is limited: no information regarding the behavior of the function $f(x)$ of the domain $\mathbf{X}$ is given except that its value lies within the interval $F$. If more information is available, then it could be used to enhance the efficiency of the algorithm, e.g., by enabling faster box elimination or box contractions.
2) IA has the following properties:

- associative: $X \times(Y \times Z)=(X \times Y) \times Z$;
- commutative: $X \times Y=Y \times X$;
- nondistributive: $X \times(Y+Z) \neq X \times Y+X \times Z$ but $X \times(Y+Z) \subset X \times Y+X \times Z$.
The nondistributive property can lead to the so-called $d e$ pendency effect. When evaluating a function $f(x)$ over domain $\mathbf{X}$, each occurrence of $X_{i}$ is treated as an independent interval parameter. This can result in an inclusion function $F(\mathbf{X})$, which has nontight bounds, i.e., $\sup F>f(\mathbf{x})$ and $\inf F<f(\mathbf{x}) \forall \mathbf{x} \in \mathbf{X}$. A simple example is the function $f(x)=x-x$, which is equal to zero on any domain. Interval evaluation leads to

$$
\begin{equation*}
X-X=[a-b, b-a] \neq[0,0], \quad \text { for } a \neq b \tag{14}
\end{equation*}
$$

The dependency effect can expand the bounds of the inclusion function, therefore creating less accurate information, which lowers the efficiency of the algorithm.
Unfortunately, the dependency effect is very hard to eliminate. If possible, one could rewrite the optimization problem such that the number of occurrences of each variable is as low as possible. For the current NN output optimization algorithm, this is not possible. We therefore focus on increasing the amount of useful information obtained during a function evaluation.

## B. Enhanced Branch-and-Bound Algorithm

In this paper, we apply three additional steps to enhance the efficiency of the algorithm.

- Midpoint evaluations. By evaluating the NN at midpoint in the box $\mathbf{X},{ }^{3}$ we can possibly update the current estimate of the maximal output value

$$
\begin{equation*}
\rho=\max (\rho, \mathrm{NN}(\operatorname{mid}(\mathbf{X}), \mathbf{W})) \tag{15}
\end{equation*}
$$

Since we have significant dependency in the interval evaluations, this crisp evaluation step can quickly drive the estimate of the maximal value to its final value.

- Derivative evaluations. For the NN, we can evaluate its derivatives with respect to $x$ using IA. The result is a guaranteed inclusion of the derivative value within box $\mathbf{X}$.

[^3]TABLE II
EnHANCED BRANCH-AND-Bound aLGorithm

| 0. | Initialization: put initial box $\mathbf{X}_{0}$ into list $L$, set $\rho=-\inf$ |
| :---: | :---: |
| DO WHILE boxes are left in list $L$ |  |
| 1. | Take first box $\mathbf{X}$ out of list $L$ and remove it form the list |
| 2. | Perform function evaluation $N N(\mathbf{X}, \mathbf{W})$ |
|  | If $\sup N N(\mathbf{X}, \mathbf{W})<\rho$; Delete box, goto 1 ; end |
| 3. | Update $\rho: \rho=\max [\rho, \inf N N(\mathbf{X}, \mathbf{W})]$ |
| 4. | Perform mid-point evaluation and update $\rho$ : $\rho=\max [\rho, N N(\operatorname{mid}(\mathbf{X}), \mathbf{W})]$ |
| 5. | Compute derivatives $\partial N N / \partial x_{i}$ and apply rules from equations (16)-(18). If box can be deleted goto 1 . |
| 6. | Contract box based using equation (19). |
| 7. | If $\left\|\mathbf{X}_{n e w}\right\|<\sigma_{x}$ or $\|N N(\mathbf{X}, \mathbf{W})\|<\sigma_{y}$; store box as possible solution and goto 1; end |
| 8. | If $\left\|\mathbf{X}_{\text {new }}\right\|<\alpha\|\mathbf{X}\|$; Add box to list $L$ and goto 1; end |
| 9. | Split box and add all sub-boxes to list $L$ |
| END |  |

Since we are searching for a maximum, we can eliminate any box that does not contain zero in one or more of the derivative intervals. Care must be taken when the box lies on the border of the original search space. It could be that the maximal output value lies on the border of dimension $i$ while the first-order derivative with respect to $x_{i}$ is nonzero. In the following cases, we must keep the box (possibly reduce it).

- Keep entire box when

$$
\begin{equation*}
\left.0 \in \frac{\partial \mathrm{NN}}{\partial x_{i}}\right|_{\mathbf{x}} \forall i \tag{16}
\end{equation*}
$$

— Keep box and reduce $X_{q}: X_{q}=\inf X_{q}$ when

$$
\begin{align*}
& \left.0 \in \frac{\partial \mathrm{NN}}{\partial x_{i}}\right|_{\mathbf{X}} \forall i \neq q,\left.\frac{\partial \mathrm{NN}}{\partial x_{q}}\right|_{\mathbf{x}}<0 \\
& \inf X_{q}=\inf X_{q, 0} \tag{17}
\end{align*}
$$

— Keep box and reduce $X_{q}: X_{q}=\sup X_{q}$ when

$$
\begin{align*}
& \left.0 \in \frac{\partial \mathrm{NN}}{\partial x_{i}}\right|_{\mathbf{X}} \forall i \neq q,\left.\frac{\partial \mathrm{NN}}{\partial x_{q}}\right|_{\mathbf{X}}>0 \\
& \sup X_{q}=\sup X_{q, 0} \tag{18}
\end{align*}
$$

where $\mathbf{X}_{0}$ is the original search space. In all other cases, we can remove the box.

- Box contractions. By using the inclusion of derivatives and the current estimate of the maximal value, one can possibly contract the box $\mathbf{X}$. The method applied here is a Newton step method [37] and it applies to any dimension

$$
\begin{equation*}
\mathbf{X}_{i}=\mathbf{X}_{i} \cap \frac{[\rho, \infty]-\mathrm{NN}\left(x_{i, 0}, \hat{\mathbf{X}}\right)}{\partial \mathrm{NN} / \partial x_{i} \mid \mathbf{x}}+x_{i, 0} \tag{19}
\end{equation*}
$$

where $\hat{\mathbf{X}}$ is the interval set $\mathbf{X}$ minus dimension $i$ and $x_{i, 0}$ is the expansion point somewhere in domain $X_{i}$. During the experiments, we select $x_{i, 0}$ once as $\inf X_{i}$ and once as $\sup X_{i}$ during one iteration.
The additional steps presented here are added to the branch-and-bound algorithm and the complete algorithm is given in Table II.

Next we will look at TMs that are used to determine an inclusion function consisting of a crisp polynomial with an interval
remainder. The shape of the crisp polynomial will give more information regarding the actual shape of the function within that interval. This information can be used for more efficient box evaluations and contractions.

## III. Taylor Model Method

TM methods use TM expansions of order $n$ about the point $\mathbf{x}_{0}$ within interval $\mathbf{X}$ with bounds on the remainder. The inclusion function obtained in this way is a polynomial inclusion function formed by a polynomial of order $n$ and an interval which encloses the remainder. Taylor's formula with remainder is given by

$$
\begin{align*}
& f(x)=\sum_{v=0}^{n} \frac{f^{(v)}\left(x_{0}\right)}{v!}\left(x-x_{0}\right)^{v} \\
&+\frac{g(x)-g\left(x_{0}\right)}{g^{\prime}(\xi)} \cdot \frac{f^{(n+1)}(\xi)}{n!}(x-\xi)^{n} \tag{20}
\end{align*}
$$

where $g$ is an arbitrary function with nonvanishing derivative strictly between $x_{0}$ and $x$ and $\xi$ lies strictly between $x_{0}$ and $x$. The form of the remainder depends on the choice of the function $g$. When choosing

$$
\begin{align*}
g(\bar{x}) & =(x-\bar{x})^{n+1} \\
g^{\prime}(\bar{x}) & =-(n+1)(x-\bar{x})^{n} \tag{21}
\end{align*}
$$

we obtain the Lagrange's remainder

$$
\begin{equation*}
L_{n}=\frac{f^{(n+1)}(\xi)}{(n+1)!} \cdot\left(x-x_{0}\right)^{n+1} \tag{22}
\end{equation*}
$$

where again $\xi$ lies strictly between $x_{0}$ and $x$. For the multivariate case, we can use the following notation for the $n$ th-order Taylor polynomial and corresponding remainder:

$$
\begin{align*}
& T_{f, \mathbf{x}}^{(n)}(\mathbf{x}) \\
& =\sum_{0 \leq i_{1}+\cdots+i_{d} \leq n}\left\{\begin{array}{l}
\left\{\frac{\partial^{i_{1}+\cdots+i_{d}} f(\mathbf{x})}{\partial x_{1}^{i_{1}} \ldots \partial x_{1}^{i_{d}}}\right. \\
\\
\left.\cdot \frac{\left(x_{1}-x_{0,1}\right)^{i_{1}} \times \cdots \times\left(x_{d}-x_{0, d}\right)^{i_{d}}}{i_{1}!\times \cdots \times i_{d}!}\right\} \\
L_{n}(\mathbf{x}) \\
=\sum_{i_{1}+\cdots+i_{d}=n+1}\left\{\begin{array}{l}
\frac{\partial^{n+1} f(\xi)}{\partial x_{1}^{i_{1}} \cdots \partial x_{1}^{i_{d}}} \\
\\
\\
\\
\\
\left.\frac{\left(x_{1}-x_{0,1}\right)^{i_{1}} \times \cdots \times\left(x_{d}-x_{0, d}\right)^{i_{1}}}{i_{1}!\times \cdots \times i_{d}!}\right\}
\end{array}\right.
\end{array} .\right.
\end{align*}
$$

By evaluating the remainder with IA, we can obtain a bound on the remainder, which, together with the crisp polynomial of order $n$, forms the inclusion function called a TM. First we will give the formal definition of a TM. Then, we will derive the TM for the FFNN and the RBFNN.

## A. Taylor Model

The formal definition of a TM is taken from [34]:
Let $f$ be $C^{(n+1)}$ on $D_{f} \subset R^{v}$, and $\mathbf{B}=\left[a_{1}, b_{1}\right] \times \cdots \times$ $\left[a_{v}, b_{v}\right] \subset D_{f}$ be an interval box containing the point $\mathbf{x}_{0}$. Let $T$ be the Taylor polynomial of $f$ around the point $\mathbf{x}_{0}$.

We call the interval $I$ an $n$-th order Remainder Bound of $f$ on B if

$$
\begin{equation*}
f(\mathbf{x})-T(\mathbf{x}) \in I, \quad \text { for all } \mathbf{x} \in \mathbf{B} \tag{24}
\end{equation*}
$$

We call the pair $(T, I)$ an $n$-th order TM of $f$. The set of all remainder bounds is called the Remainder Family. Since all partial derivatives of $f$ are continuous on the compact set $\mathbf{B}$, they are bounded there, and so is the $(n+1)$-th application of the directional derivative $\left(\mathbf{x}-\mathbf{x}_{0}\right) \nabla$. This entails that for all $\mathbf{x} \in \mathbf{B}$, the Lagrange remainder is bounded, and hence a finite remainder bound exists. Furthermore, since $f(\mathbf{x})-T(\mathbf{x})$ is continuous, it assumes extrema at $\mathbf{x}_{u}, \mathbf{x}_{l}$. So $I=\left[f\left(\mathbf{x}_{l}\right)-T\left(\mathbf{x}_{l}\right), f\left(\mathbf{x}_{u}\right)-T\left(\mathbf{x}_{u}\right)\right]$ is a remainder bound; all other remainder bounds must contain $I$, and thus $I$ is often called the Optimal Remainder Bound.
A nice property of TMs is that the remainder decreases with order $n+1$ as $x \rightarrow x_{0}$. To obtain the bounds on the remainder for the interval $X: x \in X$, we can use standard IA and insert $X$ for $x$ and $\xi$ (since $\xi$ lies somewhere between $x$ and $x_{0}$ thus somewhere in the interval $X$ ). We obtain

$$
\begin{align*}
& I=L_{n}(\mathbf{X}) \\
&= \sum_{i_{1}+\cdots+i_{d}=n+1}\left\{\frac{\partial^{n+1} f(\mathbf{X})}{\partial x_{1}^{i_{1}} \ldots \partial x_{1}^{i_{d}}}\right. \\
&\left.\cdot \frac{\left(X_{1}-x_{0,1}\right)^{i_{1}} \times \cdots \times\left(X_{d}-x_{0, d}\right)^{i_{1}}}{i_{1}!\times \cdots \times i_{d}!}\right\} \tag{25}
\end{align*}
$$

The width of $I$ depends on the width of $\mathbf{X}$ and on the function $f(\mathbf{x})$. If the interval $\mathbf{X}$ is large then the multiplication $\left(\left(X_{1}-x_{0,1}\right)^{i_{1}} \times \cdots \times\left(X_{d}-x_{0, d}\right)^{i_{1}}\right) /\left(i_{1}!\times \cdots \times i_{d}!\right) \quad$ will cause a blowup of the remainder if the $(n+1)$ th order derivative of $f$ is nonzero. Another difficulty is the number of occurrences of $\mathbf{X}$ in the $(n+1)$ th order derivative of $f$. As for any function, multiple occurrences of $\mathbf{X}$ can cause overestimation, which yields large remainder bounds. We will show that for the case of NNs the remainder can become extremely large due to the previously described effect.

## B. RBFNN

First we will derive the TM for the RBFNN. We restrict ourselves to first- and second-order TMs because for these models we can easily determine location and value of the maximum-minimum value, i.e., $\max _{\mathbf{x} \in \mathbf{X}} \inf \mathrm{NN}(\mathbf{X}, \mathbf{W})$. For orders up to 2 , we can also easily determine the interval $\tilde{\mathbf{X}}$ for which $\sup \mathrm{NN}(\mathbf{X}, \mathbf{W})>\rho$, which we can use to contract $\mathbf{X}$ : $\mathbf{X}=\mathbf{X} \cap \tilde{\mathbf{X}}$. The first-order TM is defined as (notation has been simplified)

$$
\begin{align*}
\mathrm{NN}(\mathbf{X}, \mathbf{W}) & =\left(T_{\mathrm{NN}, \mathbf{x}}^{(1)}(\mathbf{x}), L_{1}(\mathbf{X})\right) \\
T_{\mathrm{NN}, \mathbf{x}}^{(1)}(\mathbf{x}) & =\mathrm{NN}\left(\mathbf{x}_{0}, \mathbf{W}\right)+\sum_{i}\left\{\frac{\partial \mathrm{NN}\left(\mathbf{x}_{0}, \mathbf{W}\right)}{\partial x_{i}} \cdot\left(x_{i}-x_{0, i}\right)\right\} \\
I_{1}(\mathbf{X}) & =\sum_{i} \sum_{q}\left\{\frac{\partial^{2} \mathrm{NN}(\mathbf{X}, \mathbf{W})}{\partial x_{i} \partial x_{q}} \cdot \frac{\left(X_{i}-x_{0, i}\right)\left(X_{q}-x_{0, q}\right)}{i!q!}\right\} \tag{26}
\end{align*}
$$

and the second-order model is defined as

$$
\begin{align*}
& \mathrm{NN}(\mathbf{X}, \mathbf{W}) \\
& =\left(T_{\mathrm{NN}, \mathbf{x}}^{(2)}(\mathbf{x}), L_{2}(\mathbf{X})\right) \\
& T_{\mathrm{NN}, \mathbf{x}^{(2)}(\mathbf{x})} \\
& =\mathrm{NN}\left(\mathrm{x}_{0}, \mathbf{W}\right) \\
& +\sum_{i}\left\{\frac{\partial \mathrm{NN}\left(\mathbf{x}_{0}, \mathbf{W}\right)}{\partial x_{i}} \cdot\left(x_{i}-x_{0, i}\right)\right\} \\
& +\sum_{i} \sum_{q}\left\{\frac{\partial^{2} \mathrm{NN}\left(\mathbf{x}_{0}, \mathbf{W}\right)}{\partial x_{i} \partial x_{q}} \cdot \frac{\left(x_{i}-x_{0, i}\right)\left(x_{q}-x_{0, q}\right)}{i!q!}\right\} \\
& I_{2}(\mathbf{X}) \\
& =\sum_{i} \sum_{q} \sum_{p}\left\{\frac{\partial^{3} \mathrm{NN}(X, \mathbf{W})}{\partial x_{i} \partial x_{q} \partial x_{p}}\right. \\
& \text {. } \left.\frac{\left(X_{i}-x_{0, i}\right)\left(X_{q}-x_{0, q}\right)\left(X_{p}-x_{0, p}\right)}{i!!!p!}\right\} . \tag{27}
\end{align*}
$$

To construct the first- and second-order TM, we need the derivatives up to order 2 and 3, respectively

$$
\begin{align*}
& \mathrm{NN}(\mathbf{x}, \mathbf{W}) \\
& =\sum_{j} w_{j k} \exp \left(-v_{j}^{2}\right)=\sum_{j} w_{j k} \phi_{j} \\
& \frac{\partial \mathrm{NN}(\mathrm{x}, \mathbf{W})}{\partial x_{i}} \\
& =\sum_{j}\left\{w_{j k} \phi_{j}\left[-2 w_{i j}^{2}\left(x_{i}-c_{i j}\right)\right]\right\} \\
& \frac{\partial^{2} \mathrm{NN}(\mathbf{x}, \mathbf{W})}{\partial x_{q} \partial x_{i}} \\
& =\sum_{j}\left\{w _ { j k } \phi _ { j } \left\{\left[-2 w_{i j}^{2}\left(x_{i}-c_{i j}\right)\right] \cdot\left[-2 w_{q j}^{2}\left(x_{q}-c_{q j}\right)\right]\right.\right. \\
& \left.\left.+\gamma\left[-2 w_{q j}^{2}\right]\right\}\right\} \\
& \frac{\partial^{3} \mathrm{NN}(\mathbf{x}, \mathbf{W})}{\partial x_{p} \partial x_{q} \partial x_{i}} \\
& =\sum_{j}\left\{w _ { j k } \phi _ { j } \left\{\left[\left[-2 w_{i j}^{2}\left(x_{i}-c_{i j}\right)\right] \cdot\left[-2 w_{q j}^{2}\left(x_{q}-c_{q j}\right)\right]\right.\right.\right. \\
& \left.+\gamma\left[-2 w_{i j}^{2}\right]\right] \cdot\left[-2 w_{p j}^{2}\left(x_{p}-c_{p j}\right)\right] \\
& +\delta\left[-2 w_{p j}^{2}\left[-2 w_{q j}^{2}\left(x_{q}-c_{q j}\right)\right]\right] \\
& \left.\left.+\kappa\left[-2 w_{p j}^{2}\left[-2 w_{i j}^{2}\left(x_{i}-c_{i j}\right)\right]\right]\right\}\right\} \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
& \left\{\begin{array} { l l } 
{ \gamma = 1 } & { q = i } \\
{ \gamma = 0 } & { q \neq i }
\end{array} \quad \left\{\begin{array}{ll}
\delta=1 & p=i \\
\delta=0 & p \neq i
\end{array}\right.\right. \\
& \begin{cases}\kappa=1 & p=q \\
\kappa=0 & p \neq q .\end{cases}
\end{aligned}
$$

We can see from the derivatives that for this problem the number of occurrences of $\mathbf{X}$ increases with increasing order of derivatives. This results in overestimation of the remainder bounds
for interval set $\mathbf{X}$ in which the $(n+1)$ th-order derivative of one or more neurons is nonzero. ${ }^{4}$ To show the effect of dependency, in the remainder, we will look at a single-hiddenlayer neuron output and the corresponding first-order TM [see Fig. 3(a)]. Note that the TM for the complete network is simply the summation of the TMs of each hidden-layer neuron, therefore any blowup for a single-hidden-layer neuron will also be in the total TM. For the single-hidden-layer neuron, we have evaluated three intervals with increasing diameter. We can clearly see that the remainder blowup is considerable for the larger intervals. For the smallest interval $X_{1}$, we have a fairly accurate TM inclusion function, which contains more information regarding the shape of $\mathrm{NN}(x)$ and has tighter bounds on part of the domain $X$ compared to the inclusion provided by standard IA. The higher the derivative order is, there are more occurrences of $\mathbf{x}$, and the dependency effect is more severe [see Fig. 3(b)]. This means that if the $(n+1)$ th-order derivative is nonzero on the domain $\mathbf{X}$ and $\mathbf{X}$ is not sufficiently small, the obtained inclusion function will become worse if the order of the TM is increased. This is a highly undesirable property and can have severe consequences for the efficiency of the optimization algorithm. In Section III-D, we will discuss a method to reduce the overestimation of the remainder. First, we will discuss the implementation of TMs for FFNNs.

## C. FFNN

As for the RBFNN, we will restrict our discussion to first- and second-order TMs. In Section III-D, we will show that for these models, we can easily derive contraction rules that improve the algorithm efficiency. The first- and second-order TMs are given by (26) and (27), respectively. To derive the models, we need the multidimensional derivatives up to order 3

$$
\begin{align*}
\mathrm{NN}(\mathbf{x}, \mathbf{W}) & =\sum_{j} w_{j k}\left(\frac{2}{1+\exp \left(-2 v_{j}\right)}-1\right)=\sum_{j} w_{j k} \phi_{j} \\
\frac{\partial \mathrm{NN}}{\partial x_{i}} & =\sum_{j} w_{j k} w_{i j}\left[1-\phi_{j}^{2}\right] \\
\frac{\partial^{2} \mathrm{NN}}{\partial x_{i} \partial x_{q}} & =\sum_{j} w_{j k} w_{i j} w_{q j}\left[\left(-2 \phi_{j}\right)\left(1-\phi_{j}^{2}\right)\right] \\
& =\sum_{j} w_{j k} w_{i j} w_{q j}\left[2 \phi_{j}^{3}-2 \phi_{j}\right] \\
\frac{\partial^{3} \mathrm{NN}}{\partial x_{i} \partial x_{q} \partial x_{p}} & =\sum_{j} w_{j k} w_{i j} w_{q j} w_{p j}\left[\left(6 \phi_{j}^{2}-2\right)\left(1-\phi_{j}^{2}\right)\right] \\
& =\sum_{j} w_{j k} w_{i j} w_{q j} w_{p j}\left[-6 \phi_{j}^{4}+4 \phi_{j}^{2}-2\right] \tag{29}
\end{align*}
$$

Again, we can see that the parameters $\mathbf{x}$ occur multiple times in the derivatives since $\phi_{j}$ is a function of $\mathbf{x}$. Therefore, we expect, as for the RBFNNs, that the remainder will expand in case of larger interval sets $\mathbf{X}$ in which the second and third derivatives are nonzero. We will demonstrate the remainder blowup

[^4]

Fig. 3. (a) First- and (b) second-order TM inclusion of a 1-1-1 RBFNN.
of a first-order TM for a single-hidden-layer neuron FF network [see Fig. 4(a)]. As expected, the remainder indeed grows with increasing diameter of $\mathbf{X}$. However, the effect of increasing $|\mathbf{X}|$ is far lower for the FFNNs than for the RBFNNs, because only the terms $\phi_{j}$ contain $\mathbf{x}$ and the output of this function is bounded between -1 and 1 . Therefore, higher orders of $\phi_{j}$ are also bounded between -1 and 1 . This means that the cause of the blowup of the remainder is determined by the width of ( $\mathbf{X}-\mathbf{x}_{0}$ ) and if $\mathbf{X}$ is sufficiently small then an increase in order $n$ would provide a TM with smaller remainder [see Fig. 4(b)]. A conclusion is that TMs are better suited for FFNNs than for RBFNNs. In Section III-D, we will discuss our implementation of the branch-and-bound algorithm using TMs. A combination of standard IA and TMs is used to prevent remainder blowup and make the algorithm more efficient.

## D. TM Optimization Algorithm

The optimization algorithm based on TMs is an adapted version of the branch-and-bound algorithm and it is given in Table IV. In step 2, we perform function evaluation over domain $\mathbf{X}$ using a TM $\left(\mathrm{NN}^{\mathrm{TM}}\right)$ and standard interval analysis $\left(\mathrm{NN}^{\mathrm{IA}}\right)$. During the computation of the TM, we also computed


Fig. 4. (a) First- and (b) second-order TM inclusion of a 1-1-1 FFNN.
the bounds provided by standard IA. To prevent the expansion of the function evaluation due to TM remainder blowup (see Sections III-B and III-C), we take the lowest upper bound and the highest lower bound

$$
\begin{align*}
\sup \mathrm{NN} & =\min \left[\sup \mathrm{NN}^{\mathrm{IA}}, \max \sup \mathrm{NN}^{\mathrm{TM}}\right] \\
& =\min \left[\sup \mathrm{NN}^{\mathrm{IA}}, \max T_{\mathrm{NN}, \mathbf{x}}^{n}+\sup I_{n}\right] \\
\operatorname{inf~} \mathrm{NN} & =\max \left[\inf \mathrm{NN}^{\mathrm{IA}}, \operatorname{maxinf} \mathrm{NN}^{\mathrm{TM}}\right] \\
& =\max \left[\inf \mathrm{NN}^{\mathrm{IA}}, \max T_{\mathrm{NN}, \mathbf{x}}^{n}+\inf I_{n}\right] . \tag{30}
\end{align*}
$$

The computation of $\max T_{\mathrm{NN}, \mathrm{x}}^{n}$ and $\min T_{\mathrm{NN}, \mathrm{x}}^{n}$ depends on the order $n$. To make these computations easy, we restrict ourselves to orders up to 2.

An important step in the optimization algorithm is the contraction step. If the upper bound of $\mathrm{NN}^{2}\left(x_{i}, \hat{\mathbf{X}}, \mathbf{W}\right)$, i.e., the upper bound of the TM with dimension $i$ reduced to a crisp value, is lower than $\rho$, the current estimate of the maximum value, then contraction of $X_{i}$ might be possible. The problem with the implementation of contractions is that the domain $\tilde{X}_{i}$, where $\mathrm{NN}^{2}\left(x_{i}, \hat{\mathbf{X}}, \mathbf{W}\right)<\rho$ is usually not aligned with the coordinate axis of $\mathbf{x}$, which could mean that contractions are not

TABLE III
Solution Boxes for Simple Example Branch-and-Bound Algorithm

| $\mathbf{X}$ | $N N(\mathbf{X}, \mathbf{W})$ |
| :---: | :---: |
| $[0.875,0.938][0.375,0.438]$ | $[0.855,0.962]$ |
| $[0.875,0.938][0.438,0.500]$ | $[0.918,0.984]$ |
| $[0.938,1.000][0.375,0.438]$ | $[0.896,0.977]$ |
| $[0.938,1.000][0.438,0.500]$ | $[0.962,1.000]$ |
| $[0.875,0.938][0.500,0.563]$ | $[0.918,0.984]$ |
| $[0.875,0.938][0.563,0.625]$ | $[0.855,0.962]$ |
| $[0.938,1.000][0.500,0.563]$ | $[0.962,1.000]$ |
| $[1.000,1.063][0.563,0.625]$ | $[0.896,0.977]$ |
| $[1.000,1.063][0.438,0.438]$ | $[0.896,0.977]$ |
| $[1.063,1.125][0.375,0.438]$ | $[0.962,1.000]$ |
| $[1.063,1.125][0.438,0.500]$ | $[0.855,0.962]$ |
| $[1.000,1.063][0.500,0.563]$ | $[0.918,0.984]$ |
| $[1.000,1.063][0.563,0.625]$ | $[0.896,1.000]$ |
| $[1.063,1.125][[.500,0.563]$ | $[0.918,0.984]$ |
| $[-1.625,-1.563][-1.063,-1.000]$ | $[0.855,0.962]$ |
| $[-1.563,-1.500][-1.125,-1.063]$ | $[0.865,0.973]$ |
| $[-1.563,-1.500][-1.063,-1.000]$ | $[0.939,1.000]$ |
| $[-1.500,-1.438][-1.125,-1.063]$ | $[0.845,0.965]$ |
| $[-1.500,-1.438][-1.063,-1.000]$ | $[0.939,1.000]$ |
| $[-1.438,-1.375][-1.063,-1.000]$ | $[0.865,0.973]$ |
| $[-1.625,-1.563][-1.000,-0.938]$ | $[0.865,0.973]$ |
| $[-1.563,-1.500][-1.000,-0.938]$ | $[0.939,1.000]$ |
| $[-1.563,-1.500][-0.938,-0.875]$ | $[0.845,0.965]$ |
| $[-1.500,-1.438][-1.000,-0.938]$ | $[0.939,1.000]$ |
| $[-1.500,-1.438][-0.938,-0.875]$ | $[0.845,0.965]$ |
| $[-1.438,-1.375][-1.000,-0.938]$ | $[0.865,0.973]$ |

TABLE IV
TM Optimization Algorithm

| 0. | Initialization: put initial box $\mathbf{X}_{0}$ into list $L$, set $\rho=-\inf$ |
| :---: | :---: |
| DO WHILE boxes are left in list $L$ |  |
| 1. | Take first box $\mathbf{X}$ out of list $L$ and remove it form the list |
| 2. | Perform function evaluation with IA $\left(N N^{I A}\right)$ and |
|  | Taylor Model ( $N N^{T M}$ ): |
|  | $\sup N N(\mathbf{X}, \mathbf{W})=\min \left[\sup N N^{I A}, \sup N N^{T M}\right]$ |
|  | $\inf N N(\mathbf{X}, \mathbf{W})=\max \left[\inf N N^{I A}, \inf N N^{T M}\right]$ |
| 3. | Update $\rho: \rho=\max [\rho, \inf N N(\mathbf{X}, \mathbf{W})]$ |
| 4. | Perform mid-point evaluation and update $\rho$ : $\rho=\max [\rho, N N(\operatorname{mid}(\mathbf{X}), \mathbf{W})]$ |
| 5. | Compute derivatives $\partial N N / \partial x_{i}$ and apply rules from equations (16)-(18). If box can be deleted goto 1 . |
| 6. | Contract box based using polynomial inclusion function. |
| 7. | If $\left\|\mathbf{X}_{n e w}\right\|<\sigma_{x}$ or $\|N N(\mathbf{X}, \mathbf{W})\|<\sigma_{y}$; store box as possible solution and goto 1 ; end |
| 8. | If $\left\|\mathbf{X}_{\text {new }}\right\|<\alpha\|\mathbf{X}\|$; Add box to list $L$ and goto 1; end |
| 9. | Split box and add all sub-boxes to list $L$ |
| END |  |

possible. If, however, we were able to contract $\mathbf{X}$ for at least one dimension, we must first look if the stopping condition has been reached. If not, we must check if the diameter of the domain is reduced by a factor $\alpha$ or more ( $\alpha$ is usually defined in the range of $[0,0.5]$ ). If this check is passed, then we decide not to split the box and place it back into the list. This approach reduces the number of bisections and increases the efficiency of the algorithm in terms of total number of required box evaluations. The choice of $\alpha$ is problem dependent and the optimal value can be found through investigation. The rest of the algorithm is the same as the enhanced branch-and-bound algorithm. For orders up to 2, the contraction step is easily performed using simple algebraic relations.

## IV. Polynomial Set Method

The problem of TMs lies in the determination of the remainder, which leads to an inclusion $F$ that can be larger than the inclusion bounds obtained through standard IA. In this section, we will derive the PS method. There are two key aspects of the new method.

1) The inclusion function is defined as a set of two crisp polynomials $\left(P_{\underline{\mathrm{NN}, \mathrm{x}}}^{n}, P \frac{\mathrm{~N}_{\mathrm{NN}}, \mathbf{x}}{n}\right)$, where

$$
\begin{array}{ll}
P_{\underline{\mathbf{N N}, \mathbf{x}}}^{n}(\mathbf{x}) \leq \mathrm{NN}(\mathbf{x}, \mathbf{W}) & \forall \mathbf{x} \in \mathbf{X} \\
P_{\overline{\mathrm{NN}}, \mathbf{x}}^{n}(\mathbf{x}) \geq \mathrm{NN}(\mathbf{x}, \mathbf{W}) & \forall \mathbf{x} \in \mathbf{X} \tag{31}
\end{array}
$$

2) The inclusion function $\left(P_{\underline{N N}, \mathbf{x}}^{n}, P_{\mathrm{NN}, \mathrm{x}}^{n}\right)$ always lies within the bounds provided by standard IA, i.e.,

$$
\begin{equation*}
\inf F \leq P_{\underline{\mathrm{NN}, \mathbf{x}}}^{n}(\mathbf{x}) \leq P_{\overline{\mathrm{NN}}, \mathbf{x}}^{n}(\mathbf{x}) \leq \sup \mathrm{NN} \quad \forall \mathbf{x} \in \mathbf{X} \tag{32}
\end{equation*}
$$

The first aspect makes this method different from TMs, where one crisp polynomial is used plus a bounded remainder, and the method of Hansen, where one polynomial with interval parameters is used [38]. The second aspect ensures that the information obtained through a function evaluation is equal to or richer than the information obtained through standard interval analysis. The upper and lower bounds are equal to or tighter than those obtained with standard interval analysis and the shapes of the polynomials give more information about the shape of the NN output. Better estimates of the maximum output value are possible. The method of deriving the two polynomials $P_{\mathrm{NN}, \mathbf{x}}^{n}(\mathbf{x}), P \frac{n}{\mathrm{NN}, \mathbf{x}}(\mathbf{x})$ is problem dependent, but always possible. In the worst case scenario, one can only derive a ze-roth-order polynomial, which reduces the method to standard IA. We will first discuss the application to RBFNNs and thereafter the application to FFNNs.

## A. RBFNN

The approach to deriving the polynomial model is based on summation of the weighted polynomial models of each hiddenlayer neuron

$$
\begin{equation*}
P_{\mathrm{NN}, \mathrm{x}}^{n}=\sum_{j} w_{j k} P_{\phi_{j}, \mathbf{x}}^{n} \tag{33}
\end{equation*}
$$

We will therefore focus on a single RBF for domain $\mathbf{X}$

$$
\begin{equation*}
\phi_{j}(\mathbf{x})=\exp \left(-\sum_{i} w_{i j}^{2}\left(x_{i}-c_{i j}\right)^{2}\right)=\exp \left(-v_{j}^{2}\right) \tag{34}
\end{equation*}
$$

For the RBFNNs, the input space $\mathbf{X}$ is mapped into the hiddenlayer neuron input space $V_{j}^{2} \subset[0, \infty]$ through the relation

$$
\begin{equation*}
v_{j}^{2}=\sum_{i} w_{i j}^{2}\left(x_{i}-c_{i j}\right)^{2} \tag{35}
\end{equation*}
$$

If we determine a first-order polynomial in terms of $v_{j}^{2}$, by substitution of the previous relation, we can obtain a second-order polynomial in $\mathbf{x}$. Higher order polynomials in $v_{j}^{2}$ of order $n$ therefore lead to $2 n$-order polynomials in $\mathbf{x}$. The benefit of de-
riving the polynomial in $v_{j}^{2}$ first is that we simplify the derivation. The drawback on the other hand is that information is lost during the mapping $\mathbf{x} \rightarrow \mathbf{v}_{\mathbf{j}}^{\mathbf{2}} \rightarrow \mathbf{x}$, which can lead to overestimation of the inclusion function bound, i.e., the integrated error $P_{\phi_{j}, \mathbf{x}}^{n}-f(\mathbf{x})$ could be made smaller.

Theorem IV.1: Assume the polynomials

$$
\begin{align*}
& \left(P_{\bar{\phi}_{j}, v_{j}^{2}}^{1}=\bar{a}_{0}+\bar{a}_{1} v_{j}^{2}\right) \\
& \left(P_{\underline{\phi}_{j}, v_{j}^{2}}^{1}=\underline{a}_{0}+\underline{a}_{1} v_{j}^{2}\right) \tag{36}
\end{align*}
$$

on the domain $v_{j}^{2} \in V_{j}^{2} \subset R$, where the parameters are defined as

$$
\begin{align*}
\bar{a}_{1} & =\frac{\phi_{j}\left(\inf V_{j}^{2}\right)-\phi_{j}\left(\sup V_{j}^{2}\right)}{\inf V_{j}^{2}-\sup V_{j}^{2}} \\
\bar{a}_{0} & =\phi_{j}\left(\inf V_{j}^{2}\right)-\bar{a}_{1} \inf V_{j}^{2} \\
\underline{a}_{1} & =\left.\frac{\partial \phi_{j}}{\partial x}\right|_{\left(\sup V_{j}^{2}\right)} \\
\underline{a}_{0} & =\phi_{j}\left(\sup V_{j}^{2}\right)-\underline{a}_{1} \sup V_{j}^{2} \tag{37}
\end{align*}
$$

with $\phi_{j}\left(v_{j}^{2}\right)=\exp \left(-v_{j}^{2}\right)$, then

$$
\begin{align*}
& \phi_{j}\left(v_{j}^{2}\right) \leq P_{\bar{\phi}_{j}, v_{j}^{2}}^{1} \leq \sup \Phi_{j}\left(V_{j}^{2}\right) \\
& \inf \Phi_{j}\left(V_{j}^{2}\right) \leq P_{\underline{\phi}_{j}, v_{j}^{2}}^{1} \leq \phi_{j}\left(v_{j}^{2}\right) \tag{38}
\end{align*}
$$

on the domain $v_{j}^{2} \in V_{j}^{2}$ and the integrated errors

$$
\begin{aligned}
& \int_{\inf V_{j}^{2}}^{\sup V_{j}^{2}}\left(P_{\bar{\phi}_{j}, v_{j}^{2}}^{1}-\phi_{j}\right) d v_{j}^{2} \\
& \int_{\inf V_{j}^{2}}^{\sup V_{j}^{2}}\left(\phi_{j}-P_{\underline{\phi}_{j}, v_{j}^{2}}^{1}\right) d v_{j}^{2}
\end{aligned}
$$

are minimal.
Proof: See the Appendix.
Once the polynomials have been determined in $v_{j}^{2}$, we can determine the polynomials in $\mathbf{x}$ by substituting equation (35). The final polynomials are of the form

$$
\begin{align*}
& P_{\bar{\phi}_{j}, \mathbf{x}}^{2}=\bar{b}_{0}+\sum_{i} \bar{b}_{1 i} x_{i}+\bar{b}_{2 i} x_{i}^{2} \\
& P_{\underline{\phi}_{j}, \mathbf{x}}^{2}=\underline{b}_{0}+\sum_{i} \underline{b}_{1 i} x_{i}+\underline{b}_{2 i} x_{i}^{2} \tag{39}
\end{align*}
$$

with parameters

$$
\begin{align*}
\bar{b}_{0} & =\bar{a}_{0}+\bar{a}_{1} \sum_{i} w_{i j}^{2} c_{i j}^{2} \\
\bar{b}_{1 i} & =-2 \bar{a}_{1} w_{i j}^{2} c_{i j} \\
\bar{b}_{2 i} & =\bar{a}_{1} w_{i j}^{2}  \tag{40}\\
\underline{b}_{0} & =\underline{a}_{0}+\underline{a}_{1} \sum_{i} w_{i j}^{2} c_{i j}^{2} \\
\underline{b}_{1 i} & =-2 \underline{a}_{1} w_{i j}^{2} c_{i j} \\
\underline{b}_{2 i} & =\underline{a}_{1} w_{i j}^{2} \tag{41}
\end{align*}
$$



Fig. 5. Hidden-layer neuron activation functions. (a) Exponential function. (b) Tangent sigmoidal function.


Fig. 6. PS inclusion of a 1-1-1 RBFNN.

The inclusion function for the complete NN is given by

$$
\begin{array}{r}
P_{\mathrm{NN}, \mathbf{x}}^{2}=\sum_{j} w_{j k}\left[\alpha P_{\bar{\phi}_{j}, \mathbf{x}}^{2}+\beta P_{\underline{\phi}_{j}, \mathbf{x}}^{2}\right] \\
P_{\underline{\mathrm{NN}, \mathrm{x}}}^{2}=\sum_{j} w_{j k}\left[\beta P_{\bar{\phi}_{j}, \mathbf{x}}^{2}+\alpha P_{\underline{\phi}_{j}, \mathbf{x}}^{2}\right] \\
\left\{\begin{array}{lll}
\alpha=1 & \beta=0, & w_{j k} \geq 0 \\
\alpha=0 & \beta=1, & w_{j k}<0 .
\end{array}\right. \tag{42}
\end{array}
$$

Since the output is simply the summation of hidden-layer neuron outputs, the guarantee of tighter bounds on the hidden-layer neuron outputs implies that we have equal or tighter bounds on the output of the complete network as compared to standard IA (see Fig. 6).

An advantage is that the obtained crisp polynomial for the upper bound and lower bound in $\mathbf{x}$ can be easily analyzed. The value of the maximum minimum value can be computed analytically and used to update the estimate of the maximum output value, i.e.,

$$
\begin{equation*}
\rho=\max \left(\rho, \max _{\mathbf{x} \in \mathbf{X}} P_{\underline{\mathrm{NN}}, \mathbf{x}}^{2}\right) \tag{43}
\end{equation*}
$$

Then, we can compute the region where the inclusion function upper bound is lower than the current estimate $\rho$ such that we can possibly contract the domain $\mathbf{X}$. This process is the same as for the TMs (see Section III-D).

## B. FFNN

The approach taken here is similar to the one for RBFNNs. Since the output is the weighted summation of the hidden-layer neuron output [see (33)], we will look at a single-hidden-layer neuron

$$
\begin{align*}
\phi_{j} & =\frac{2}{1+\exp \left(-2\left[\sum_{i}\left\{w_{i j} x_{i}\right\}+b_{j}\right]\right)}-1 \\
& =\frac{2}{1+\exp \left(-2 v_{j}\right)}-1 \tag{44}
\end{align*}
$$

The input space $\mathbf{x}$ is mapped into the hidden-layer neuron input space $v_{j} \in[-\infty, \infty]$ through the relation

$$
\begin{equation*}
v_{j}=\sum_{i}\left\{w_{i j} x_{i}\right\}+b_{j} \tag{45}
\end{equation*}
$$

If we determine $n$ th-order polynomial in terms of $v_{j}$, by substituting the previous relation, we can obtain an $n$ th-order polynomial in $\mathbf{x}$. For $n<2$, we can easily derive bounds on the maximum and minimum values of $P_{\underline{\mathrm{NN}, \mathrm{x}}}^{2}, P \frac{\mathrm{NN}, \mathrm{x}}{2}$ and contractions can be performed using simple algebraic rules.

Theorem IV.2: Assume the polynomials

$$
\begin{align*}
& \left(P \frac{1}{\phi_{j}}, v_{j}=\bar{a}_{0}+\bar{a}_{1} v_{j}\right) \\
& \left(P_{\underline{\phi_{j}}, v_{j}}^{1}=\underline{a}_{0}+\underline{a}_{1} v_{j}\right) \tag{46}
\end{align*}
$$

on the domain $v_{j} \in V_{j} \subset R$, where the parameters are defined as

$$
\begin{align*}
& \bar{a}_{1}=\min \left(\left.\frac{\partial \phi_{j}}{\partial v_{j}}\right|_{\sup V_{j}}, \frac{\phi_{j}\left(\inf V_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(\inf V_{j}-\sup V_{j}\right)}\right) \\
& \bar{a}_{0}=\phi_{j}\left(\sup V_{j}\right)-\bar{a}_{1} \sup V_{j} \\
& \underline{a}_{1}=\min \left(\left.\frac{\partial \phi_{j}}{\partial v_{j}}\right|_{\inf V_{j}}, \frac{\phi_{j}\left(\inf V_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(\inf V_{j}-\sup V_{j}\right)}\right) \\
& \underline{a}_{0}=\phi_{j}\left(\inf V_{j}\right)-\underline{a}_{1} \inf V_{j} \tag{47}
\end{align*}
$$

with $\left.\phi_{j}\left(v_{j}\right)=2 /\left(1+\exp \left(-2 v_{j}\right)\right)-1\right)$, then

$$
\begin{align*}
\phi_{j}\left(v_{j}\right) & \leq P_{\bar{\phi}_{j}, v_{j}}^{1} \leq \sup \Phi_{j}\left(V_{j}\right) \\
\inf \Phi_{j}\left(V_{j}\right) & \leq P_{\underline{\phi}_{j}, v_{j}}^{1} \leq \phi_{j}\left(v_{j}\right) \tag{48}
\end{align*}
$$

on the domain $v_{j} \in V_{j}$ and the integrated errors

$$
\begin{gathered}
\int_{\inf V_{j}}^{\sup V_{j}}\left(P_{\bar{\phi}_{j}, v_{j}}^{1}-\phi_{j}\right) d v_{j} \\
\int_{\inf V_{j}}^{\sup V_{j}}\left(\phi_{j}-P_{\underline{\phi}_{j}, v_{j}}^{1}\right) d v_{j}
\end{gathered}
$$

are minimal.
Proof: See the Appendix.
Once the polynomials have been determined in $v_{j}$, we can determine the polynomials in x by substituting equation (45). The final polynomials are of the form

$$
\begin{align*}
& P_{\bar{\phi}_{j}, \mathbf{x}}^{1}=\bar{b}_{0}+\sum_{i} \bar{b}_{1 i} x_{i} \\
& P_{\underline{\phi}_{j}, \mathbf{x}}^{1}=\underline{b}_{0}+\sum_{i} \underline{b}_{1 i} x_{i} \tag{49}
\end{align*}
$$



Fig. 7. PS inclusion of a 1-1-1 FFNN.
with parameters

$$
\begin{align*}
\bar{b}_{0} & =\bar{a}_{0}+\bar{a}_{1} b_{j} \\
\bar{b}_{1 i} & =\bar{a}_{1} w_{i j}  \tag{50}\\
\underline{b}_{0} & =\underline{a}_{0}+\underline{a}_{1} b_{j} \\
\underline{b}_{1 i} & =\underline{a}_{1} w_{i j} . \tag{51}
\end{align*}
$$

The inclusion function for the complete NN is given by (42). Since the output is simply the summation of hidden-layer neuron outputs, the guarantee of tighter bounds on the hidden-layer neuron outputs implies that we have equal or tighter bounds on the output of the complete network as compared to standard IA (see Fig. 7).

As for the RBFNNs, we can use the obtained crisp polynomial for the upper bound to derive the value of the maximum-minimum used to update the estimate of the maximum output value. Moreover, we can apply contractions based on the current estimate of the maximum output value and the inclusion polynomials.

## C. Polynomial Optimization Algorithm

The optimization algorithm using polynomial inclusion functions is equal to that of the TM optimization algorithm (see Table IV) except for step 2. Step 2 becomes as follows.

Perform function evaluation with polynomial inclusion function

$$
\begin{aligned}
\sup F & =P_{\overline{\mathrm{NN}}, \mathbf{x}}^{n} \\
\inf F & =P_{\underline{\mathrm{NN}, \mathrm{x}}}^{n}
\end{aligned}
$$

Evaluation using standard IAs is not required since we have guaranteed tighter bounds when using polynomial inclusion functions. In Section V, we will present the results for all the methods discussed in this paper.

## V. Simulation Results

The methods discussed in this paper differ in the setup of the function evaluation. To test the efficiency of different methods,
a simulation is performed. The setup of the experiments for the RBF networks is as follows.

- A vector containing the number of hidden-layer neurons is selected: $N=[2,4,8,16,32,64] . \sigma_{x}$ is set to $1 \%$ of the input range for each input dimension and $\alpha$ is set to 0.25 .
- For each entry in this vector, a batch of 250 randomly initialized RBFNNs is created for the case of a 1-D, 2-D, and 3-D input.
- For each RBFNNs in the batch, we perform the optimization task with the following optimization algorithms:

1) enhanced branch-and-bound (BB) algorithm, without contractions (step 6) (see Section II);
2) enhanced BB algorithm, with contractions (WC) based on Newton step (see Section II);
3) TM optimization algorithm, second-order polynomial (see Section III);
4) TM optimization algorithm with contractions (WC), second-order polynomial (see Section III);
5) PS optimization algorithm, second-order polynomial (see Section IV);
6) PS optimization algorithm with contractions (WC), second-order polynomial (see Section IV).

- For each algorithm, the computation time will be recorded.
- The experiments are performed on a single $2.4-\mathrm{GHz}$ Intel(R) Core(TM) 2Quad core. During the evaluation of the results, we will look only at relative results since the absolute value of the computational load is central processing unit (CPU) dependent.
- The experiments are performed using MATLAB ${ }^{\circledR}$ and interval toolbox INTLAB ${ }^{\text {© }}$ developed by S. M. Rump at Hamburg University of Technology, Hamburg, Germany.
We have chosen to use the second-order TM for the RBFNNs to make a fair comparison with the PS method. Due to the setup of the polynomial derivations for the PS inclusion function, we obtain a second-order polynomial for this method (see Section IV-A). The experiments for the FFNN are the same as for RBFNN although now we choose $N=[2,4,8,16,32,64,128]$, and first-order polynomials are selected for both the TM and the PS methods.

The results of the RBF experiments are shown in Fig. 8. Based on the results, we can note the following.

- The computational load increases approximately linearly with the number of hidden-layer neurons for each method. More neurons means more computation per function evaluation and also more dependency effect due to more occurrences of $\mathbf{X}$ in the network output function. This result does depend on the required accuracy $\sigma_{x}$.
- The PS method with contractions is most efficient for all cases. When considering $>7$ number of neurons, the PS method is followed by the TM method with contractions and thereafter the BB algorithm. This is purely due to the level of information content obtained from a function evaluation $\mathrm{NN}(\mathbf{X}, \mathbf{W})$. BB uses standard IA, which yields the minimum required information content. TMs provide more information of the function shape if the remainder bound is small enough (see Section III-B). The remainder bound is the main problem for the TM method. When the interval $V_{j}^{2}$ is small enough for each hidden-layer neuron then the


Fig. 8. Optimization algorithm comparison results for RBFNNs. (a) $1-\mathrm{N}-1$ RBFNNs. (b) 2-N-1 RBFNNs. (c) 3-N-1 RBFNNs.
method provides more information than the standard interval analysis method. This means that during the optimization the initial phase will mostly consist of function evaluations based on standard interval analysis whereas the
final phase (when $V_{j}^{2}$ has become small enough) will consist of function evaluations based on TMs. This is the difference with the PS method for which the function evaluations are always performed using the PS and not with standard interval analysis. This means that more information can be used from the very beginning of the optimization therefore making the algorithm more efficient.

- For lower amount of hidden-layer neurons, the BB algorithm performs better than the PS and TM method without contractions. The reason is that the determination of the inclusion function for PS and TM methods demands more computational load, while the additional information about the network shape and output bounds does not improve the efficiency (in terms of computational load) much, since little dependency is present. The methods with contractions are performing equally well or better than the BB algorithm since they make better use of the information regarding the network shape (via contractions).
- The application of contractions decreases efficiency in terms of computational load for the BB algorithm. The additional computations required for the contractions and the larger dependency effect in the derivatives cause little reductions of the boxes. The increased computational load outweighs the increased algorithm efficiency, which causes the overall computation time to increase.
- The application of contractions enhances efficiency of the PS and TM algorithms for the lower number of hiddenlayer neurons. This result is depends on the required accuracy $\sigma_{x}, \sigma_{y}$. In the experiments, we kept this parameter constant, which implies that for a higher amount of hidden-layer neurons, the minimum $V_{j}^{2}$ interval width increases. The information content using the TM method and the PS method increases with decreasing $V_{j}^{2}$ intervals and contractions are only possible when enough information is present. Therefore, the percentage of actual contractions decreases with increasing number of hidden-layer neurons. If we decreased $\sigma_{x}$ or $\sigma_{y}$ with increasing number of hidden-layer neurons such that the same widths of $V_{j}^{2}$ were attained, then we predict that the contractions would speed up the optimization process for higher number of hidden-layer neurons.
The results for the FFNN experiments are shown in Fig. 9. The conclusions drawn from these results are similar to the case of RBFNNs.
- The computational load increases approximately linearly with the number of hidden-layer neurons for each method.
- The PS method with contractions is most efficient for the 2-D and 3-D cases. When considering $>15$ number of neurons, the PS method is followed by the TM method and thereafter the BB algorithm. For the 1-D case, the BB algorithm without contractions outperforms the other methods for low number of neurons. This is due to the increased computational load for computing the inclusion functions for the PS and TM methods. It appears that the increase in algorithm efficiency does not outweigh the increase in computational load.
- For lower amount of hidden-layer neurons, the BB algorithm performs better than the PS and TM methods without


Fig. 9. Optimization algorithm comparison results for FFNNs. (a) $1-\mathrm{N}-1$ FFNNs. (b) 2-N-1 FFNNs. (c) 3-N-1 FFNNs.
contractions. The reason for this is the more efficient algorithm in terms of computational load, not in terms of evaluation efficiency as explained before.

- The application of contractions enhances efficiency of the optimization algorithms for the lower number of hiddenlayer neurons due to the same reason as for the RBFNNs.
Looking at the results for both RBF and FF networks, we can state that the computational load increases considerably when increasing the input dimension. Finally, we note that the superior performance of the PS method becomes more pronounced with respect to other methods for higher dimensional input spaces.


## VI. CONCLUSION

NN output optimization via interval analysis guarantees that all solutions are obtained. Standard interval analysis is slow due to dependency and minimal information content of a function evaluation. Introducing TMs makes the algorithm more efficient for larger amounts of neurons and higher dimensional input spaces, although it still suffers from dependency, which can lead to severe remainder blowup. Therefore, using TMs is only beneficial for smaller input space intervals. The PS method guarantees bounds tighter than those of standard interval analysis irrespectively of input space interval widths. Therefore, more useful information is introduced from the beginning of the optimization. This information can be used to increase efficiency considerably, and therefore, the PS method has proved to be the fastest algorithm for both the FFNNs and the RBFNNs.

## APPENDIX

## Proof of Theorems IV. 1 AND IV. 2

In this Appendix, we will present the proof of Theorems IV. 1 and IV.2.

Proof of Theorem IV.1: The derivative of $\phi_{j}\left(v_{j}^{2}\right)$ is

$$
\begin{equation*}
\frac{\partial \phi_{j}}{\partial v_{j}^{2}}=-\exp \left(-v_{j}^{2}\right)=-\phi_{j} \tag{52}
\end{equation*}
$$

which is negative on the domain $V_{j}^{2}$. This means that $\phi_{j}\left(v_{j}^{2}\right)$ is monotonically decreasing on domain $V_{j}^{2}$ and that the maximal value of $\phi_{j}$ is attained at $v_{j}^{2}=\inf V_{j}^{2}$ and the minimal value at $v_{j}^{2}=\sup V_{j}^{2}$. By Theorem II.1, we have that

$$
\begin{align*}
\phi_{j}\left(\inf V_{j}^{2}\right) & =\sup \Phi_{j}\left(V_{j}^{2}\right) \\
\phi_{j}\left(\sup V_{j}^{2}\right) & =\inf \Phi_{j}\left(V_{j}^{2}\right) \tag{53}
\end{align*}
$$

Since we must have $\sup \Phi_{j}\left(V_{j}^{2}\right) \geq P_{\bar{\phi}_{j}, v_{j}^{2}}^{1} \geq \phi\left(v_{j}^{2}\right) \forall v_{j}^{2} \in V_{j}^{2}$, we know that

$$
\begin{align*}
& \bar{a}_{1} \inf V_{j}^{2}+\bar{a}_{0}=\phi_{j}\left(\inf V_{j}^{2}\right) \\
& \underline{a}_{1} \sup V_{j}^{2}+\underline{a}_{0}=\phi_{j}\left(\sup V_{j}^{2}\right) \\
& \Rightarrow \bar{a}_{0}=\phi_{j}\left(\inf V_{j}^{2}\right)-\bar{a}_{1} \inf V_{j}^{2}  \tag{54}\\
& \underline{a}_{0}=\phi_{j}\left(\sup V_{j}^{2}\right)-\underline{a}_{1} \sup V_{j}^{2}
\end{align*}
$$

Now we only need to specify the value of $\bar{a}_{1}$ and $\underline{a}_{1}$. Let us first look at the value of $\bar{a}_{1}$. Since we require $P \bar{\phi}_{j}, v_{j}^{2}>\phi_{j}\left(v_{j}^{2}\right) \forall v_{j}^{2} \in$
$V_{j}^{2}$, we can find the optimal value of $\bar{a}_{1}$ by minimizing the integrated error between the polynomial and the activation function

$$
\begin{align*}
& \min _{\bar{a}_{1}} \int_{\inf V_{j}^{2}}^{\sup V_{j}^{2}}\left(P_{\bar{\phi}_{j}, v_{j}^{2}}^{1}-\phi_{j}\right) d v_{j}^{2} \\
& \quad \rightarrow \min _{\bar{a}_{1}} \int_{\inf V_{j}^{2}}^{\sup V_{j}^{2}} P_{\bar{\phi}_{j}, v_{j}^{2}}^{1} d v_{j}^{2} \\
& \quad=\min _{\bar{a}_{1}} \int_{\inf V_{j}^{2}}^{\sup V_{j}^{2}}\left(\bar{a}_{1} v_{j}^{2}-\bar{a}_{1} \inf V_{j}^{2}\right) d v_{j}^{2} \\
& \quad=\min _{\bar{a}_{1}}\left[\frac{\bar{a}_{1}}{2}\left(\sup V_{j}^{2}-\inf V_{j}^{2}\right)^{2}\right] \tag{55}
\end{align*}
$$

The term $\left(\sup V_{j}^{2}-\inf V_{j}^{2}\right)$ is always positive thus we know that the minimization of the integral can be seen as the minimization of $\bar{a}_{1}$. The lowest possible value of $\bar{a}_{1}$ is determined by the constraint

$$
\begin{equation*}
P_{\bar{\phi}_{j}, v_{j}^{2}}^{1}>\phi_{j}\left(v_{j}^{2}\right) \quad \forall v_{j}^{2} \in V_{j}^{2} \tag{56}
\end{equation*}
$$

We can rewrite this in the form

$$
\begin{align*}
& \bar{a}_{1} v_{j}^{2}-\bar{a}_{1} \inf V_{j}^{2}+\phi_{j}\left(\inf V_{j}^{2}\right)>\phi_{j}\left(v_{j}^{2}\right) \\
& \bar{a}_{1}\left(v_{j}^{2}-\inf V_{j}^{2}\right)>\phi_{j}\left(v_{j}^{2}\right)-\phi_{j}\left(\inf V_{j}^{2}\right) \\
& \bar{a}_{1}>\frac{\phi_{j}\left(v_{j}^{2}\right)-\phi_{j}\left(\inf V_{j}^{2}\right)}{\left(v_{j}^{2}-\inf V_{j}^{2}\right)} . \tag{57}
\end{align*}
$$

We can take the derivative of the latter function with respect to $v_{j}^{2}$ to find the value of $\bar{a}_{1}$ such that the constraint holds $\forall v_{j}^{2} \in V_{j}^{2}$

$$
\begin{equation*}
\frac{\partial \bar{a}_{1}}{\partial v_{j}^{2}}=\frac{-\phi_{j}\left(v_{j}^{2}\right)\left(v_{j}^{2}-\inf V_{j}^{2}\right)-\phi_{j}\left(v_{j}^{2}\right)+\phi_{j}\left(\inf V_{j}^{2}\right)}{\left(v_{j}^{2}-\inf V_{j}^{2}\right)^{2}} \tag{58}
\end{equation*}
$$

Since we have that

$$
\begin{align*}
& -\phi_{j}\left(v_{j}^{2}\right)\left(v_{j}^{2}-\inf V_{j}^{2}\right)<0 \\
& -\phi_{j}\left(v_{j}^{2}\right)+\phi_{j}\left(\inf V_{j}^{2}\right)>0 \tag{59}
\end{align*}
$$

we know that the right-hand side of (58) is always positive if

$$
\begin{equation*}
\phi_{j}\left(v_{j}^{2}\right)\left(v_{j}^{2}-\inf V_{j}^{2}\right)<\phi_{j}\left(\inf V_{j}^{2}\right)-\phi_{j}\left(v_{j}^{2}\right) \tag{60}
\end{equation*}
$$

We can rewrite this relation to

$$
\begin{equation*}
\left(v_{j}^{2}-\inf V_{j}^{2}\right)<\frac{\phi_{j}\left(\inf V_{j}^{2}\right)}{\phi_{j}\left(v_{j}^{2}\right)}-1=\phi_{j}\left(\inf V_{j}^{2}-v_{j}^{2}\right)-1 \tag{61}
\end{equation*}
$$

which holds $\forall v_{j}^{2}>\inf V_{j}^{2}$ since

$$
\begin{equation*}
v_{j}^{2}=\inf V_{j}^{2} \rightarrow 0 \leq 1-1=0 \tag{62}
\end{equation*}
$$

and the derivative with respect to $v_{j}^{2}$ of the right-hand side of (58) is always larger than that of the left-hand side

$$
\begin{equation*}
1<\phi_{j}\left(\inf V_{j}^{2}-v_{j}^{2}\right) \tag{63}
\end{equation*}
$$

Since we know that the function $\partial \bar{a}_{1} / \partial v_{j}^{2}$ is always positive, we can determine the maximal value of the right-hand side of (58)

$$
\begin{equation*}
\bar{a}_{1}>\frac{\phi_{j}\left(\sup V_{j}^{2}\right)-\phi_{j}\left(\inf V_{j}^{2}\right)}{\left(\sup V_{j}^{2}-\inf V_{j}^{2}\right)} \tag{64}
\end{equation*}
$$

We need to minimize the value of $\bar{a}_{1}$, which means that the optimal value of $\bar{a}_{1}$ is

$$
\begin{equation*}
\bar{a}_{1}=\frac{\phi_{j}\left(\sup V_{j}^{2}\right)-\phi_{j}\left(\inf V_{j}^{2}\right)}{\left(\sup V_{j}^{2}-\inf V_{j}^{2}\right)} \tag{65}
\end{equation*}
$$

In a similar way, we can prove that we have for the $\underline{a}_{1}$ value that the minimization problem of

$$
\begin{align*}
& \min _{a_{1}} \int_{\inf V_{j}^{2}}^{\sup V_{j}^{2}}\left(\phi_{j}-P_{\phi_{j}, v_{j}^{2}}^{1}\right) d v_{j}^{2} \rightarrow \\
& \min _{\bar{a}_{1}}\left[\frac{\bar{a}_{1}}{2}\left(\sup V_{j}^{2}-\inf V_{j}^{2}\right)^{2}\right] \tag{66}
\end{align*}
$$

is solved by taking the lowest possible value of $\underline{a}_{1}$. This value, however, is a constraint by the following relation:

$$
\begin{equation*}
\underline{a}_{1}>\frac{\phi_{j}\left(v_{j}^{2}\right)-\phi_{j}\left(\sup V_{j}^{2}\right)}{\left(v_{j}^{2}-\sup V_{j}^{2}\right)} . \tag{67}
\end{equation*}
$$

It is stated without proof that the relation on the right-hand side is monotonically increasing [proof is the same as for relation (57)] and that the maximal value is found when taking the following limit:

$$
\begin{equation*}
\lim _{v_{j}^{2} \rightarrow \sup V_{j}^{2}}\left(\frac{\phi_{j}\left(v_{j}^{2}\right)-\phi_{j}\left(\sup V_{j}^{2}\right)}{\left(v_{j}^{2}-\sup V_{j}^{2}\right)}\right)=\left.\frac{\partial \phi_{j}}{\partial v_{j}^{2}}\right|_{\sup V_{j}^{2}} \tag{68}
\end{equation*}
$$

Since we want to minimize the integrated error, we need to minimize $\underline{a}_{1}$, which means we have the optimial value

$$
\begin{equation*}
\underline{a}_{1}=\left.\frac{\partial \phi_{j}}{\partial v_{j}^{2}}\right|_{\sup V_{j}^{2}} \tag{69}
\end{equation*}
$$

This completes the proof.
Proof of Theorem IV.2: The derivative of $\phi_{j}\left(v_{j}\right)$ is

$$
\begin{equation*}
\frac{\partial \phi_{j}}{\partial v_{j}}=1-\phi_{j}^{2} \tag{70}
\end{equation*}
$$

which is positive on the domain $V_{j}$ since $\phi_{j} \in[-1,1] \forall v_{j} \in V_{j}$. This means that $\phi_{j}\left(v_{j}\right)$ is monotonically increasing on domain $V_{j}$ and that the minimal value of $\phi_{j}$ is attained at $v_{j}=\inf V_{j}$
and the maximal value at $v_{j}=\sup V_{j}$. By Theorem II.1, we have that

$$
\begin{align*}
\phi_{j}\left(\inf V_{j}\right) & =\inf \Phi_{j}\left(V_{j}\right) \\
\phi_{j}\left(\sup V_{j}\right) & =\sup \Phi_{j}\left(V_{j}\right) \tag{71}
\end{align*}
$$

Since we must have $\sup \Phi_{j}\left(V_{j}\right) \geq P_{\bar{\phi}_{j}, v_{j}}^{1} \geq \phi\left(v_{j}\right) \forall v_{j} \in V_{j}$, we known that

$$
\begin{align*}
\bar{a}_{1} \sup V_{j}+\bar{a}_{0} & =\phi_{j}\left(\sup V_{j}\right) \\
\underline{a}_{1} \inf V_{j}+\underline{a}_{0} & =\phi_{j}\left(\inf V_{j}\right) \\
& \Rightarrow \begin{array}{l}
\bar{a}_{0}=\phi_{j}\left(\sup V_{j}\right)-\bar{a}_{1} \sup V_{j} \\
\underline{a}_{0}=\phi_{j}\left(\inf V_{j}\right)-\underline{a}_{1} \inf V_{j}
\end{array} \tag{72}
\end{align*}
$$

Now we only need to specify the value of $\bar{a}_{1}$ and $\underline{a}_{1}$. Let us first look at the value of $\bar{a}_{1}$. Since we require $P_{\bar{\phi}_{j}, v_{j}}^{1}>\phi_{j}\left(v_{j}\right) \forall v_{j} \in$ $V_{j}$, we can find the optimal value of $\bar{a}_{1}$ by minimizing the integrated error between the polynomial and the activation function

$$
\begin{align*}
& \min _{\bar{a}_{1}} \int_{\inf V_{j}}^{\sup V_{j}}\left(P_{\bar{\phi}_{j}, v_{j}}^{1}-\phi_{j}\right) d v_{j} \rightarrow \min _{\bar{a}_{1}} \int_{\inf V_{j}}^{\sup V_{j}} P_{\bar{\phi}_{j}, v_{j}}^{1} d v_{j} \\
& \quad=\min _{\bar{a}_{1}} \int_{\inf V_{j}}\left(\bar{a}_{1} v_{j}-\bar{a}_{1} \sup V_{j}\right) d v_{j} \\
& \quad=\min _{\bar{a}_{1}}\left[-\frac{\bar{a}_{1}}{2}\left(\sup V_{j}-\inf V_{j}\right)^{2}\right] \tag{73}
\end{align*}
$$

The term $\left(\sup V_{j}-\inf V_{j}\right)^{2}$ is always positive thus we know that the minimization of the integral can be seen as a maximization of $\bar{a}_{1}$. The largest possible value of $\bar{a}_{1}$ is determined by the constraint

$$
\begin{equation*}
P_{\overline{\bar{\phi}}_{j}, v_{j}}^{1}>\phi_{j}\left(v_{j}\right) \quad \forall v_{j} \in V_{j} . \tag{74}
\end{equation*}
$$

This relation can be rewritten into

$$
\begin{align*}
& \bar{a}_{1} v_{j}-\bar{a}_{1} \sup V_{j}+\phi_{j}\left(\sup V_{j}\right)>\phi_{j}\left(v_{j}\right) \\
& \bar{a}_{1}\left(v_{j}-\sup V_{j}\right)>\phi_{j}\left(v_{j}\right)-\phi_{j}\left(\sup V_{j}\right) \\
& \bar{a}_{1}<\frac{\phi_{j}\left(v_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(v_{j}-\sup V_{j}\right)} \tag{75}
\end{align*}
$$

The right-hand side is always positive and, depending of the value $\sup V_{j}$, has one or no point in domain $V_{j}$ where the derivative is zero. If the derivative does become zero within domain $V_{j}$, then the second derivative will be negative at that location. This means that the minimal value of the right-hand side of (75) will be obtained on the border of domain $V_{j}$

$$
\begin{align*}
& \min _{v_{j} \in V_{j}} \frac{\phi_{j}\left(v_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(v_{j}-\sup V_{j}\right)} \\
& \quad=\min \left\{\begin{array}{l}
\frac{\phi_{j}\left(\inf V_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(\inf V_{j}-\sup V_{j}\right)} \\
\lim _{v_{j} \rightarrow \sup V_{j}} \frac{\phi_{j}\left(v_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(v_{j}-\sup V_{j}\right)}=\left.\frac{\partial \phi_{j}}{\partial v_{j}}\right|_{\sup V_{j}}
\end{array}\right. \tag{76}
\end{align*}
$$

Since we need to fulfill the constraint and maximize $\bar{a}_{1}$, the optimal value of $\bar{a}_{1}$ will be

$$
\begin{equation*}
\bar{a}_{1}=\min \left(\left.\frac{\partial \phi_{j}}{\partial v_{j}}\right|_{\sup V_{j}}, \frac{\phi_{j}\left(\inf V_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(\inf V_{j}-\sup V_{j}\right)}\right) \tag{77}
\end{equation*}
$$

In a similar way, we can prove that we have for the $\underline{a}_{1}$ value the minimization problem of

$$
\begin{equation*}
\min _{\underline{a}_{1}} \int_{\inf V_{j}}^{\sup V_{j}}\left(\phi_{j}-P_{\phi_{j}, v_{j}}^{1}\right) d v_{j} \rightarrow \min _{\underline{a}_{1}}\left[-\frac{\underline{a}_{1}}{2}\left(\sup V_{j}-\inf V_{j}\right)^{2}\right] \tag{78}
\end{equation*}
$$

which is solved by taking the highest possible value of $\underline{a}_{1}$. This value is, however, a constraint by the following relation:

$$
\begin{equation*}
\underline{a}_{1}<\frac{\phi_{j}\left(\inf V_{j}\right)-\phi_{j}\left(v_{j}\right)}{\left(\inf V_{j}-v_{j}\right)} \tag{79}
\end{equation*}
$$

It is stated without proof [which is similar as for (75)] that the minimal value of the right-hand side is obtained at the border of domain $V_{j}$. We need to maximize the value of $\underline{a}_{1}$ to minimize the integrated error, which means that the optimal value of $\underline{a}_{1}$ is

$$
\begin{equation*}
\underline{a}_{1}=\min \left(\left.\frac{\partial \phi_{j}}{\partial v_{j}}\right|_{\inf V_{j}}, \frac{\phi_{j}\left(\inf V_{j}\right)-\phi_{j}\left(\sup V_{j}\right)}{\left(\inf V_{j}-\sup V_{j}\right)}\right) \tag{80}
\end{equation*}
$$

This completes the proof.
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[^1]:    ${ }^{1}$ The lowest bound of an interval number is always written first, i.e., $a=$ $\inf (X)$

[^2]:    ${ }^{2}$ We have kept $\sigma_{x}$ large to make the example clearer.

[^3]:    ${ }^{3}$ One can choose any point in box $\mathbf{X}$, but for convenience, we select the midpoint.

[^4]:    ${ }^{4}$ When using NNs, one usually wants approximation capacity for the entire range $\mathbf{X}$ for which we require that at least one neuron has a first-order derivative unequal to zero. Therefore, we can conclude that we always have overestimation for $\mathbf{X}$.

